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SUMMARY

Pulse compression techniques originated in radar. The present work is concerned with the utilization of these techniques in general, and the linear FM (LFM) technique in particular, for communications. It introduces these techniques from an optimum communications viewpoint and outlines their capabilities. It also considers the candidacy of the class of LFM signals for digital data transmission and the LFM spectrum.

Work related to the utilization of LFM signals for digital data transmission has been mostly experimental and mainly concerned with employing two rectangular LFM pulses (or chirps) with reversed slopes to convey the bits 1 and 0 in an incoherent mode. No systematic theory for LFM signal design and system performance has been available. Accordingly, the present work establishes such a theory taking into account coherent and noncoherent single-link and multiplex signalling modes. Some new results concerning the slope-reversal chirp pair are obtained.

The LFM technique combines the typical capabilities of pulse compression with a relative ease of implementation. However, these merits are often hampered by the difficulty of handling the LFM spectrum which cannot generally be expressed in closed-form. The common practice is to obtain a plot of this spectrum with a digital computer for every single set of LFM pulse parameters. Moreover, reported work has been mostly confined to the spectrum of an ideally rectangular chirp pulse with no rise or fall times. Accordingly, the present work comprises a systematic study of the LFM spectrum which takes the rise and fall times of the chirp pulse into account and can accommodate any LFM pulse with any parameters. It formulates rather simple and accurate prediction criteria concerning the behaviour of this spectrum in the different frequency regions. These criteria would facilitate the handling of the LFM technique in theory and practice.
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GENERAL INTRODUCTION

Pulse compression techniques evolved since World War II mainly through the search for radar systems capable of target tracking at varying ranges in both isolated and dense environments. These techniques employ large duration-bandwidth product signals that undergo duration and/or bandwidth compression through optimal processing. This compressibility makes such signals superior in many ways to the incompressible conventional unitary duration-bandwidth product signals (e.g. ASK, PSK and FSK signals). This superiority made it inevitable that great interest should be generated in extending pulse compression techniques to a constantly increasing number of other fields including communications.

Investigations into the utilization of pulse compression techniques for communications have been underway since the early sixties, often under the title "spread spectrum communications" and mainly for military purposes. It is only recently that these investigations have enjoyed some publicity. This publicity is mainly due to an increasing awareness of the commercial capabilities of pulse compression communication systems as well as to the current advances in developing new devices which are compatible with these systems.

Much effort is still needed to tackle the many hereto
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Much effort is still needed to tackle the many heretofore
unsolved problems concerning pulse compression signal design, generation, transmission, processing and performance as well as concerning the peaceful coexistence of pulse compression communication systems with the conventional, well established systems. The present work is a modest contribution in this direction.

Chapter 1 introduces the concept of pulse compression as well as the theory of signal design from an optimum communications viewpoint, providing a suitable background for the remaining chapters. Chapter 2 examines the utility of pulse compression techniques in general, and Chapter 3 examines that of the Linear FM (LFM) technique in particular for digital data transmission. Chapter 4 studies the LFM spectrum. The bulk of both Chapters 3 and 4 is new material whose outline is given in the Summary. Chapter 5 includes a brief Final Discussion. For convenience, mathematical analyses have been carried out in terms of complex signals. In order to facilitate the transformation from these signals to real signals, Appendix A outlines the theory of complex representation of deterministic real signals and considers the application of this theory to the class of LFM signals. Appendix B introduces the stationary phase principle which underlies much of the reasoning in the present work concerning Fourier and similar integrals.
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1

OPTIMUM COMMUNICATION AND PULSE COMPRESSION

This chapter introduces the concept of pulse compression from an optimum communications viewpoint and provides a suitable background for the remaining chapters.
1.1 Digital Communication System Model

Communication theory is concerned with the transmission of information from an "information source" to an "information sink" through a physical transmission "channel" making use of transducers to facilitate the communication process.

The information source selects (according to certain probabilistic rules) symbols from a characteristic symbol-alphabet and emits them sequentially in time in the form of a message (i.e. an information-bearing signal). Information sources are either analogue or discrete according to the type of messages they generate. An analogue message corresponds to a continuous alphabet and takes the shape of a waveform whose amplitude is a continuous function of time and has a finite continuous dynamic range. An analogue source is thus capable of generating a noncountable set of analogue messages. The human vocal tract is, for example, an analogue source which is capable of generating a noncountable set of analogue messages that may be arbitrarily close, or different from, one another. A discrete message, on the other hand, takes the form of a sequence of a finite number of abstract symbols belonging to a countable symbol-alphabet. A discrete source is thus capable of generating a countable number of discrete messages. A teletype is, for example, a discrete source which can generate discrete messages in the form of pieces of English text, each message consisting of some or all of the 26
alphabetical letters, the numbers from 0 to 9 and a number of blank and punctuation marks.

An analogue message can be converted into an equivalent discrete message with minimal loss of its information content. To this end, the analogue signal is first bandlimited (if not originally so) whereby it can be accommodated in an existing bandlimited channel without seriously degrading its quality. The bandlimited signal is then sampled according to the sampling principle, in order to make it discrete in time, and its dynamic range is scanned (uniformly or nonuniformly) by a finite number of quantization levels. Each sample is approximated by the closest quantization level. The analogue message is converted in this manner into an equivalent discrete message in the form of a sequence of quantized samples. The deviation between the analogue message and its discrete version is mainly determined by the sampling rate adopted and the quantization level density distribution.

In an M'ary digital communication system, the discrete message (whether original or converted from analogue form) is digitized in such a way that each of its discrete elements is transformed into a characteristic block, or word, consisting of a k-digit sequence of M'ary digits. In this manner, any discrete message can be transformed into a corresponding digit-sequence that has the same information content. It is thus possible to think of digital communications as being capable of unifying all types of messages such as data, voice, TV and facsimile messages in the common form of streams of
digits which can be transmitted over the same communication highway.

The block diagram of a digital communication system is shown in Fig. 1.1. Following the digital source in this diagram is a source encoder which may be included in order to facilitate the transmission process by modifying the structure of the source digital output.

Being abstract entities, the digits at the source encoder output cannot generally be directly transmitted through the physical channel. This can be made possible by introducing a channel encoder, or modulator. The modulator maps every digit, or block of digits, at the source encoder output into a unique physical waveform transmittable through the physical channel. This mapping is generally governed by certain selection criteria based on both theoretical and practical considerations. In this sense, the modulator design problem is essentially a signal design problem. This problem will be defined in the next section and outlined in Section 1.4.

The physical channel, takes the form of a transmission medium. Typical examples of transmission media in common use today include cable, waveguides, optical fibre, microwave and satellite relays, the troposphere and the ionosphere. The channel may be simple, consisting of a single transmission path, or multiple, consisting of many such paths. It generally distorts the signal being transmitted through it. Channel disturbances are closely associated
Fig. 1.1 Block Diagram of a Digital Communication System
with the complicated problem of channel characterization and design and play a key role in communication theory. These disturbances may be natural or man-made, static or dynamic, additive or multiplicative, and may be classified into systematic and random. A systematic disturbance is deterministic in the sense that it can be predicted as soon as the channel becomes completely known, which is rarely the case. Typical systematic disturbances include phase jitter, frequency offset, nonlinearities, dispersive characteristics of transmission media, quantization noise, ... etc. A random disturbance can only be described in probabilistic/statistical terms. Typical examples of random disturbances include impulse noise, Additive White Gaussian Noise (AWGN), Raleigh noise, ... etc. While systematic disturbances can, at least in principle, be eliminated by shrewd system design, random disturbances are much more difficult to eliminate, though measures can be taken to minimize their effects. Most existing channels have been designed originally for transmitting analogue information. Problems related to transmission quality and admissible rates arise in trying to adapt such channels for digital transmission 1,7,25.

The transmitted signal generally arrives distorted at the receiver and some of its parameters may have to be treated as random quantities by the channel decoder, or demodulator. These parameters may include its amplitude, time of arrival at the receiver, carrier frequency and
phase. Amplitude distortions are usually difficult to handle. The time of arrival at the receiver and the carrier frequency are usually assumed to be known to the receiver through the presently well developed synchronization and frequency-acquisition techniques \(21,26-30\). The carrier phase may or may not be precisely known to the receiver. In the former case, the reception mode is said to be coherent. In the latter case, the reception mode is said to be incoherent, differentially coherent, or partially coherent depending, respectively, on whether the carrier phase is completely unknown to the receiver, known in the form of a phase estimate based on the preceding signal as a reference, or known in the form of an estimate at the output of a phase-locked loop tracking an unmodulated carrier \(7,11,21\).

It is generally impossible for the demodulator to be certain of what the transmitted waveform sequence was. It usually adopts some statistical decision criterion in reaching its decisions concerning the individual received signals (asking for a retransmission over a predcision feedback link if necessary) to reconstruct the transmitted signal sequence as best as it can. It converts this signal sequence into a digital sequence which matches, either exactly or approximately, the modulator input digital sequence. The demodulator performance is usually measured by the so-called demodulator error probability, \(P_e\), which is the average probability that the demodulator makes a wrong decision per transmitted signal.

If a source encoder is included in the transmitter, a
source decoder is required in the receiver to convert the
demodulator output digital sequence into one which matches,
as closely as possible, the encoder input digital sequence.
The decoder should thus be capable of locating and correcting
the errors in the demodulator output digital sequence
(making use of a postdecision feedback link if available)
before it passes its output to the information sink. This
ideal situation cannot generally be achieved in practice
and a difference between the decoder output and the encoder
input digital sequences does usually exist in the form of
an "error sequence". The number of elements in this
sequence increases with the so-called decoder probability of
error, $P_e'$, which may be defined as the probability that
one or more elements of the decoder output sequence are in
error.

The part of the communication system that includes
the physical channel together with the transmitting and
receiving facilities is usually known as the modulation
channel. The acronym "modem" is used to describe the
modulator-demodulator pair. The part of this system which
comprises the modem including the modulation channel is
usually known as the coding channel. The acronym "codec"
is used for the encoder-decoder pair. The modulation
channel is analogue in the sense that it permits a
continuum of response waveforms. The coding channel is
discrete in the sense that both its input and output are
sequences of digits. The problem of communication system
design is usually split into two separate ones, namely, the
modem and codec design problems. This separation does not
imply that these two problems are independent. It is based largely on the theoretical fact that while Fourier analysis is the main mathematical tool in the case of the former problem, linear algebra is the main tool in the case of the latter\textsuperscript{7,10}.

1.2 Communication System Optimization\textsuperscript{3-5,10,11,21,31-42}

This section is mainly concerned with the modem, or modulator/demodulator, optimization problem.

Different criteria can be adopted for communication systems comparison and optimization. The criterion being adopted in this section is related to the reconstruction (in the receiver) of the transmitted message with the least possible number of expected errors. Thus, a suitable measure of performance must be established in this respect. The overall performance of a digital communication system in which the transmitted information is of discrete origin can be measured in terms of \( P_e \) (uncoded system) and in terms of \( P_e' \) (coded system). In a digital communication system in which the transmitted information is of analogue origin, the receiver must perform a conversion back to analogue form whereby digital errors are converted into analogue noise. Thus, the measure of performance in this case should intuitively be similar to that usually used for purely analogue communication systems. One possible performance measure in this respect is the mean-square difference between the received and transmitted messages. The adoption of such a measure obviously makes it possible to compare the performance of the purely analogue and the digitized analogue communication systems\textsuperscript{21}.

The problem of communication system optimization is
generally complicated. The central problem in this respect is that of modem optimization. This may be tackled by the detection theoretical methods of statistical decision theory. To this end, a physical modulator signal set of rather arbitrary parameters is first assumed and the prevailing transmission impairments are sufficiently characterized in appropriate statistical terms. The demodulator optimization problem is then considered by assuming that the optimum demodulator is one which applies the suitable statistical decision criterion to each distorted received signal in order to reconstruct the transmitted data sequence as closely as possible. This demodulator may be restricted to belong to a particular class, such as the class of linear devices. After deriving the exact form of the optimum demodulator, an expression for its probability of error \( P_e \) is formulated as a function of the modulator signal set parameters. Finally, the modulator optimization (or signal design) problem is considered. To this end, the optimum modulator signal set is defined as one whose parameters correspond to the minimum \( P_e \). Obviously, such an optimum set defines the optimum modulator under the prevailing conditions. This would complete the solution of the modem optimization problem as one which consists of two basic problems, namely, the demodulator and the modulator optimization problems.

The modem optimization problem has only been considered in some relatively simple cases. The only case which has been studied in detail in this respect is the purely AWGN case \(^{10,11,}^{21,32-42}\). This is due to practical and theoretical reasons.
Firstly, AWGN is common to most physical situations and is predominant in the case of space communications. It displays itself in such forms as thermal noise, shot noise, cosmic noise, ... etc.\textsuperscript{1,6,11} Secondly, the purely AWGN case seems to be the most mathematically tractable one. Thirdly, methods developed for this case can readily be applied to the case of coloured additive Gaussian noise (by making use of noise-whitening filters\textsuperscript{11,39,40}) and can be extended to some other types of noise which may be nonstationary and/or non-Gaussian (by making use of time-variant filters and other relatively more complicated structures)\textsuperscript{5,36,39-45}.

The modulator optimization problem for the purely AWGN case is outlined in Section 1.4. The demodulator optimization problem for this case is outlined below with reference to the canonical predetection/detection (or predecision/decision) demodulator structure shown in Fig. 1.2. The detailed optimum form of this structure in general, and that of the predetection processor in particular can be derived either by making use of the so-called Signal-to-Noise Ratio (SNR) criterion or by making use of other more rigorous statistical optimization criteria\textsuperscript{32-52}. The SNR criterion defines the optimum predetection processor as one which maximizes the output SNR (SNR\textsubscript{o}) at one instant in time\textsuperscript{36,39,46,49}. The statistical optimization criteria require that the demodulator optimization problem be phrased in statistical terms, either as a detection theoretical hypothesis testing problem or as a signal extraction parameter...
Fig. 1.2 Canonical Demodulator Structure
estimation problem. Both formulations assume that for a given physical situation, the optimum demodulator applies the appropriate optimum decision rule to every received distorted signal in such a way as to reach the decision which corresponds to the minimum expected value of the so-called loss function. The loss function is a rather arbitrary function which assumes a suitable preassigned value for every decision-observation combination. It may, or may not, be made a measure of the information loss \(^{31,36,46,52}\). Both approaches lead to essentially equivalent results. However, the former approach is generally more difficult to apply.

In any case, it can be shown\(^ {10,11,21,40}\) that the basic optimum predetection processor in the purely AWGN case may assume either the linear form of a multiplier-integrator compound (the so-called correlator) or the mathematically equivalent form of a matched filter-sampler compound. Both forms are treated in Section 1.5 in some detail. Here it suffices to state that each of these two forms requires a local reference to be correlated with the received signal. This local reference is generated actively in the case of the correlator and is stored in the matched filter structure in the case of the matched filter-sampler compound.

It can also be shown\(^ {10,11,21,40}\) that the detailed structure of the optimum predetection processor for the purely AWGN on/off communication case depends on the particular phase coherence mode under consideration. For the coherent mode, this structure assumes that of the basic optimum predetection processor which is mentioned in the preceding
paragraph. For the incoherent mode, it becomes more involved and remains essentially valid for the differentially and partially coherent modes. Here it assumes the form of a square-envelope correlator which can be implemented as a matched filter followed by an envelope detector and a sampler\(^1,21,40,42\). The envelope detector is a device whose output is the square root of the sum of the squares of its input and this input shifted by \(\frac{\pi}{2}\) radians.

It can also be shown that the above mentioned predetection/detection demodulator structure in general, and the optimum predetection processor structures for the purely AWGN on/off communication in particular, may be extended to a variety of more involved situations. Such situations include those related to baseband and passband on/off binary or M'ary data transmission through simple or multiple channels which may be disturbed by various types of perturbations including AWGN. However, the optimum demodulator structures in these involved situations become generally more complicated than those for the simple purely AWGN on/off communication case\(^10,11,39,40\).

The modem performance can never be made perfect in any physical situation in such a way that \(P_e\) vanishes. This fact will become clear in Section 1.4 in the purely AWGN case. Only the overall communication system performance can be made perfect with arbitrary error-free transmission at rates within the channel capacity. This can be achieved, in theory, by resorting to coding and/or feedback adaptive
techniques which usually imply considerable complication and sophistication which may turn out to be impossible to implement in practice\textsuperscript{3-7,10,11,21,53-63}.

1.3 Correlation of Deterministic Signals \textsuperscript{11,46,64-72}

The fact stated in the previous section that correlation is the linear optimum predetection processing technique indicates the key role it plays in formulating and solving the modem optimization problem. Accordingly, this section introduces the subject of analogue correlation of deterministic signals in such a way as to provide a suitable background for the present work in this respect. The results obtained can be extended to the case of discrete correlation of deterministic signals.

1.3.1 The Correlation Function

Let $\sigma$ indicate time and $f$ indicate frequency and consider, for example, the two deterministic finite-energy complex signals $s_i(\sigma)$ and $s_k(\sigma)$ which have a common central instant and whose respective spectra $S_i(f)$ and $S_k(f)$ have a common central frequency. The two-dimensional time/frequency correlation function of these two signals may be denoted by $\chi_{ik}(t,\nu)$ and defined as

$$X_{ik}(t,\nu) \triangleq \int_{-\infty}^{+\infty} s_i(\sigma) e^{j2\pi\nu\sigma} s_k^*(\sigma-t) d\sigma$$ \hspace{1cm} (1.1a)

where $t$ is the time-shift and $\nu$ is the frequency-shift between
the signal \( s_i(\sigma)e^{j2\pi\nu\sigma} \) (which is a phase-shifted version of \( s_i(\sigma) \)) and the signal \( s_k(\sigma-t) \) (which is a time-shifted version of \( s_k(\sigma) \)).

As expressed in (1.1a), \( \chi_{ik}(t,\nu) \) can be seen as the temporal correlation function of \( s_i(\sigma)e^{j2\pi\nu\sigma} \) and \( s_k(\sigma) \). However, making use of either Parseval's relation (see Subsection A.5, Appendix A) or the convolution theorem of Fourier transforms shows that

\[
\chi_{ik}(t,\nu) = \int_{-\infty}^{+\infty} S_i^*(f-\nu)S_k^*(f)e^{j2\pi ft} \ df
\]

(1.1b)

which indicates that \( \chi_{ik}(t,\nu) \) can be seen as the frequency correlation function of \( S_k^*(f)e^{j2\pi ft} \) and \( S_i^*(f) \).

It can be seen that \( \chi_{ik}(t,\nu) \) measures the similarity (and, hence, the mutual interference) between the two signals \( s_i(\sigma)e^{j2\pi\nu\sigma} \) and \( s_k(\sigma-t) \) for different \( t\)- and \( \nu\)-values. In fact, it can be shown that the separation between the two points representing these two signals in the signal space to which they both belong decreases with \( \text{Re}[\chi_{ik}(t,\nu)] \). This separation is given by the square root of the energy of the difference between these two signals \( \sqrt{[\int_{-\infty}^{+\infty}|s_i(\sigma)e^{j2\pi\nu\sigma} - s_k(\sigma-t)|^2d\sigma]^{1/2}} \). These facts obviously imply that the separability of two given signals through correlation predetection processing decreases as their mutual correlation increases, and vice versa.

If \( s_i(\sigma) \) and \( s_k(\sigma) \) are strictly confined to the respective \( \sigma \)-ranges \([\sigma_{i1}, \sigma_{i2}] \) and \([\sigma_{k1}, \sigma_{k2}] \), the integration limits in
(1.1a) will be given by

\[
\begin{align*}
\text{Lower limit} &= \text{the larger of } \sigma_{i1} \text{ and } t + \sigma_{k1} \quad (1.2a) \\
\text{Upper limit} &= \text{the smaller of } \sigma_{i2} \text{ and } t + \sigma_{k2} \quad (1.2b)
\end{align*}
\]

which can be used in (1.1a) to show that \( \chi_{ik}(t,v) \) vanishes in this case outside the t-range \( [\sigma_{i1} - \sigma_{k2}, \sigma_{i2} - \sigma_{k1}] \).

According to Fourier transform theory, a signal cannot be strictly limited in both the time-domain and the frequency-domain\(^\text{72}\). However, a physical signal has finite energy and will thus be effectively, if not strictly, limited in each domain. The effective signal spread in a given domain has no unique definition. Many essentially equivalent definitions have been proposed in this respect\(^\text{70,72-77}\). The choice of a particular definition depends on the specific case under consideration. In any case, the dual concentration of signal energy in both domains is constrained by the "waveform uncertainty principle", so called after the formally analogous relations of quantum mechanics\(^\text{46,66,70,72-77}\). This principle implies that the product of signal duration (i.e. uncertainty in time) and signal bandwidth (i.e. uncertainty in frequency) is at least of the order of unity and assumes its minimum value in the case of a constant frequency carrier with a Gaussian envelope.

The fact that a physical signal strictly limited in one domain is effectively limited in the dual domain implies that if the two signals \( S_i(\sigma) \) and \( S_k(\sigma) \) are strictly limited to the respective \( \sigma \)-ranges \( [\sigma_{i1}, \sigma_{i2}] \) and \( [\sigma_{k1}, \sigma_{k2}] \), the two spectra \( S_i(f) \) and \( S_k(f) \) may be assumed to be effectively limited to the respective \( f \)-ranges \( (f_{i1}, f_{i2}) \) and \( (f_{k1}, f_{k2}) \). In this case,
the effective integration limits in (1.1b) will be given by

\[
\text{Lower limit} = \text{the larger of } f_{kl} \text{ and } f_{il} + \nu \\
\text{Upper limit} = \text{the smaller of } f_{k2} \text{ and } f_{i2} + \nu
\]  
(1.3a, b)

whereby \( \chi_{ik}(t, \nu) \) will be effectively limited to the \( \nu \)-range 
\( (f_{kl} - f_{i2}, f_{k2} - f_{il}) \).

Clearly, both (1.2) and (1.3) are also valid in the dual case where \( s_i(\sigma) \) and \( s_k(\sigma) \) are effectively limited to the respective \( \sigma \)-ranges \( (\sigma_{i1}, \sigma_{i2}) \) and \( (\sigma_{k1}, \sigma_{k2}) \) and the two spectra \( S_i(f) \) and \( S_k(f) \) are strictly limited to the respective \( f \)-ranges \( [f_{i1}, f_{i2}] \) and \( [f_{k1}, f_{k2}] \). In this case, however, \( \chi_{ik}(t, \nu) \) will be effectively confined to the \( t \)-range 
\( (\sigma_{i1} - \sigma_{k2}, \sigma_{i2} - \sigma_{k1}) \) and strictly confined to the \( \nu \)-range 
\( [f_{kl} - f_{i2}, f_{k2} - f_{il}] \).

It is sometimes more convenient to make use of some normalized form \( \chi_{ik}^n(t, \nu) \) of \( \chi_{ik}(t, \nu) \). Different normalization criteria are obviously possible in this respect. It is possible, for example, to define \( \chi_{ik}^n(t, \nu) \) as

\[
\chi_{ik}^n(t, \nu) \triangleq \frac{\chi_{ik}(t, \nu)}{2\sqrt{E_i E_k}} \quad (1.4a)
\]

or

\[
\chi_{ik}^n(t, \nu) \triangleq \frac{\chi_{ik}(t, \nu)}{2E_k} \quad (1.4b)
\]

where \( 2E_i \) and \( 2E_k \) are the respective energies of \( s_i(\sigma) \) and \( s_k(\sigma) \).

It will be shown in Section 1.5 that \( \chi_{ik}(t, \nu) \) of (1.1)
represents the response of the basic linear optimum signal
predetection processor whose local reference is \( s_k(\sigma) \) to an
input signal \( s_i(\sigma)e^{j2\pi\nu\sigma} \). This clearly implies that \( \chi_{ik}(t,\nu) \)
can accommodate a variety of important studies related to signal
design, weighting techniques, distortion and interference in
such areas as communications, radar and sonar, where optimum
signal predetection processing is used.

Both \( \chi_{ik}(t,\nu) \) and \( |\chi_{ik}(t,\nu)| \) are important in communication
since the various coherent and noncoherent reception modes are
possible in this case. In contrast, it is \( |\chi_{i\ell}(t,\nu)| \) which is
usually more important in radar and sonar where reception is
usually incoherent. In fact, radar\(^{46,52,66,70}\) and sonar\(^{78}\)
literature often describes \( |\chi_{ik}(t,\nu)| \) (or \( |\chi_{ik}(t,\nu)|^2 \)) as the
ambiguity function in the case where \( i=k \) and as the cross-
ambiguity function in the case where \( i\neq k \). This is with reference
to the fact that \( |\chi_{i\ell}(t,\nu)| \) can be used to study the ambiguity
associated with the tracking of a single moving object and
\( |\chi_{ik}(t,\nu)| \) can be used to study the ambiguity associated with the
resolution and simultaneous tracking of several moving objects.

1.3.2 Some Properties of the Correlation Function\(^{11,46,64-72}\)

It follows from (1.1) by a simple change of variable that

\[
\chi_{ik}(-t,-\nu) = e^{j2\pi\nu t} \chi^{*}_{ki}(t,\nu) \tag{1.5}
\]

which summarizes the symmetry properties of the correlation
function.
Schwarz inequality for two complex functions $f_1(x)$ and $f_2(x)$ may be expressed as \[64,72\]

$$\int |f_1(x)f_2^*(x)|^2 dx \leq \int |f_1(x)|^2 dx \cdot \int |f_2(x)|^2 dx$$

(1.6)

where the equality holds when $f_1(x)$ and $f_2(x)$ are scalar multiples of each other.

Applying (1.6) to (1.1) shows that

$$|X_{ik}(t,v)|^2 \leq |X_{ik}(0,0)|^2 = [2E_k]^2$$

(1.7)

which indicates that $|X_{ik}(t,v)|$ assumes its peak at the origin in the $t-v$ plane, in the case where the two correlated signals are identical.

It follows from the so-called self-reciprocal property of $|X_{ik}(t,v)|^2$ in the two-dimensional Fourier transform that \[46,66\]

$$\int_{-\infty}^{+\infty} |X_{ik}(t,v)|^2 dt dv = 2E_i \cdot 2E_k$$

(1.8)

This relation expresses the invariance property (or the conservation principle) of the correlation volume between the surface $|X_{ik}(t,v)|^2$ and the $t-v$ plane in the sense that this volume is independent of signal form as long as signal energy remains unchanged. It implies that if signal energy is fixed, the suppression of this volume in a certain region in the $t-v$ plane (e.g. by proper choice of signal parameters) will lead to a corresponding spiking elsewhere in the plane.
In the special case where \( i = k \), (1.8) is usually called the "generalized uncertainty principle of radar", since it states that the total correlation volume (i.e. the total t-v resolution capability) is the same for all signals having equal energies despite the fact that each signal may have its own correlation volume-distribution (i.e. its own t-v resolution capability). In this same special case, (1.8) also indicates that the total correlation volume is fixed for the same signal. This result is often known as the "uncertainty principle of radar", since it implies that the overall t-v resolution capability of a given signal is fixed. It can be seen that the radar uncertainty principle is closely related to the waveform uncertainty principle already mentioned in a previous paragraph.

It also follows from the self-reciprocal property of \( |x_{ik}(t,v)|^2 \) in the two-dimensional Fourier transform that

\[
\int_{-\infty}^{+\infty} |x_{ik}(t,v)|^2 dv = \int_{-\infty}^{+\infty} x_{ii}^*(0,v)x_{kk}(0,v)e^{j2\pi vt} dv \quad (1.9a)
\]

\[
\int_{-\infty}^{+\infty} |x_{ik}(t,v)|^2 dt = \int_{-\infty}^{+\infty} x_{ii}^*(t,0)x_{kk}(t,0)e^{-j2\pi vt} dt \quad (1.9b)
\]

The left-hand side of (1.9a) gives the area of a vertical cut through the correlation body parallel to the v-axis for a particular t-setting. The right-hand side of (1.9a) is a Fourier transform of the product \( x_{ii}^*(0,v)x_{kk}(0,v) \), where \( x_{ii}(0,v) \) and \( x_{kk}(0,v) \) are the frequency autocorrelation functions of \( S_i(f) \) and \( S_k(f) \) respectively. According to a relation which will be derived in Section 1.7, the width of the autocorrelation
function of a given signal in one domain is of the order of the reciprocal of the signal width in the dual domain. Thus, the widths of $\chi_{ii}(0, \nu)$ and $\chi_{kk}(0, \nu)$ are of the orders of the reciprocals of the durations of $s_i(\sigma)$ and $s_k(\sigma)$ respectively. Consequently, (1.9a) indicates that the area of a vertical cut through the correlation body parallel to the $\nu$-axis for a particular $t$ (and, hence, the volume of the elemental correlation body whose base is this area and whose height is $dt$) is determined by, and decreases with, $|t|$ and the longer of the two signal durations.

Similarly, the dual relation (1.9b) implies that the area of a vertical cut through the correlation body parallel to the $\tau$-axis for a particular $\nu$ (and, hence, the volume of the elemental correlation body whose base is this area and whose height is $d\nu$) is determined by, and decreases with, $|\nu|$ and the wider of the two signal bandwidths.

1.3.3 Correlation of Real Signals

The discussion above has been concerned with complex signals. It can be modified to accommodate the signals used in practice, namely, the real signals. To this end, use can be made of the theory of complex representation of real signals (see Appendix A).

Consider, for example, the $i$th and $k$th members of the real signal set

$$r_{ik}(\sigma) \triangleq a_{ik}(\sigma) \cos[\alpha_{ik} + 2\pi f_{ik} \sigma + \xi_{ik}(\sigma)]$$

(1.10a)
where
\[ l = 1, 2, 3, \ldots, i, \ldots, k, \ldots, N \] (1.10b)
\[ v \triangleq f_i - f_k \] (1.10c)
\[ a \triangleq |a_i - a_k| \] (1.10d)

The two-dimensional time/frequency correlation function of the two real signals \( r_i(\sigma) \) and \( r_k(\sigma) \) of (1.10) can be denoted by \( \lambda_{ik}(t, v) \) and expressed as

\[
\lambda_{ik}(t, v) = \int_{-\infty}^{+\infty} r_i(\sigma) r_k(\sigma-t) d\sigma \quad \text{(1.11a)}
\]
or

\[
\lambda_{ik}(t, v) = \int_{-\infty}^{+\infty} R_i(f) R_k^*(f) e^{j2\pi ft} df \quad \text{(1.11b)}
\]

where \( R_i(f) \) and \( R_k(f) \) are the spectra of \( r_i(\sigma) \) and \( r_k(\sigma) \) respectively.

If the two complex signals \( s_i(\sigma)e^{j2\pi v}\sigma \) and \( s_k(\sigma) \) of (1.1) are the respective analytic complex representations of the two real signals \( r_i(\sigma) \) and \( r_k(\sigma) \), it is possible in this case to prove that (see relation (A.14), Appendix A)

\[
\lambda_{ik}(t, v) = \frac{1}{2} \text{Re} [\chi_{ik}(t, v)] \quad \text{(1.12a)}
\]

\[
\text{Envelope} [\lambda_{ik}(t, v)] = \frac{1}{2} |\chi_{ik}(t, v)| \quad \text{(1.12b)}
\]
This relation becomes only approximate if \( s_i(\sigma) e^{j2\pi \nu \sigma} \) and \( s_k(\sigma) \) are the exponential complex representations of \( r_i(\sigma) \) and \( r_k(\sigma) \) unless \( r_i(\sigma) \) and \( r_k(\sigma) \) are bandpass signals whose bandwidths do not exceed \( 2f_i \) and \( 2f_k \) respectively (see Subsection A.4, Appendix A).

The normalised form of \( \lambda_{ik}(t, \nu) \) may be defined as

\[
\lambda_{ik}^n(t, \nu) \equiv \frac{\lambda_{ik}(t, \nu)}{\sqrt{E_i E_k}}
\]

or

\[
\lambda_{ik}^n(t, \nu) \equiv \frac{\lambda_{ik}(t, \nu)}{E_k}
\]

where \( E_i \) and \( E_k \) are the energies of the two real signals \( r_i(\sigma) \) and \( r_k(\sigma) \) respectively.

Substituting for \( \lambda_{ik}(t, \nu) \) from (1.12) in (1.13) and making use of (1.4) shows that

\[
\lambda_{ik}^n(t, \nu) = \text{Re}\left[\chi_{ik}^n(t, \nu)\right]
\]

Envelope \( [\lambda_{ik}^n(t, \nu)] = |\chi_{ik}^n(t, \nu)| \)

which indicates that \( \chi_{ik}^n(t, \nu) \) may be seen as the exponential complex representation of \( \lambda_{ik}^n(t, \nu) \).

The importance of (1.12) and (1.14) stems from the fact that it is mathematically easier to handle complex rather than real functions. These two relations can be used to compute \( \lambda_{ik}(t, \nu) \) or \( \lambda_{ik}^n(t, \nu) \) and to establish their properties through \( \chi_{ik}(t, \nu) \) and \( \chi_{ik}^n(t, \nu) \) respectively.
1.3.4 **Classification of Signal Sets According to Their Correlation Properties**

The temporal correlation coefficient of the two real signals $r_i(\sigma)$ and $r_k(\sigma)$ may be taken as $\lambda_{ik}^n(0, \nu)$. Making use of (1.13), (1.11) and (1.6) shows that

$$-1 \leq \lambda_{ik}^n(0, \nu) \leq 1 \quad (1.15)$$

It can be seen from (1.11) and (1.13) that the equalities to 1 and -1 in (1.15) may correspond, respectively, to the two cases where $r_i(\sigma)$ and $r_k(\sigma)$ are identical and antipodal (i.e. equal but of opposite signs and thus lie at the antipodes of the same sphere in the signal space).

$r_i(\sigma)$ and $r_k(\sigma)$ are said to be strictly orthogonal if

$$\lambda_{ik}^n(0, \nu) = 0, \ i \neq k \quad (1.16a)$$

However, strict orthogonality cannot be achieved in practice due to the fact that a signal cannot be both duration-limited and band-limited [72-77]. Accordingly, (1.16a) is usually replaced by the following more relaxed and realistic definition of orthogonality

$$|\lambda_{ik}^n(0, \nu)| \leq \varepsilon_{\text{max}}, \ i \neq k \quad (1.16b)$$

where $\varepsilon_{\text{max}}$ is an arbitrarily small positive quantity.

The correlation matrix of the signal set of (1.10) may be defined as the matrix $[\lambda_{ik}^n(0, \nu)], i, k = 1, 2, 3, \ldots, N$. This
matrix has a total of $N^2$ elements, namely, $N$ diagonal and $N(N-1)$ off-diagonal elements. Making use of (1.15) and the fact that practical signals are physical signals shows that the total sum $\sum_{i,k=1}^{N} \lambda_{ik}^n(O,\nu)$ of the matrix elements satisfies the relation

$$0 \leq \sum_{i,k=1}^{N} \lambda_{ik}^n(O,\nu) \leq N^2 \quad (1.17a)$$

This relation and the fact that the sum $\sum_{i=1}^{N} \lambda_{i1}^n(O,\nu)$ of the diagonal matrix elements is always equal to $N$ show that the sum $\sum_{i,k=1}^{N} \lambda_{ik}^n(O,\nu)$ of the off-diagonal matrix elements $i \neq k$ satisfies the relation

$$-N \leq \sum_{i,k=1}^{N} \lambda_{ik}^n(O,\nu) \leq N(N-1) \quad (1.17b)$$

The case where the sum of the off-diagonal elements vanishes corresponds to an orthogonal signal set for which $\lambda_{ik}^n(O,\nu) = 1$, $i=k$, and $\lambda_{ik}^n(O,\nu) = 0$, $i \neq k$.

The upper bound in (1.17) corresponds to a signal set which consists of $N$ identical signals for which $\lambda_{ik}^n(O,\nu) = 1$.

The lower bound in (1.17) may correspond to the case where the off-diagonal elements are equal in such a way that $\lambda_{ik}^n(O,\nu) = -\frac{1}{N-1}$, $i \neq k$. Here the signal set is usually known as the regular-simplex or transorthogonal set if it consists of signals having equal energies $10, 21, 40$. Such a set reduces to an antipodal pair if $N=2$ and to an orthogonal set if $N \to \infty$. The
regular-simplex set is like the orthogonal set in that each is a special case of the so-called equicorrelated set\textsuperscript{10,21,40} for which \( \lambda_{ik}(0,v) = \lambda, \ i \neq k \), where \( \lambda \) is a constant satisfying the relation

\[-\frac{1}{N-1} \leq \lambda \leq 1 \quad (1.18)\]

The lower bound in (1.17) may also correspond to the case where the off-diagonal elements of the correlation matrix are unequal but have the average value \(-\frac{1}{N-1}\). Here the signal set is usually known as the biorthogonal set if it consists of an even number of signals which have equal energies and can be ordered into \( \frac{N}{2} \) antipodal pairs in addition to \( \frac{N}{2}(N-2) \) orthogonal pairs\textsuperscript{21,40,42}.

1.4 Signal Design \textsuperscript{10,11,21,31-42}

This section outlines the signal design problem for the purely AWGN case on the assumption that the demodulator is of the optimum predetection/detection type. The results obtained in this respect will be used in Chapter 3 in studying the design of chirp signal sets for data transmission.

1.4.1 Introduction

The signal design problem was introduced in Section 1.2 as the problem of selecting the modulator signal set parameters in such a way as to minimize the demodulator error probability \( P_e \). Assuming that the demodulator is of the optimum predetection/detection type and that the signal set of (1.10) is the modulator...
signal set, the formulation of this problem may be based either on $\lambda_{ik}(0,v)$ or on $\lambda_{ik}(t,v)$ as defined in (1.11) and (1.12).

The approach in which signal design is based on $\lambda_{ik}(0,v)$ is the conventional detection theoretical approach which assumes that the optimum demodulator decides on the received signals by first computing (in predetection), and then applying a specific decision rule (in detection) to, quantities based on the elements of the matrix $[\lambda_{ik}(0,v)]_{i,k=1}^N$ (coherent case) or on their in-phase and quadrature components (noncoherent case). This idealized demodulator model requires practically unachievable ideal elements such as precise synchronization networks, infinitely narrow sampling gates, etc. It generally results in $P_e$-values that are lower than those usually obtained in practice.

The approach in which signal design is based on $\lambda_{ik}(t,v)$ is more realistic since it can accommodate the unavoidable system imperfections. However, this approach may lead to considerable mathematical complications that are difficult to handle, even if use is made of modern computing techniques.

The direct solution of the signal design problem as a problem of optimising $P_e$ as a function of the modulator signal set parameters is generally difficult. This explains why signal design is often done by intuition and adaptation making use of the results which have been accumulating over the years in this respect. These results may be classified into two main categories, namely, those which are based on $\lambda_{ik}(0,v)$ and those which are based on $\lambda_{ik}(t,v)$. The former category includes the
known detection theoretical results. The latter category may be viewed as complementing these detection theoretical results.

Detection theoretical results are related to uncoded and coded transmission of digital data, with or without feedback, through simple and multiple channels which are perturbed by AWGN and/or other types of disturbances. They consider the transmission of digital data by using signal sets that may consist of signals which have equal or different energies, a priori probabilities and mutual correlation coefficients^{10,11,21,31-45,54-63}.

Some detection theoretical results are given below. They are concerned with the relatively simple purely AWGN case where the carrier frequency is precisely known to the receiver and the modulator signal set consists of equipropable signals of equal energies. These results cover the coherent, the incoherent, the differentially coherent and the partially coherent reception modes already defined in Section (1.1). They indicate that the differences between these different reception modes tend to disappear as N increases. They also show the key role played by the correlation properties of the modulator signal set in determining $P_e$, and, hence, in determining the performance of this set. It will be seen that $P_e$ increases with the mutual correlations of the signals belonging to the set, a fact which is intuitively true since the demodulator capability of separating signals decreases with their similarities (i.e. with their mutual correlations). Finally, these results also imply that the modem performance can never be made perfect in any physical situation (in such a way that $P_e=0$) and that there is no universally optimum modulator signal set which surpasses all
other sets under all circumstances.

1.4.2 Signal Design for Coherent Reception

Coherent reception corresponds to the case where the receiver knows precisely the carrier signal phase.

Consider the coherent reception, purely AWGN, case where members of the modulator signal set are given by (1.10) and are equiprobable, have the same energy \( E \) and are equicorrelated (i.e. \( \lambda_{ik}^n (0,v) = \lambda, i \neq k, i,k = 1,2,3,\ldots,N; \lambda \) is constant satisfying (1.18)). It can be shown in this case that  

\[
P_e = 1 - \frac{1}{\sqrt{\pi}} \int_{-\infty}^{+\infty} e^{-x^2} \left[ 1 - \frac{1}{2} \text{erfc}(x + \sqrt{E(1-\lambda)/N_o}) \right] dx \quad (1.19)
\]

In this relation, \( N_o \) is the one-sided noise spectral power density in Watt/Hz at the demodulator input and \( \text{erfc}(\cdot) \) is the complementary error function defined by

\[
\text{erfc}(\cdot) \triangleq 1 - \text{erf}(\cdot) \quad (1.20)
\]

where \( \text{erf}(\cdot) \) is the tabulated error function which may be defined as  

\[
\text{erf}(x) \triangleq \frac{2}{\sqrt{\pi}} \int_{0}^{x} e^{-y^2} dy \quad (1.21)
\]

which implies that
\begin{align*}
\text{erf}(-x) &= -\text{erf}(x) \quad \text{(1.22a)}

\text{erf}(x) &\approx 1 - \frac{e^{-x^2}}{\sqrt{\pi}x} \quad \text{for large } x \quad \text{(1.22b)}

\text{erf}(\infty) &= 1 \quad \text{(1.22c)}
\end{align*}

The right-hand side of (1.19) is usually evaluated by numerical methods. Plots of this result are available for the orthogonal set ($\lambda=0$) and can easily be applied to any other equicorrelated set such as the regular-simplex set ($\lambda = -\frac{1}{N-1}$).²¹

Relation (1.19) shows that $P_e$ depends on the modulator signal set through the parameters $N, \lambda$ and $\frac{E}{N_0}$ (the signal-to-noise ratio). $N$ and $\lambda$ are signal design parameters and $\frac{E}{N_0}$ is restricted by the usually limited transmitter power. It indicates that $P_e$ is a decreasing function of $N$. Since erfc($x$) is a monotonically decreasing function of $x$, relation (1.19) also indicates that $P_e$ is an increasing function of $\lambda$ and a decreasing function of $\frac{E}{N_0}$. These facts, together with (1.19) itself, can be used in the present case to compare two individually equicorrelated signal sets having the same size $N$ and different correlation properties. Two possible approaches are possible in this respect:

(i) The two given sets are compared by comparing their respective $P_e$-values corresponding to the same $\frac{E}{N_0}$ value. This approach establishes the optimality of the regular-simplex set because this set has the minimum $\lambda$-value (i.e. $-\frac{1}{N-1}$) and, hence, has the lowest possible $P_e$-value.

(ii) The two given sets are compared by comparing their respective
-values corresponding to the same $P_e$-value. Again, this approach confirms the optimality of the regular-simplex set since this set requires the lowest $\frac{E}{N_0}$-value to achieve a given $P_e$-value. This approach also shows that an $N$-signal arbitrary equicorrelated set of mutual correlation coefficient $\lambda$ and signal-to-noise ratio $\frac{E}{N_0}$ has the same $P_e$-value as the $N$-signal orthogonal set which has $\frac{E(1-\lambda)}{N_0}$ as its signal-to-noise ratio $^{10,21,40}$.

Relation (1.19) can also be used to find bounds on $P_e$ for any signal set. Consider, for example, the case of coherent communication in a purely AWGN background by making use of a signal set consisting of $N$ equiprobable signals having the same energy $E$ and different mutual correlation coefficients $\lambda_{ik}(0,\nu)$, $i \neq k$, which satisfy the relation $\lambda_{\text{min}} \leq \lambda_{ik}(0,\nu) \leq \lambda_{\text{max}}$. In this case, a lower bound on $P_e$ can be obtained simply by substituting $\lambda_{\text{min}}$ for $\lambda$ in (1.19). Similarly, an upper bound on $P_e$ can be obtained by substituting $\lambda_{\text{max}}$ for $\lambda$ in (1.19). In this manner, it can be shown that $P_e$ for the orthogonal set is a lower bound on $P_e$ for a quasi-orthogonal set for which $0 \leq \lambda_{ik}(0,\nu) \leq \varepsilon_{\text{max}}$, $i \neq k$ and $\varepsilon_{\text{max}}$ is an arbitrarily small positive quantity. It can also be shown that $P_e$ for the orthogonal set is a tight upper bound on $P_e$ for the biorthogonal set for which $-1 \leq \lambda_{ik}(0,\nu) \leq 0$ where $i \neq k$ $^{21}$.

Relation (1.19) applies only to the simple case of an equicorrelated signal set. If the set becomes arbitrarily correlated, the problem becomes more involved. Only few
results are known in this respect. It has been shown, for example, that the orthogonal set becomes optimal between all admissible, arbitrarily correlated, sets as $N \to \infty$ with its $P_e$ asymptotically approaching zero as $N \to \infty$ for rates up to channel capacity $21,40$. Balakrishnan $80$ has shown that $P_e$ is an increasing function of every single off-diagonal element of the correlation matrix. By making use of this fact and by expanding $P_e$ into a Taylor's series in the vicinity of $\lambda_{1k}(0,v) = -\frac{1}{N-1}$, if $k$, he proved that the regular-simplex set is locally optimal for all $N$ and $\frac{E}{N_0}$ (i.e. arbitrary small variations in its correlation matrix lead to an increase in $P_e$) $10,21,40,80$. He also proved that if the globally optimal set is independent of $\frac{E}{N_0}$ over some $\frac{E}{N_0}$-interval, it must be in regular-simplex form $10,80$. Ziv $81$ proved that the regular-simplex set is asymptotically globally optimal as $\frac{E}{N_0} \to \infty$. The global optimality of the regular-simplex set for arbitrary $\frac{E}{N_0}$ has been proved only for $N=2$ (i.e. antipodal pair) $10,21,40$, $N=3$ $92$ and $N=4$ $82$. If the signals in the signal set are of arbitrary different energies and a priori probabilities in addition to being of arbitrary mutual correlations, the $P_e$-problem becomes formidably difficult.

The preceding discussion is based on the assumption that the signal set is not bandwidth-constrained. The case where this set is bandwidth-constrained may also be considered. It can be shown, for example, that the biorthogonal set is optimum in this case requiring a bandwidth which is only half that required by the orthogonal set $21,42$ and corresponding to a $P_e$ given by $40,83$. 
\[ P_e = 1 - \int_0^\infty \frac{1}{\sqrt{\pi N_0}} e^{-(x-\sqrt{E})^2 / N_0} \left[ \frac{1}{\sqrt{\pi N_0}} \int_{-x}^x e^{-y^2 / N_0} dy \right]^{2N-1} dx \] (1.23)

which approaches \( P_e \) for the orthogonal set as both \( N \) and \( E / N_0 \) increase.

As can be seen from (1.19) and (1.23), the expressions for \( P_e \) are generally involved. Relatively simpler \( P_e \)-expressions may, however, be derived in some special cases. It can be shown, for example, that for an arbitrarily correlated set with large \( E / N_0 \), \( P_e \) can be expressed as \(^{42}\)

\[ P_e \approx \frac{1}{N} \sum_{i,k,i \neq k} \frac{e^{-E/N_0 \delta_{ik}^2}}{2 \delta_{ik} \sqrt{\pi E / N_0}} \] (1.24a)

where

\[ \delta_{ik} \triangleq \sqrt{\frac{1-\lambda^{n_{ik}(0,v)}}{1+\lambda^{n_{ik}(0,v)}}} \] (1.24b)

which, in the case of the equicorrelated set, reduce to

\[ P_e \approx \frac{1}{N} \sum_{i,k,i \neq k} \frac{e^{-E \delta^2 / N_0}}{2 \delta \sqrt{\pi E / N_0}} = \frac{e^{-\delta^2 E / N_0}}{2N \delta \sqrt{\pi E / N_0}} \] (1.25a)

where

\[ \delta \triangleq \sqrt{\frac{1-\lambda}{1+\lambda}} \] (1.25b)

The preceding results can obviously be applied to the binary case where \( N=2 \). However, this approach may not be easy. Rather, the binary case is usually treated as an independent case. A variety of results can be obtained in this manner\(^{10,21,40,42}\). Consider, for example, the purely AWGN coherent case of binary transmission by making use of two equiprobable signals of the same energy \( E \). It can be shown in this case that \( P_e \) is
given by\(^10,21,40,42\)

\[ P_e = \frac{1}{2} \text{erfc}(\sqrt{\frac{E(1-\lambda)}{2N_0}}) \]  (1.26)

where \(\lambda\) is the mutual correlation coefficient of the two signals.

Since \(\text{erfc}(x)\) is a monotonically decreasing function of \(x\), (1.26) shows that the antipodal pair \((\lambda = -1)\) is globally optimal in the present case, as stated above. Plots of (1.26) for the antipodal pair and the orthogonal pair \((\lambda = 0)\) are available in the literature\(^10,21,40\).

1.4.3 Signal Design for Incoherent Reception

The precise knowledge of the carrier signal phase by the receiver is usually difficult to achieve in practice, due to the unavoidable system imperfections and channel instabilities. Moreover, the coherent receiver cannot be used in a case where it has no precise knowledge of the carrier signal phase since this may result in high error probabilities. Accordingly, noncoherent reception techniques must replace coherent techniques in any case where the carrier phase cannot be made precisely known to the receiver.

In order to make it possible to study the problem of signal design in the noncoherent modes of reception, where the carrier phase is not precisely known to the receiver, the dependence of the correlation properties of the modulator signal set on this phase must be determined. To this end, one can write

\[ \lambda^n_{ik}(t,v) = \rho_{ik}(t,v)\cos\alpha - \beta_{ik}(t,v)\sin\alpha \]  (1.27a)
where \( \rho_{ik}(t,\nu) \) and \( \hat{\rho}_{ik}(t,\nu) \) are two real quantities that may be described as the in-phase and quadrature components of \( \lambda_{ik}^n(t,\nu) \) respectively and are given by

\[
\rho_{ik}(t,\nu) = [\lambda_{ik}^n(t,\nu)]_{\alpha=0} = \text{Re}[\chi_{ik}^n(t,\nu)]_{\alpha=0}
\]

\[
\hat{\rho}_{ik}(t,\nu) = [\lambda_{ik}^n(t,\nu)]_{\alpha=3\pi/2} = \text{Im}[\chi_{ik}^n(t,\nu)]_{\alpha=0}
\]

(1.27b)

(1.27c)

These relations can be obtained in either of the following two ways:

(i) One can substitute for \( r_i(\sigma) \) and \( r_k(\sigma) \) from (1.10) into (1.11a) making use of (1.13) and the fact that both \( r_i(\sigma) \) and \( r_k(\sigma) \) are assumed to be narrowband signals.

(ii) More conveniently, one can substitute for \( \chi_{ik}^n(t,\nu) \) from (1.1a) and (1.4) into (1.14a) making use of the fact that \( s_i(\sigma)e^{j2\pi\nu\sigma} \) and \( s_k(\sigma) \) are the complex representations of \( r_i(\sigma) \) and \( r_k(\sigma) \) respectively.

Relations (1.27b) and (1.27c) imply that

\[
[\chi_{ik}^n(t,\nu)]_{\alpha=0} = \rho_{ik}(t,\nu) + j\hat{\rho}_{ik}(t,\nu)
\]

(1.27d)

which, on making use of (1.7) and (1.14), implies that

\[
[\text{Envelope } \lambda_{ik}^n(t,\nu)]_{\alpha=0} = |\chi_{ik}^n(t,\nu)|_{\alpha=0} = [\rho_{ik}^2(t,\nu) + \hat{\rho}_{ik}^2(t,\nu)]^{1/2} \leq 1
\]

(1.27e)
The decomposition of $\lambda_{ik}(t,\nu)$ into in-phase and quadrature components leads to a corresponding decomposition of the correlation coefficient $\lambda_{ik}^n(0,\nu)$ and, hence, of the correlation matrix of the signal set under consideration. It is intuitively clear that such a decomposition will be reflected in the expressions of $P_e$ in the noncoherent reception modes.

As developed in Section 1.3, signal classification was based on $\lambda_{ik}^n(0,\nu)$ which has been shown above to be a function of $\alpha$. This approach may be convenient in the case of coherent reception where $\alpha$ is precisely known to the receiver, but cannot be so in the cases of noncoherent reception where the receiver has no precise knowledge of $\alpha$. Signal classification in these noncoherent cases must be independent of $\alpha$. To this end, signals may be classified according to their in-phase and quadrature correlations of (1.27). Thus $^{10,21}$

(i) Two signals are said to be identical if

$$\rho_{ik}(0,\nu) = 1$$

$$\hat{\rho}_{ik}(0,\nu) = 0$$

(ii) Two signals are said to be orthogonal if

$$\rho_{ik}(0,\nu) = 0 \quad , \quad i \neq k$$

$$\hat{\rho}_{ik}(0,\nu) = 0 \quad , \quad i \neq k$$
(iii) Two signals are said to be antipodal if

\[ \rho_{ik}(0, \nu) = -1 \quad i \neq k \tag{1.30a} \]

\[ \hat{\rho}_{ik}(0, \nu) = 0 \quad i \neq k \tag{1.30b} \]

This subsection considers the particular mode of incoherent reception. The other modes of noncoherent reception are considered in the following two subsections.

In the case of incoherent reception, where the receiver has neither precise nor estimated knowledge of the carrier phase, the received and reference signals may be taken respectively as the \( i \)th and \( k \)th members of the signal set (1.10). In this case, the receiver assumes that \( \alpha \) remains essentially constant over the signal transmission interval and varies randomly under this constraint in such a way that it has a uniform probability density \( p(\alpha) \) given by 10,11,21

\[ p(\alpha) = \frac{1}{2\pi} \quad 0 \leq \alpha \leq 2\pi \tag{1.31} \]

The signal design problem for the incoherent case is considerably more difficult than that for the coherent case. Only limited results have been reported in this respect. Balakrishnan and Abrams 84 have considered the purely AWGN case where the modulator signal set of (1.10) consists of equiprobable, equi-energy but arbitrarily correlated signals. Nuttall 85 has considered the same problem under the constraint of equicorrelation. The present discussion considers this
problem only for the orthogonal set in the case where there is no bandwidth constraint \(^{10,21,40,42}\).

It can be shown that between all admissible signal sets for incoherent reception, the orthogonal set satisfies the necessary conditions to be a local optimum in both \(\rho_{ik}(0,0)\) and \(\hat{\rho}_{ik}(0,0)\) for all \(\frac{E}{N_0}\) \(^{42}\). It can also be shown that \(P_e\) for this set is given by \(^{42,86,87}\)

\[
P_e = 1 - \frac{1}{2\pi} \int_{-\infty}^{+\infty} \left[ 1 - e^{-\frac{1}{2}(x^2+y^2)} \right] e^{-\frac{1}{2}\left[ (x-\frac{2E}{N_0})^2 + y^2 \right]} \, dx \, dy
\]

(1.32)

This relation reduces to the two following forms for small \(\frac{E}{N_0}\) and large \(\frac{E}{N_0}\) respectively \(^{21,40,42}\)

\[
P_e \approx \frac{1}{N} e^{-\frac{E}{N_0}} \sum_{n=2}^{N} (-1)^n \frac{E}{N_0} \text{ small}
\]

(1.33a)

\[
P_e \approx \frac{N-1}{2} e^{-\frac{E}{2N_0}} , \quad \frac{E}{N_0} \text{ large}
\]

(1.33b)

These two relations coincide for the binary case where \(N=2\). Plots of \(P_e\) as given in (1.33) are available \(^{21,40}\).

The successive terms of the right-hand side of (1.33a) decrease with \(n\) and are of alternate signs. The first of these terms equals the right-hand side of (1.33b). This implies that \(P_e\) of (1.33b) is an upper bound on \(P_e\) for the orthogonal set for all \(\frac{E}{N_0}\) in the incoherent case and, consequently, in the coherent case \(^{21}\).

Use can be made of (1.19) and (1.33) to show that:

(i) The orthogonal set in the incoherent case requires more
transmitter power than the regular-simplex set in the coherent case in order to achieve the same $P_e$-value. However, this difference decreases with $N$ \cite{21,42}.

(ii) For the orthogonal set, the difference between the two $P_e$-values in the coherent and incoherent cases decreases with $N$ \cite{21}.

The preceding results obviously apply to the binary case where $N=2$. However, this case is usually treated as an independent case. Some of the known results in this respect include \cite{10,11,21,34,40,42}:

(i) $P_e$ for a pair consisting of two arbitrarily correlated signals increases with the sum $[\rho^2(0,v) + \hat{\rho}^2(0,v)]$ for all $\frac{E}{N_0}$ and is given by \cite{21,88}

$$P_e = Q\left(\sqrt{\frac{E(1-\gamma)}{2N_0}}, \sqrt{\frac{E(1+\gamma)}{2N_0}}\right) - \frac{1}{2} I_0\left(\frac{E}{2N_0}\sqrt{\rho^2(0,v) + \hat{\rho}^2(0,v)}\right) e^{-\frac{E}{2N_0}}$$

(1.34)

where $\rho(0,v)$ and $\hat{\rho}(0,v)$ are, respectively, the in-phase and quadrature components of the correlation coefficient of the two signals under consideration and

$$\gamma \triangleq \sqrt{1 - [\rho^2(0,v) + \hat{\rho}^2(0,v)]}$$

(1.35)

$Q(\ldots)$ is the tabulated Marcum Q-function given by \cite{89,90}

$$Q(x_1,x_2) \triangleq \int_{x_2}^{\infty} \frac{yI_0(x_1y)e^{-\frac{(y^2+x_1^2)}{2}}}{y} dy$$

(1.36)
$I_0(.)$ is the modified Bessel function of the first kind and zeroth order given by

$$I_0(x) = \frac{1}{2\pi} \int_0^{2\pi} e^{x \cos y} dy$$  \hspace{1cm} (1.37a)$$

$$\approx 1 + \frac{x^2}{4}, \quad x \to 0$$  \hspace{1cm} (1.37b)$$

$$\approx \frac{e^x}{(2\pi x)^{1/2}}, \quad x \to \infty$$  \hspace{1cm} (1.37c)$$

from which it is clear that $I_0(x)$ is a monotonically increasing function for positive $x$.

(ii) The orthogonal pair is globally optimal for all $\frac{E}{N_0}$ with $P_e$ given by$^{10,21}$

$$P_e = \frac{1}{2} e^{-\frac{E}{2N_0}}$$  \hspace{1cm} (1.38)$$

which can also be obtained from (1.33).

Plots of (1.38) are available$^{10,21,42}$. The orthogonal pair for the incoherent case can be compared with the antipodal and orthogonal pairs for the coherent case. This can be done by comparing (1.26) and (1.38) making use of (1.20) and (1.22). It can be seen from such a comparison that the degree of phase coherence is of no great practical significance in the case of the orthogonal pair$^{21}$.

(iii) $P_e$ for an antipodal pair consisting of two equiprobable signals of equal energies is given by$^{21}$

$$P_e = \frac{1}{2} \quad \text{for all} \quad \frac{E}{N_0}$$  \hspace{1cm} (1.39)$$

which shows that there is no use in the antipodal pair for incoherent reception.
1.4.4 Signal Design for Differentially Coherent Reception

In Phase-Shift Keying (PSK), digital information is transmitted in the form of a number of discretely phase-shifted versions of a suitable signal. Both Coherent PSK (CPSK) and Differentially coherent PSK (DPSK) are possible in this respect. The digits are encoded in the consecutive absolute phases of the transmitted pulses in CPSK and in the consecutive phase-differences of these pulses in DPSK. CPSK requires system and channel stability and an absolute phase reference in the receiver. CPSK system performance can be found according to subsection 1.4.4. DPSK tolerates some instability and assumes that the receiver can estimate the consecutive phase-differences.

Consider, for example, the case of binary DPSK\textsuperscript{21} where the modulator makes use of the two real signals \( r(\sigma) \) and \(-r(\sigma)\). A reference \( r(\sigma) \), say, is first transmitted. This reference is followed by \( r(\sigma) \) itself if a 'space' is to be transmitted and by \(-r(\sigma)\) if a 'mark' is to be transmitted. Thus, a space dictates no phase-change and a mark dictates a phase-change of 180°. The receiver bases its decisions on the last two received signals which can be mathematically treated as a single composite signal. There are two such composite signals. These two signals are orthogonal. The receiver assumes that the absolute phase of the composite signal varies randomly with a probability density given by (1.31). Thus, the binary DPSK case reduces to a binary phase-incoherent case with a signal pair consisting of two equiprobable orthogonal signals having the same energy 2E.
This and (1.38) show that $P_e$ for binary DPSK is given by

$$P_e = \frac{1}{2} e^{-E/N_0}$$  \hspace{1cm} (1.40)

Comparing this relation with (1.38) shows that the binary DPSK system can achieve the same $P_e$-value as the corresponding incoherent orthogonal binary system at exactly half the energy required by the latter. Relation (1.40) can also be compared with (1.26), making use of (1.22b), to show that binary DPSK is slightly inferior to the corresponding coherent binary CPSK.

1.4.5 Signal Design for Partially Coherent Reception

In the partially coherent mode\textsuperscript{21}, a phase estimate is made available to the receiver in the form of the output of a phase-locked loop used for tracking some unmodulated auxiliary carrier transmitted along with the data signal. The receiver assumes that $\alpha$ remains essentially constant over the signal duration and varies randomly under this constraint with a stationary probability density $p(\alpha)$ that may be expressed as

$$p(\alpha) = \frac{e^{\beta \cos \alpha}}{2\pi I_0(\beta)}, \quad 0 \leq \alpha \leq 2\pi$$  \hspace{1cm} (1.41)

where $\beta$ is a measure of the signal-to-noise ratio in the loop bandwidth defined by

$$\beta \triangleq \frac{\text{average signal power}}{N_0 \times \text{loop bandwidth}}$$  \hspace{1cm} (1.42)

and where $I_0(.)$ is the Bessel function given by (1.37).
Making use of (1.37c) in (1.41) and expanding \( \cos \alpha \) in a Taylor's series in the vicinity of \( \alpha = 0 \) shows that

\[
\lim_{\beta \to \infty} p(\alpha) = \delta(\alpha)
\] (1.43a)

which implies that the probability that \( \alpha = 0 \) is one in this limiting case. Thus, partially coherent reception reduces to coherent reception as \( \beta \to \infty \).

Again, making use of (1.37b) in (1.41) shows that

\[
\lim_{\beta \to 0} p(\alpha) = \frac{1}{2\pi}, \quad 0 \leq \alpha \leq 2\pi
\] (1.43b)

which coincides with (1.31) showing that partially coherent reception reduces to incoherent reception as \( \beta \to 0 \).

Relations (1.43a) and (1.43b) imply that the partially coherent case is the general case which includes both cases of coherent and incoherent reception as two special cases. Signal design for partial coherence is extremely difficult to handle. The only known results in this respect are mainly confined to the purely AWGN binary case where there is no bandwidth constraint and the signal pair consists of two equiprobable signals of equal energies which may be arbitrarily correlated \(^{21,91,92}\). Some of these results are given below:

(i) \( P_e \) can generally be expressed as

\[
P_e = \int_0^{2\pi} p(\alpha) P_e(\alpha)d\alpha
\] (1.44)

where \( p(\alpha) \) is given by (1.41) and \( P_e(\alpha) \) is the conditional
error probability given $\alpha$.

Relation (1.44) shows that $P_e$ is obtained in the present case by averaging $P_e(\alpha)$ with respect to $\alpha$. This is usually done by finding $P_e(\alpha)$, substituting it in (1.44) and integrating numerically.

(ii) For the antipodal pair, it can be shown that $P_e(\alpha)$ takes the form

$$P_e(\alpha) = \frac{1}{2} \text{erfc}(\sqrt{E/N_0} \cos \alpha) \quad (1.45)$$

which, along with (1.41), can be used in (1.44) to show that $P_e$ for the antipodal pair in the partially coherent case is given by

$$P_e = \frac{1}{2} \int_0^{2\pi} \frac{e^{\beta \cos \alpha}}{2\pi I_0(\beta)} \text{erfc}(\sqrt{E/N_0} \cos \alpha) d\alpha \quad (1.46)$$

This relation gives $P_e$ for the antipodal pair in the coherent case (where $\beta \to \infty$) as it is given by (1.26), i.e.

$$P_e = \frac{1}{2} \text{erfc}(\sqrt{E/N_0}) \quad (1.47)$$

Relation (1.46) also gives $P_e$ for the antipodal pair in the incoherent case (where $\beta \to 0$) as it is given by (1.39).

(iii) For the orthogonal pair, it can be shown that $P_e(\alpha)$ is given by

$$P_e(\alpha) = Q(\frac{\delta_2}{\sqrt{2}}, \frac{\delta_1}{\sqrt{2}}) - \frac{1}{2} I_0(\frac{1}{2} \delta_2^2) e^{-\frac{\delta_1^2 + \delta_2^2}{4}} \quad (1.48)$$

where the $Q$-function $Q(\ldots)$ is given by (1.36), the
Bessel function $I_0(.)$ is given by (1.37) and

$$
\delta_1 \triangleq \sqrt{\frac{\beta^2 + (2E/N_0)^2 + 4\beta(E/N_0)\cos\alpha}{2E/N_0}}
$$

(1.49a)

$$
\delta_2 \triangleq \frac{\beta}{\sqrt{2E/N_0}}
$$

(1.49b)

Relations (1.48) and (1.41) can be used in (1.44) to show that $P_e$ for the orthogonal pair in the partially coherent case is given by

$$
P_e = \frac{2\pi e^{\delta\cos\alpha}}{2\pi I_0(\beta)} \left[ Q\left(\frac{\delta_2}{\sqrt{2}}, \frac{\delta_1}{\sqrt{2}}\right) - \frac{1}{2} I_0\left(\frac{\delta_1 + \delta_2}{2}\right) e^{-\frac{\delta_1^2 + \delta_2^2}{4}} \right] d\alpha
$$

(1.50)

This relation gives $P_e$ for the orthogonal pair in the coherent case (where $\beta \to \infty$) as it is given by (1.26), i.e.

$$
P_e = \frac{1}{2} \text{erfc}\left(\sqrt{\frac{E}{2N_0}}\right)
$$

(1.51)

Relation (1.50) also gives $P_e$ for the orthogonal pair in the incoherent case (where $\beta \to 0$) as it is given by (1.38).

(iv) For the arbitrarily correlated pair, it can be shown that $P_e(\alpha)$ and $P_e$ take the same forms expressed in (1.48) and (1.50) respectively but with $\delta_1$ and $\delta_2$ now given by

$$
\delta_{\ell} \triangleq \sqrt{a_{\ell}^2 + b_{\ell}^2 + 2a_{\ell}b_{\ell}\cos(\alpha - \eta_{\ell})}, \quad \ell = 1, 2
$$

(1.52a)

$$
a_{\ell} \triangleq \frac{\beta}{\sqrt{\frac{1 - \rho(\alpha, \nu)}{2E/N_0}}}, \quad \ell = 1, 2
$$

(1.52b)

$$
b_{\ell} \triangleq +\sqrt{(1+\gamma)\frac{E}{N_0}}
$$

(1.52c)
\[ b_2 \triangleq -\sqrt{(1-\gamma)E/N_0} \quad (1.52d) \]

\[ \eta_1 \triangleq \tan^{-1} \frac{\hat{\beta}(0,v)}{1+\gamma-\rho(0,v)} \quad (1.52e) \]

\[ \eta_2 \triangleq \tan^{-1} \frac{\hat{\beta}(0,v)}{1-\gamma-\rho(0,v)} \quad (1.52f) \]

where \( \gamma \) is as defined by (1.35) and \( \rho(O,v) \) and \( \hat{\beta}(O,v) \) are, respectively, the in-phase and quadrature components of the correlation coefficient of the two signals under consideration.

It can be shown that the expression for \( P_e \) in the present case reduces exactly to (1.26) in the case of coherent reception and to (1.34) in the case of incoherent reception. This expression can also be shown to be an even function of \( \hat{\beta}(O,v) \) and to have an absolute minimum at \( \hat{\beta}(O,v) = 0 \) for all \( \rho(O,v), \beta, \alpha \) and \( E/N_0 \). Moreover, corresponding to this minimum, the following conclusions may be obtained.

a) From a practical viewpoint, the case where \( \beta < \beta_1 \sim 2 \) may roughly be considered as an incoherent case. On the other hand, the case where \( \beta > \beta_2 \sim 8 \) can roughly be considered as a coherent case. That is, the partially coherent case may be considered to correspond to the \( \beta \)-range \((\beta_1, \beta_2)\).

b) For \( \beta < \beta_1 \), the orthogonal pair is optimum for all \( E/N_0 \) and excels over any other pair (including the antipodal pair) for which \( \rho(O,v) < 0 \). For \( \beta > \beta_2 \), the antipodal pair is optimum for all \( E/N_0 \) and excels over any other pair (including the orthogonal pair) for which \( \rho(0,O) > -1 \). This confirms two previous results.
No results are available for the general N'ary partially coherent case. However, it can be seen from the previous discussion that the difference between $P_e$ for the N'ary coherent case and $P_e$ for the N'ary incoherent case becomes practically negligible as $N$ increases. This obviously implies that for relatively large $N$, the partially coherent mode is practically the same as both the coherent and incoherent modes which coincide in this case.

1.5 **The Basic Optimum Predetection Processor**$^5,39,46,70,72$

This section introduces the two possible forms of the basic optimum predetection processor, namely, the multiplier-integrator compound (i.e. the correlator) and the matched filter-sampler compound. It also introduces spectrum processing as the dual of signal processing. The discussion is given from the viewpoint of analogue processing. It can be extended to the case of discrete processing.$^93$

1.5.1 **The Correlator**

The correlator is shown in Fig.1.3 where it can be seen to compute the value of the correlation function $\chi_{ik}(t,v)$ of the complex input signal $s_i(\sigma)e^{j2\pi v\sigma}$ and local reference $s_k(\sigma)$ for different $t$-settings. It acts as the optimum predetection processor of the input signal, in a purely AWGN background, in the case where $i=k$ and $t=v=0$. Its response in this case is $\chi_{ii}(0,0)$, which is the value of the temporal autocorrelation
Fig. 1.3 The Basic Correlator
function $X_{ii}(t,0)$ of the input signal at $t=0$.

The correlator is relatively simple and flexible. Transition from one input signal to another is done by generating the right local reference which may be available in recorded form. However, the correlator has a major drawback. The absence of perfect synchronization between the input and reference signals may lead to a serious degradation in its response.

The correlator is frequently replaced by a matched filter-sampler compound. This is despite the fact that the matched filter is generally difficult to realize and is not flexible. It can only be matched to a single waveform and may have to be substantially changed in order to become matched to a different waveform.

1.5.2 The Matched Filter

The matched filter is a linear time-invariant passive device. The impulse response $h(\sigma)$ of a filter matched to a complex signal $s_k(\sigma)$ is an amplified, time-reversed and delayed conjugate of $s_k(\sigma)$, i.e.

$$h(\sigma) \triangleq A s_k^*(\tau-\sigma) \quad (1.53a)$$

where the real constants $A$ and $\tau$ represent the filter gain factor and the filter delay respectively.

Taking the Fourier transforms of both sides of (1.53a) shows that the transfer function $H(f)$ of the matched filter is given by

$$H(f) = A e^{-j2\pi f \tau} s_k^*(f) \quad (1.53b)$$
where \( S_k(f) \) is the spectrum of \( s_k(\sigma) \).

\( A \) and \( \tau \) are determined by the physical and practical realizability constraints and can be ignored in an essentially theoretical analysis. Thus, one can put \( A=1 \) and \( \tau=0 \) whereby (1.53) reduces to

\[
  h(\sigma) = s_k^*(\sigma) \tag{1.54a}
\]

\[
  H(f) = S_k^*(f) \tag{1.54b}
\]

Since the matched filter is a linear time-invariant device, the response of the matched filter of (1.54) to a complex input signal \( s_1(\sigma)e^{j2\pi \nu \sigma} \) can be obtained either by convolving this signal and \( h(\sigma) \) or by multiplying the spectrum of this signal and \( H(f) \). This implies that the matched filter response in this case is given by \( \chi_{ik}(t,\nu) \) of (1.1). That is, the matched filter processes the input signal in real time in such a way as to give the entire correlation function of this signal and the signal to which it is matched (which can be seen as a local reference stored in the filter structure). This implies that the matched filter is equivalent to a bank of correlators all of which have the same reference signal \( s_k(\sigma) \) and each of which has its own \( t \)-setting. The output of one of these correlators with the delay-setting \( t_k \), say, corresponds to the output of the matched filter at the instant \( t=t_k \), i.e. it will be given by \( \chi_{ik}(t_k,\nu) \) (see Fig. 1.4).

The matched filter-sampler compound is shown in Fig. 1.5. In a purely AWGN background, this compound acts as the optimum
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predetection processor of the input signal in the case of matched reception where \( i = k \) and \( v = 0 \). All other cases correspond to unmatched reception.

1.5.3 The Matched Filter-Sampler Compound As A Basic Optimum Processor\(^{39,46,49,70}\)

It is enough to establish the optimality of the matched filter-sampler compound as a basic optimum predetection processor since this will imply the optimality of the correlator in this respect. To this end, use can be made of the SNR-criterion (see Section 1.2) which defines the optimum predetection processor as one which maximizes \( \text{SNR}_o \) at one instant in time. Accordingly, \( \text{SNR}_o \) for an arbitrary system used as a predetection processor may be defined as

\[
\text{SNR}_o \triangleq \frac{\text{peak instantaneous output signal power}}{\text{mean output noise power}} \quad (1.55)
\]

This definition restricts the use of \( \text{SNR}_o \) as a definitive performance measure only to the case where the systems to be compared process the input in the same manner. Such systems may belong, for example, to the class of linear systems (filters). Thus, \( \text{SNR}_o \) as defined in (1.55) cannot be expected to be definitive, and may be misleading, if used to compare the performance of unlike systems.

Consider an arbitrary linear system (filter) whose transfer function is \( H(f) \). Let the input to this system be a complex signal \( s(o) \) of spectrum \( S(f) \). The filter response in this case is

\[
\int_{-\infty}^{+\infty} S(f)H(f)e^{j2\pi ft}df.
\]

If the peak of this response occurs at
\[ t = t^1 \text{, one has} \]

Peak instantaneous output signal power = \[ \left| \int_{-\infty}^{+\infty} S(f)H(f)e^{j2\pi ft} df \right|^2 \]

(1.56)

Assuming a purely AWGN background, the mean noise power at the filter output will be given by \[ \text{Mean output noise power} = \frac{N_o}{2} \int_{-\infty}^{+\infty} |H(f)|^2 df \]

(1.57)

where \( N_o \) is the single-sided noise spectral power density at the filter input in Watt/Hz.

Substituting from (1.56) and (1.57) in (1.55) gives \( \text{SNR}_o \) for the assumed arbitrary filter in a purely AWGN background as

\[ \frac{\left| \int_{-\infty}^{+\infty} S(f)H(f)e^{j2\pi ft} df \right|^2}{\frac{N_o}{2} \int_{-\infty}^{+\infty} |H(f)|^2 df} \]

(1.58)

Applying Schwarz inequality of (1.6) to the numerator in (1.58) shows that the maximum \( \text{SNR}_o \) value for any linear system (filter) in a purely AWGN background is given by

\[ [\text{SNR}_o]_{\text{max}} = \frac{\int_{-\infty}^{+\infty} |S(f)|^2 df \cdot \int_{-\infty}^{+\infty} |H(f)|^2 df}{\frac{N_o}{2} \int_{-\infty}^{+\infty} |H(f)|^2 df} = 2 \times \frac{\text{input signal energy}}{N_o} \]

(1.59)

which can also be obtained from (1.58) by substituting

\[ H(f) = A S^*(f) e^{-j2\pi ft} \]

(1.60)

This last relation checks with (1.53b) and, thus, indicates
that the only filter which can achieve \([\text{SNR}_O]_{\text{max}}\) in a purely AWGN background is the matched filter (in the case where this filter and its input signal are in perfect match). That is, the matched filter is optimum in this respect.

Consider the purely AWGN case where the matched filter is in perfect match with its input signal and let it be followed by a sampler which samples its output at the instant of peak instantaneous output-signal power. In this case, the signal-to-noise ratio at the output of the matched filter-sampler compound is given by \([\text{SNR}_O]_{\text{max}}\). This indicates that in the purely AWGN case, where no other types of disturbances are present, a predetection processor in the form of a matched filter-sampler compound is optimum from the viewpoint of maximizing \(\text{SNR}_O\) and, hence, from the viewpoint of minimizing \(P_e\), which is determined only by \(\text{SNR}_O\) in this case.

The conclusion that the matched filter-sampler compound is optimum in combating AWGN according to the signal-to-noise ratio criterion shows that this criterion confirms the detection theoretical result (obtained according to the statistical optimization criteria) that this compound is the optimum predetection processor for a purely AWGN coherent on/off communication system. No such definite confirmation is possible in the case of a purely AWGN noncoherent on/off communication system.\(^{93}\) In this case, the statistical optimization criteria indicate that the square-envelope correlator and the matched filter envelope-detector-sampler compound are equivalent forms of the optimum predetection processor at a time when the signal-to-noise ratio criterion implies that the latter is
superior to the former in this respect. In fact, the signal-to-noise ratio criterion indicates that the SNR_{o} of the matched filter-envelope detector-sampler compound is roughly the same as [SNR_{o}]_{max} (especially for large SNR_{o}-values) and that SNR_{o} of the square-envelope correlator is \( \frac{1}{4}[SNR_{o}]_{max}^{93} \). These results show how misleading the signal-to-noise ratio criterion may be if used to compare structurally unlike systems.

1.5.4 **Spectrum Processing**\(^{70}\)

The discussion above has been concerned with the processing of signals as functions of time. Obviously, this discussion can be extended to the processing of signal spectra by making use of the Fourier time-frequency duality relations in this respect. It is possible, for example, to define the dual of the matched filter of (1.54) as a processor whose frequency impulse response \( H_{d}(f) \) and temporal transfer function \( h_{d}(\sigma) \) are given by

\[
H_{d}(f) = S_{k}^{*}(-f) \quad (1.61a)
\]

\[
h_{d}(\sigma) = S_{k}^{*}(\sigma) \quad (1.61b)
\]

Obviously, this processor is simply a multiplier whose local reference is \( S_{k}(\sigma) \). The spectrum of the response of this multiplier can be found either by convolving the input spectrum and \( H_{d}(f) \) or by taking the Fourier transform of the product of the input signal and \( h_{d}(\sigma) \).
1.6 Practicability of Optimum Processing

The matched filter-sampler compound is the form of the basic optimum predetection processor generally adopted in the present work. However, matched filtering cannot be judged only on theoretical grounds. Practical problems also have to be taken into consideration in this respect. This section considers, for example, the two problems of matched filter realization and distortion. Some other problems will be considered in Chapter 2. Knowing such problems is essential for a better understanding of the implications of some investigations in the following Chapters.

1.6.1 Matched Filter Realization \(^{39,46,93-103}\)

It is a well known fact that a signal of duration T and bandwidth F has 2FT degrees of freedom and can uniquely be represented by any 2FT linearly independent parameters related to its form.\(^{72}\) Since such a signal defines its matched filter, as can be seen from (1.54), the realization of this filter generally requires the knowledge of 2FT linearly independent parameters. Thus, the duration-bandwidth product of a given signal is a measure of the complexity of its matched filter as well as its generator. This fact implies that it is generally not easy to handle large duration-bandwidth product signals which are becoming increasingly important in practice.

It can be seen from (1.53) that the realization of the matched filter requires the specification of its gain factor \(A\) and delay \(\tau\). 'A' is usually chosen in such a way as to achieve
a unity gain filter response. The choice of \( r \) is governed by the constraint of physical realizability which requires the matched filter to be causal and not anticipatory. However, this constraint cannot be precisely satisfied by a filter matched to a strictly bandlimited signal (since this signal is theoretically of infinite duration) and does not need to hold in the case of a non-real-time optical or parametric matched filter.

The practical realization of matched filters is generally difficult and cannot be precise. Practical realization methods are well covered in the literature and investigations are still underway in this respect. They can be grouped into the two main categories of the mathematically equivalent time-domain and frequency-domain methods. The time-domain methods are based on correlating the received signal with a stored replica of the transmitted waveform and may make use of either analogue or discrete processing techniques. The frequency-domain methods make use of analogue or discrete processing techniques and are based on Fourier transforming the received signal, multiplying the resulting spectrum by a stored replica of the transmitted signal spectrum and Fourier transforming the resulting product in order to obtain the corresponding matched filter response. In these frequency-domain methods, it is obvious that Fourier transforms play only a book-keeping role.

The analogue time-domain processing techniques are based on the theory of analogue correlation and may be implemented in a variety of ways. The Surface Acoustic Wave (SAW) and the Charge-Coupled Devices (CCD) technologies and the Optical methods are
of particular interest in this respect. SAW devices operate
at bandpass frequencies and can be used for both the time-
domain and the frequency-domain analogue processing of signals
whose duration-bandwidth products may be of the order of several
hundred. Methods for interfacing the SAW technology with the
silicon technology are currently being developed. CCD devices
operate at baseband frequencies and belong to the silicon
technology. Optical arrangements are relatively cheap, simple,
light, flexible, reliable, have multichannel capability and
can process signals whose duration-bandwidth products may be
of the order of several thousand. However, optical structures
are sensitive to vibration and are unsuited for real time
because of the involved photographic film processing.

The discrete time-domain processing techniques are based
on the theory of discrete correlation. They are either
sampled-data techniques in the case where the received and
reference signals are both in sampled form or digital
techniques in the case where the signal samples are coded
into corresponding digital words. These techniques produce
matched filters which are generally of inferior performance
compared to those realized by analogue time-domain techniques.
However, improved performance in this respect can be achieved
by making use of interpolation at the processor output or by
resorting to nonlinear time-domain processing techniques\textsuperscript{93}.

The discrete frequency-domain processing techniques are
based on the theory of the Discrete Fourier Transform (DFT).
They became feasible only after the advent of the Fast Fourier
Transform (FFT) algorithm by Cooley and Tukey\textsuperscript{104} which made it
possible to reduce substantially the number of operations
and, hence, the time required for DFT computations. The FFT
algorithm can be implemented in the form of a pipeline
structure in which the DFT operation is partitioned in such
a way that it is performed by separate cascaded modules.
Each module performs its part of the DFT operation and passes
the result to the next module for further computation. In this
method, input and output buffer stages are often required to
control the flow of data in and out of the processor proper.
However, this problem of data flow control can be obviated by
making use of the self-adaptive floating-point FFT algorithms
which usually imply more complexity and higher cost.

The adoption of one matched filter realization technique
or another is usually based on such factors as cost, simplicity,
flexibility and reliability. At present, it seems that SAW's
are preferable for high bandwidth real-time operation, CCD's
for low bandwidth real-time operation and digital methods for
non-real-time operation. Digital methods can make use of a
reliable and ever advancing digital microelectronic technology.
They are highly flexible since the reference shift registers
of a digital processor can easily be reloaded with the exact or
weighted form of any new reference signal. They are also more
stable and can handle relatively high duration-bandwidth
products.

Signals in common use are often bandpass signals. Except
in the case of SAW technology, the direct matched filter
realization for such signals may not be easy. It is generally
more convenient to transform the bandpass signal into its in-
phase and quadrature components in such a way as to transform
the single-channel bandpass matched filter into two baseband ones which are usually easier to realize\textsuperscript{72,93}.

1.6.2 Distortion\textsuperscript{46,70}

Distortion is the main problem associated with, though not peculiar to, matched filtering. It usually refers to the condition where the relationship between the input and reference signals departs from an arbitrary desired one in general, and from the state of perfect match in particular, due to such deterministic and random distorting phenomena as channel and systematic disturbances, instabilities and imperfections. It causes the matched filter response to deviate from its desired form in one way or another and thus may lead to a degradation in system performance. It may involve the amplitude and/or phase of the received signal and/or the local reference. Distortion in the received signal is usually known as the modulation-distortion and that in the reference signal as the filter-distortion. Modulation-distortion is usually analyzed in the time-domain and filter-distortion is usually analyzed in the frequency domain.

In order to make it possible to analyze distortion and determine its effects, specific amplitude and/or phase distortion functions have to be assumed. Two types of such functions are possible in this respect, namely, the deterministic and the random types. The former type is suitable in particular in the case where the distortion sources are known. The latter type is suitable in the case where the distortion sources are unpredictable and can be described only in statistical terms.
Deterministic distortion analysis can be accommodated by the correlation function $\chi_{ik}(t,v)$ of (1.1). This can be done by substituting the distorted forms of the received signal and the local reference for the two correlated signals in (1.1). The explicit form of the deterministic distortion function depends on the nature of the particular distortion under consideration. Consider, for example, the case where distortion refers to the deterioration of the state of perfect match between the input and reference signals. Let a simple deterministic distortion source be modelled by a sinusoid having its own amplitude and phase functions. It can be shown in this case, for pulse compression signals, that $46, 70, 105$

(i) Each simple amplitude modulation-distortion source introduces two similar secondary distortion responses in the form of two paired side-bands flanking the undistorted matched filter response on the frequency-axis.

(ii) Each simple phase modulation-distortion source generally introduces an infinity of secondary distortion responses in the form of paired side-bands flanking the undistorted matched filter response on the frequency-axis. This implies the intuitively obvious fact that phase modulation-distortion is generally more serious than amplitude modulation-distortion.

(iii) Each simple amplitude filter-distortion source introduces two similar secondary distortion responses in the form of two paired echoes flanking the undistorted matched filter response on the time-axis.
(iv) Each simple phase filter-distortion source generally introduces an infinity of secondary distortion responses in the form of paired echoes of decreasing level flanking the undistorted matched filter response on the time-axis. This implies the intuitively obvious fact that phase filter-distortion is generally more serious than amplitude filter-distortion.

(v) The positions of the side-bands in (i) and (ii) on the frequency-axis as well as the positions of the echoes in (iii) and (iv) on the time-axis are determined by the frequency of the distortion source and are independent of the form of the signal involved.

(vi) In the general case of large duration-bandwidth product FM signals, the modulation-distortion paired side-bands in the frequency-domain appear as filter-distortion paired echoes in the time-domain, and vice versa.

In the particular case of the linear FM signal (see Section 3.1), the distortion side-bands and the distortion echoes are roughly related by a 1-1 correspondence (due to the fact that this signal is approximately symmetric in both the time-domain and the frequency-domain). This together with (v) implies that the filter-distortions associated with any signal can be studied through the modulation-distortions of the linear FM signal which are relatively easy to implement and analyze experimentally.
(vii) An involved deterministic distortion of a given type can be considered as being caused by a composite source which can be modelled by a linear superposition of a finite number of sinusoids each of which represents a simple distortion source. The more involved cases where many types of deterministic distortions are present at a time can also be dealt with at the cost of more complexity.

Statistical distortion analysis is usually based on the statistical trial and error Monte Carlo method. Only limited work has been reported in this respect. 46,70

Both the deterministic and statistical approaches show that if distortions exceed certain tolerable thresholds, they may lead to serious deformation of the matched filter response concerning its level, width and shape. This inevitably results in a higher demodulator error probability and affects the capability of matched filtering as an optimum predetection processing technique. Thus, distortion should be fully analyzed and controlled in such a way that it is reduced or eliminated by careful signal and filter design and/or by making use of active compensation techniques 46.

1.7 Pulse Compression 39,46,66,70

This section introduces the two basic dual aspects of pulse compression, namely, duration compression and bandwidth compression. It presents the former as an energy and bandwidth conserving phenomenon associated with the perfect
matched filtering of signals and presents the latter as an energy and duration conserving phenomenon associated with the optimum processing of spectra. It shows that the pulse compression behaviour of a given signal is determined by its duration-bandwidth product, the figure of merit in this respect. Accordingly, it defines a pulse compression signal as a large duration-bandwidth product signal which exhibits pronounced pulse compression properties. It also shows how successive pulse compression of the same type or of different types can be used for the predetection processing of signals with arbitrarily large duration-bandwidth products in such a way as to bypass the problems associated with the direct implementation of the optimum processors for such signals.

1.7.1 Duration Compression

Consider the case where the input signal and the matched filter of (1.54) are in perfect match, i.e. where \( i = k \) and \( \nu = \sigma \) in (1.1). Let \( s_i(\sigma) = s_k(\sigma) \) and \( s(\sigma) \) and let \( S(f) \) be the spectrum of \( s(\sigma) \), where \( \sigma \) is strictly (or effectively) limited to the range \(-\frac{T}{2}, \frac{T}{2}\) and \( f \) is effectively (or strictly) limited to the bandwidth \( \mathcal{F} \). It can be seen from (1.1) and (1.5) that the matched filter response in this case is given by

\[
\chi(t,\sigma) = \int_{t-T/2}^{T/2} s(\sigma) s^*(\sigma-t) d\sigma \quad ,0 \leq t \leq T \quad (1.62a)
\]

\[
= \chi^*(-t,\sigma) \quad ,0 \leq t \leq T \quad (1.62b)
\]

\[
= \int |S(f)|^2 e^{j2\pi ft} df \quad |f| \leq \mathcal{F} \quad (1.62c)
\]
where the limits of integration in (1.62a) have been found by making use of (1.2).

Relation (1.62a) expresses the fact that the matched filter response in the present case is simply the autocorrelation function of the input signal \( s(\sigma) \). Relation (1.62b) expresses the time-symmetry property of this autocorrelation function. Relation (1.62c) expresses the well-known fact that the autocorrelation function of a given signal \( s(\sigma) \) of spectrum \( S(f) \) is the Fourier transform of \( |S(f)|^2 \).

In order to understand the implications of perfect matched filtering, (1.62) will now be studied in some detail. It can be seen that \( S(f) \) occurs in (1.62c) as \( |S(f)|^2 \) whose phase is zero for all \( f \). This behaviour stems from the fact that the perfect matching of the input signal and its matched filter implies both an amplitude-match and a phase-match between the signal spectrum \( S(f) \) and the matched filter transfer function \( H(f) \) in the sense that \( H(f) = S^*(f) \) as indicated by (1.54b).

The amplitude-match between \( S(f) \) and \( H(f) \) is reflected in the fact that \( |H(f)| = |S(f)| \) and results in that the signal and the filter both have the same bandwidth (i.e. matched filtering conserves signal bandwidth) and that the filter attenuation law \( |H(f)| \) is defined by \( |S(f)| \).

The phase-match between \( S(f) \) and \( H(f) \) is reflected in the fact that \( H(f) \) and \( S(f) \) have equal but opposite phases and results in that the filter eliminates the phase dispersion from \( S(f) \) in such a way that the signal spectral components fed into the matched filter in the form \( S(f) \) having different
phases emerge from this filter in the form \( |S(f)|^2 \) having the same zero phase. This phase cancellation and equalization can also be explained (e.g., for FM signals) in terms of the dispersive "group delay/frequency characteristics" of \( s(\sigma) \) and its matched filter. To this end, \( S(f) \) and \( H(f) \) may be expressed as

\[
S(f) = |S(f)| \ e^{j\phi(f)} \quad (1.63a)
\]

\[
H(f) = |S(f)| \ e^{-j\phi(f)} \quad (1.63b)
\]

Making use of (B.10b), Appendix B, shows that (1.63a) gives the signal "group delay/frequency characteristic" \( \sigma^\text{sig}_g(f) \) and that (1.63b) gives the filter "group delay/frequency characteristic" \( \sigma^\text{fil}_g(f) \) as

\[
\sigma^\text{sig}_g(f) = -\frac{1}{2\pi} \frac{d\phi(f)}{df} \quad (1.64a)
\]

\[
\sigma^\text{fil}_g(f) = \frac{1}{2\pi} \frac{d\phi(f)}{df} \quad (1.64b)
\]

These two relations show that the dispersive "group delay/frequency characteristic" \( \sigma^\text{fil}_g(f) \) of the filter is determined by \( \phi(f) \), the spectrum phase/frequency function of the signal to which this filter is matched. They also show that the filter acts as a dispersive delay equalizer in relation to the spectral components of this signal. It advances in time the originally delayed components and delays in time the originally advanced components in such a way that all these components emerge at its output, forming the spectral components of its response, at the same instant \( t = 0 \) (the sampling instant of this output) where they add arithmetically.
The above-mentioned fact that all the spectral components of the matched filter response emerge at the same instant \( t = 0 \) at the filter output implies that this response has its peak at \( t = 0 \). It can be seen that this result requires only the existence of a perfect phase-match between \( S(f) \) and \( H(f) \). The existence of a perfect amplitude-match between \( S(f) \) and \( H(f) \) is not essential in this respect. In fact, such a perfect amplitude-match is required only to limit the amount of noise power which passes through the filter and, hence, to maximize the output signal-to-noise ratio as described in Section 1.5.

It can be seen from (1.62c) that \( \chi(t,0) \) may be considered as a superposition of an infinitely large number of the spectral cisoidal components \( |S(f)|^2e^{j2\pi ft}, |f| \in F \), which may be depicted in the form of simple sinusoidal waveforms extending over the entire \( t \)-axis and having different amplitudes and wavelengths. These spectral cisoids clearly add arithmetically only at \( t = 0 \) and interfere at all other instants in such a way that \( |\chi(t,0)| \) has its peak at \( t = 0 \) and decreases with \( |t| \) (not necessarily monotonically) for all other values of \( |t| \in T \) assuming, for example, a shape of the type shown in Fig. 1.4. This clearly agrees with (1.7) and explains (1.62b). In fact, (1.62c) indicates that the exact form of \( \chi(t,0) \) is determined by the particular signal under consideration. That is, a given signal \( s(\sigma) \) has its unique \( \chi(t,0) \). However, (1.62c) also shows that \( \chi(t,0) \) is the same for all signals with the same \( |S(f)| \) but with different phase/frequency functions. That is, a given \( \chi(t,0) \) does not correspond to a unique signal \( s(\sigma) \).
The preceding discussion implies that the matched filter response in the case of perfect match has an effective duration $T_r$ which is smaller than its actual duration $2T$. In fact, it can be seen from (1.62c) that $T_r$ is of the order of the reciprocal of the integration range (assuming a smooth $S(f)$). That is, one can in this case write

$$T_r \approx \frac{1}{F} \quad (1.65)$$

This relation is based on the assumption that $S(f)$ and $|S(f)|^2$ (the respective spectra of the matched filter input and response) both have the same bandwidth $F$. However, it is obvious that $|S(f)|^2$ is generally of somewhat narrower bandwidth than $S(f)$. This clearly indicates that $T_r$ may slightly exceed its estimate given by (1.65).

It can be seen from (1.65) that

$$T_r < T \quad \text{if } FT > 1 \quad (1.66a)$$

$$T_r \approx T \quad \text{if } FT \approx 1 \quad (1.66b)$$

Relation (1.66a), on the one hand, shows that the perfect matched filtering of a large duration-bandwidth product signal is accompanied by an effective compression of its duration from $T$ at the matched filter input to $\frac{1}{F}$ at the matched filter output. This is the duration compression aspect of the so-called pulse compression phenomenon usually associated with optimum processing. Relation (1.66b), on the other hand, indicates that duration compression does not accompany the perfect matched filtering of a signal whose duration-bandwidth product is of the order of unity.
The preceding paragraph shows that signals may be classified into two main classes according to their duration compression behaviour, namely, the class of unitary duration-bandwidth product signals which do not exhibit any significant duration compression properties and the class of large duration-bandwidth product signals which exhibit pronounced duration compression properties (the so-called pulse compression signals). A unitary duration-bandwidth product signal may be described as an "elementary" signal. In contrast, a pulse compression signal of duration-bandwidth product $TF >> 1$ may be described as a "composite" signal equivalent to $FT$ elementary signals. Examples of elementary signals in common use include the familiar Amplitude-Shift Keyed (ASK), Frequency-Shift Keyed (FSK) and Phase-Shift Keyed (PSK) signals. Examples of pulse compression signals will be given in Chapter 2.

Making use of (1.65) and the fact that the perfect matched filtering of a given signal of bandwidth $F$ preserves this bandwidth shows that the matched filter response in this case has a duration-bandwidth product $\approx F T_r \approx F \frac{1}{F} \approx 1$. That is, the perfect matched filtering of a given signal reduces this signal to an elementary signal (which is its temporal autocorrelation function) if it is not originally so. It is this elementary signal which is sampled when the given signal is processed by its own matched filter-sampler compound.

In order to facilitate the study of the duration compression behaviour of a given signal, a duration compression ratio $\rho_{dur}$ may be defined as

$$\rho_{dur} \triangleq \frac{T}{T_r}$$  \hspace{1cm} (1.67a)
where \( T \) is the signal duration and \( T_r \) is the effective duration of its matched filter response.

Making use of (1.65) in (1.67a) shows that

\[
\rho_{\text{dur}} \approx FT \tag{1.67b}
\]

This relation confirms that the duration compression behaviour of a given signal is determined by its duration-bandwidth product. It is only the order of magnitude of this product which is important in this respect. This is because this product cannot be defined in a unique manner as described in Section 1.3.

The input/output energy conservation relationship for a filter matched to a given signal \( s(\sigma) \) of duration \( T \) when this signal is its input may be expressed as

\[
\int_T |s(\sigma)|^2 d\sigma = \int_{T_r} |\chi(t,\sigma)|^2 dt \tag{1.68}
\]

where \( \chi(t,\sigma) \) is the matched filter response in this case and \( T_r \) is the effective duration of this response and where the filter gain factor has been dropped for convenience.

The average input signal power \( \overline{p} \) and the peak instantaneous output signal power \( \hat{p} \) are given by

\[
\overline{p} = \frac{1}{T} \int_T |s(t)|^2 dt \tag{1.69a}
\]

\[
\hat{p} = |\chi(t,\sigma)|^2_{\text{max}} = |\chi(\sigma,\sigma)|^2 \tag{1.69b}
\]

Making use of (1.69) in (1.68) and assuming that \( T_r \) is small enough to make it possible to substitute \( |\chi(t,\sigma)|_{\text{max}} \) for \( |\chi(t,\sigma)| \) over \( T_r \) shows that
\[
\frac{\hat{p}}{p} \approx \frac{T}{T_r} \tag{1.70a}
\]

which, by making use of (1.65), reduces to

\[
\frac{\hat{p}}{p} \approx FT \tag{1.70b}
\]

This relation implies that the perfect matched filtering of a given signal is accompanied by an input-to-output signal power gain \((\frac{\hat{p}}{p})\) which increases with the signal duration-bandwidth product. This is because the compression of the duration of the input signal by its matched filter must be accompanied by a corresponding gain in its instantaneous power in such a way that a balance is maintained between the input and output signal energies.

1.7.2 Bandwidth Compression

Bandwidth compression is the dual of duration compression. Consider the case where the input signal to the multiplier of (1.61) is the complex conjugate of its local reference. Let this signal be denoted by \(s(\sigma)\) and have a duration \(T\) and spectrum \(S(f)\). It can be seen that the spectrum of the multiplier response in this case is given by

\[
\chi^*(\xi, \nu) = \int S(f)S^*(f-\nu)df \tag{1.71a}
\]

\[
\chi^*(\xi, \nu) = \int T|s(\sigma)|^2 e^{-j2\pi\nu\sigma} d\sigma \tag{1.71b}
\]

where \(\chi(t, \nu)\) is defined by (1.1).

Relation (1.71) can be used to study the bandwidth compression behaviour of the signal \(s(\sigma)\) in a manner which is
similar to that in which (1.62) was used to study the duration compression behaviour of this signal. These facts indicate that the correlation function $\chi(t,v)$ associated with the signal $s(o)$ can accommodate not only its duration compression behaviour but also its bandwidth compression behaviour. The duration compression behaviour can be studied through $\chi(t,o)$ and the bandwidth compression behaviour can be studied through $\chi^*(o,v)$.

Relation (1.71a) expresses the fact that $\chi^*(o,v)$ is the autocorrelation function of the input spectrum $S(f)$. This function's envelope can be seen to be symmetrically centred about an Intermediate Frequency (IF) given by $v = o$, where $|\chi(o,v)|$ has its peak value.

Relation (1.71b) shows that in the present case, the multiplier multiplies its local reference $s^*(o)$ and the input signal $s(o)$ in such a way as to remove the phase modulation from $s(o)$ while preserving its duration $T$. Relation (1.71b) also shows that the effective bandwidth $F_r$ of the multiplier response may be expressed as

$$ F_r \approx \frac{1}{T} \quad (1.72) $$

This relation is the dual of (1.65) and describes the bandwidth compression aspect of the pulse compression phenomenon.

Making use of (1.72) and the fact that bandwidth compression preserves the input signal duration shows that bandwidth compression reduces this signal to a signal whose duration-bandwidth product $\approx T.F_r \approx T.\frac{1}{T} \approx 1$. That is,
bandwidth compression reduces the given input signal to an elementary signal (which is its frequency autocorrelation function) if it is not originally so. It is this elementary signal which is integrated when the given input signal is processed by its own multiplier-integrator compound.

One can define the bandwidth compression ratio $\rho_{\text{band}}$ as

$$\rho_{\text{band}} \triangleq \frac{F}{F_r} \quad (1.73a)$$

where $F$ is the uncompressed input signal bandwidth.

Making use of (1.72) in (1.73a) shows that

$$\rho_{\text{band}} \approx FT \quad (1.73b)$$

which corresponds to (1.67b) and shows that the bandwidth compression behaviour of a given signal is determined by its duration-bandwidth product.

The input/output energy conservation relationship in the case of bandwidth compression may be expressed as

$$\int_F |S(f)|^2 \, df = \int_{F_r} |\chi(o,\nu)|^2 \, d\nu \quad (1.74)$$

where the multiplier amplification factor has been dropped for convenience.

The average input spectral power $\bar{q}$ and the peak output spectral power $\hat{q}$ are given by

$$\bar{q} = \frac{1}{F} \int_F |S(f)|^2 \, df \quad (1.75a)$$

$$\hat{q} = |\chi(o,\nu)|^2_{\text{max}} = |\chi(o,o)|^2 \quad (1.75b)$$
Making use of these two relations in (1.74) and assuming that $F_r$ is small enough to make it possible to substitute $|\chi(o,v)|_{\text{max}}$ for $|\chi(o,v)|$ over $F_r$ shows that

$$\frac{\dot{q}}{\ddot{q}} = \frac{F}{F_r} \quad (1.76a)$$

which, on making use of (1.72), reduces to

$$\frac{\dot{q}}{\ddot{q}} = FT \quad (1.76b)$$

This relation corresponds to (1.70b) and implies that bandwidth compression is accompanied by an input-to-output spectral power gain ($\frac{\dot{q}}{\ddot{q}}$) which increases with the duration-bandwidth product of the signal whose bandwidth is being compressed.

1.7.3 Signal Processing By Progressive Pulse Compression

The duration-bandwidth product of a given signal may be so large that the implementation of a single multiplier or matched filter for its processing (using, respectively, a multiplier-integrator compound or a matched filter-sampler compound) becomes quite difficult (see Section 1.6). However, such a difficulty can be reduced through digital processing, parallel-channel processing and progressive pulse compression.

In the progressive pulse compression technique, the ordinary method in which the optimum processing of a given signal in AWGN is achieved by passing it through its multiplier-integrator compound (or its matched filter-sampler compound) is replaced by another method. In this alternative method, the signal is first passed through a cascade comprising an
arbitrary number of correlators and/or matched filters, whereby it undergoes a series of partial bandwidth and/or duration compression operations to reduce its original duration-bandwidth product before it is fed into a final stage in the form of a multiplier-integrator compound (or a matched filter-sampler compound) for optimum processing.

Each multiplier or matched filter used in the progressive pulse compression processing technique has a local reference whose duration-bandwidth product is less than that of the given input signal and, thus, can readily be implemented. Each multiplication or matched filtering operation preserves the input signal energy.

The progressive pulse compression processing technique is theoretically optimal in AWGN. This can be seen from the so-called "reversibility theorem" which may be stated as: 'The minimum attainable demodulator error probability $P_e$ is not affected by the introduction of any realizable reversible operation between the channel and the receiver that transforms the channel output into a new arbitrary waveform". In practice, however, some degradation in demodulator performance is generally unavoidable in this respect.

Progressive pulse compression methods are most convenient for the processing of FM signals in general, and the Linear FM (LFM) signal in particular. A signal $s(\sigma) = |s(\sigma)| e^{j\theta(\sigma)}$ of duration $T$ is said to be an FM signal if $\theta(\sigma)$ is smooth enough to make it possible to define a monotonic signal instantaneous frequency $f_{\text{inst}}(\sigma) = \frac{\Delta}{2\pi} \frac{d\theta(\sigma)}{d(\sigma)}$ and, hence, an FM
law over $T$. The case where this law is linear corresponds to the Linear FM (LFM) signal.

Optimal signal processing by progressive pulse compression can, for example, be achieved by one of the following four basic methods:

1.7.3.1 First Method

In this method, a given input signal $s(\sigma) = |s(\sigma)|e^{j\theta(\sigma)}$ of duration $T$ and bandwidth $F$ is first passed through a multiplier whose local reference is $|s(\sigma)|e^{-j\theta'(\sigma)}$ which has a duration $T$ and a bandwidth $< F$. It will become clear in Section 2.1 that the relationship between $F$ and the bandwidth of the multiplier local reference is essentially determined by the phase-mismatch $\theta(\sigma) - \theta'(\sigma)$ which is usually small in the present application. Assuming that $s(\sigma)$ is an FM signal, such a phase-mismatch can obviously be obtained by varying the frequency of the local oscillator at a slower rate than that of the frequency of the input signal.

According to Subsection 1.7.2, passing $s(\sigma)$ through the multiplier as described in the preceding paragraph preserves its energy and duration and partially compresses its bandwidth around some Intermediate Frequency (IF). That bandwidth compression will only be partial is due to the existence of the phase-mismatch $\theta(\sigma) - \theta'(\sigma)$ which implies that the multiplier does not completely remove the phase modulation from the input signal. Thus, the multiplier response will have the same duration $T$ as the input signal and an effective
bandwidth $F'$, say, which satisfies the relation $\frac{1}{T} < F' < F$.

The partially bandwidth-compressed multiplier response is then processed optimally by passing it through a matched filter-sampler compound whose matched filter is in perfect match with this response. According to Subsection 1.7.1, the matched filter preserves the energy and bandwidth of the multiplier response and fully compresses its duration. Thus, the matched filter response will have an effective bandwidth $F'$ and an effective duration $T' = \frac{1}{F'}$. That is, this response will be an elementary signal whose duration-bandwidth product $\approx F'.T' = F'.\frac{1}{F'} \approx 1$.

In this method, it can be seen that the receiver does not need to accommodate the full bandwidth of the input signal. In fact, the phase-mismatch $\theta(\sigma) - \theta'(\sigma)$ can be chosen in such a way as to achieve a best compromise between the maximum bandwidth $F'$ and the maximum duration $T'$ for which the matched filter must be designed.

The overall bandwidth/duration compression ratio in this method $\approx \frac{F}{F'} \cdot \frac{T}{T'} = FT$. This is obviously the same as $\rho_{\text{dur}}$ of (1.67b) and $\rho_{\text{band}}$ of (1.73b). However, the overall duration compression ratio in this method is only $\frac{T}{T'} \approx TF' < TF$. This implies that the main lobe of the overall response obtained by this method is wider than that obtained by the method in which the optimum processing of the input signal is achieved by passing it through its own matched filter. Thus, this method is superior to the matched filter method from the viewpoint of combating the problems associated with the
synchronization and sampling prior to detection. However, this superiority is achieved at minimal expense of the demodulator performance.

1.7.3.2 Second Method

This method differs from the first method only in that the optimal processing of the multiplier response is achieved by passing it through a multiplier-integrator compound rather than a matched filter-sampler compound as in the first method.

In this second method, both multipliers preserve the energy as well as the duration T of the input signal. In fact, this method is essentially a bandwidth compression method in which the first multiplier compresses the input signal bandwidth from F to F' and the second multiplier compresses F' to F'" (where F" ≈ \( \frac{1}{T} \) < F' < F) in such a way that the overall response is a unitary duration-bandwidth product elementary signal.

Obviously, this method does not require the receiver to accommodate the full bandwidth of the input signal.

1.7.3.3 Third Method

This method is the dual of the first method and can be explained accordingly.

Here a given input signal \( s(\sigma) \) of duration T, bandwidth F and spectrum \( S(f) = |S(f)|e^{j\phi(f)} \) is first passed through a matched filter whose transfer function is \( |S(f)|e^{-j\phi'(f)} \) (which is phase-mismatched to \( S(f) \) in such a way that the
filter impulse response has a duration < T) whereby its energy and bandwidth are both conserved and its duration is partially compressed to T', say, where \( \frac{1}{F} < T' < T \).

The partially duration-compressed matched filter response is then processed optimally by passing it through its own multiplier-integrator compound. Obviously, the multiplier in this compound preserves both the energy and duration T' of the matched filter response and compresses its bandwidth from F to F', say, where \( F' = \frac{1}{T'} \). Thus, the correlator response will be an elementary signal whose duration-bandwidth product = T'.F' = T'.\( \frac{1}{T'} \) = 1.

This method does not require the receiver to accommodate the full duration of the input signal. It can also be seen that the phase-mismatch \( \phi(f) - \phi'(f) \) can be chosen in such a way as to achieve a best compromise between the maximum duration T' and the maximum bandwidth F' to which the correlator (i.e. the multiplier-integrator compound) must be designed.

1.7.3.4 Fourth Method

This method differs from the previous method only in that the optimal processing of the matched filter response is achieved by passing it through its own matched filter-sampler compound rather than its own multiplier-integrator compound as in the previous method.

In this method, both matched filters preserve the energy as well as the bandwidth of the input signal. In fact, this method is essentially a duration compression method in which the first matched filter compresses the input signal duration
from $T$ to $T'$ and the second matched filter compresses $T'$ to $T''$ (where $T'' = \frac{1}{F} < T' < T$) in such a way that the overall response is a unitary duration-bandwidth product elementary signal.

Obviously, this method does not require the receiver to accommodate the full duration of the input signal.

The first and second methods have two limiting cases, namely, the case where $\theta(\sigma) - \theta'(\sigma) = C_1$ (constant) and the case where $\theta'(\sigma) = C_2$ (constant). Similarly, the third and fourth methods have two limiting cases corresponding to the two conditions $\phi(f) - \phi'(f) = C_3$ (constant) and $\phi'(f) = C_4$ (constant). The implications of each of these four limiting cases can readily be apprehended.
This chapter examines the utility of pulse compression techniques in general, and the FM pulse compression techniques in particular, for digital data transmission. It provides a suitable background for the special case of the linear FM pulse compression technique which will be studied in the remaining chapters.
2.1 Pulse Compression Signals

This section establishes the dependence of the bandwidth of a given single-pulse signal on its phase/time function and the dependence of its duration on the phase/frequency function of its spectrum. It also defines some important pulse compression signal classes.

2.1.1 Signal Bandwidth and Duration

A pulse compression signal was defined in the previous section as a large duration-bandwidth product signal whose duration and/or bandwidth can be compressed through matched filtering and/or multiplication operations.

Since the duration-bandwidth product of a given signal determines its pulse compression properties, it is important to determine the dependence of signal duration and bandwidth on the other signal parameters. Consider, for example, an FM single-pulse signal \( s(\sigma) \) of spectrum \( S(f) \) where

\[
\begin{align*}
  s(\sigma) & \triangleq |s(\sigma)| e^{j\theta(\sigma)}, \quad \sigma \in T \\
  S(f) & \triangleq |S(f)| e^{j\phi(f)}, \quad f \in [f_1, f_2]
\end{align*}
\]  

(2.1a)  

(2.1b)

The signal \( s(\sigma) \) and its spectrum \( S(f) \) are related by the following Fourier transform pair

\[
\begin{align*}
  S(f) &= \int_{T} |s(\sigma)| e^{j[\theta(\sigma) - 2\pi f_0 \sigma]} d\sigma \\
  s(\sigma) &= \int_{f_1}^{f_2} |S(f)| e^{j[\phi(f) + 2\pi f_0 \sigma]} df
\end{align*}
\]  

(2.2a)  

(2.2b)
Relation (2.2a) can be shown by the stationary phase method (see Appendix B) to imply that the value of $S(f)$, for a given $f$, is essentially determined by the contributions to the integral from the immediate vicinity of that value of $\sigma$ which belongs to $T$ and satisfies the following condition of stationary phase

$$\theta(\sigma) - 2\pi f \sigma = \text{constant, } \sigma \in T$$

(2.3a)

i.e.

$$f = \frac{1}{2\pi} \frac{d\theta(\sigma)}{d\sigma}, \quad \sigma \in T$$

(2.3b)

Relation (2.3b) implies that if $T$ is strictly limited, $S(f)$ effectively vanishes for all $f$-values which correspond, through (2.3b), to the $\sigma$-values which do not belong to $T$. As $\sigma$ spans the strictly limited duration $T$, $|f|$ simultaneously spans the effective signal bandwidth.

Relation (2.3b) can also be interpreted in such a way that $f$ stands for $f_{\text{inst}}(\sigma)$, the signal instantaneous frequency. Thus, (2.3b) can also be expressed as

$$f_{\text{inst}}(\sigma) = \frac{1}{2\pi} \frac{d\theta(\sigma)}{d\sigma}, \quad \sigma \in T$$

(2.3c)

These facts imply that the effective signal bandwidth is confined to the range of values which $f_{\text{inst}}(\sigma)$ assumes over $T$.

In the case where $\theta(\sigma)$ is linear in $\sigma$, (2.3) shows that both $f$ and $f_{\text{inst}}(\sigma)$ remain unchanged as $\sigma$ spans $T$. That is, $S(f)$ is effectively concentrated at a single frequency which is the centre frequency. However, the fact that $T$ is finite implies that the bandwidth is nonzero as can be seen from (2.2a). Thus, the case where $\theta(\sigma)$ is linear in $\sigma$ implies that
s(σ) has a narrow bandwidth regardless of the exact form of |s(σ)|. Examples of such signals in common use as modulator signals include the familiar ASK, FSK and PSK signals (see Subsection 1.7.1).

In the case where θ(σ) is nonlinear in σ, (2.3) shows that both f and f\textsubscript{inst}(σ) assume the same wide range of values as σ spans T. That is, the signal bandwidth is effectively broad and not confined to the immediate vicinity of a single f-value. Thus, the case where θ(σ) is nonlinear in σ implies that s(σ) has a broad bandwidth regardless of the exact form of |s(σ)|. The broadness of the signal bandwidth in this case depends on the exact form of θ(σ) and its deviation from linearity.

The stationary phase method can also be applied to (2.2b) to show that the duration of s(σ) is essentially determined by ϕ(f). A short-duration s(σ) may be defined as one whose spectrum has an arbitrary |S(f)| and a linear ϕ(f). A long-duration s(σ) may be defined as one whose spectrum has an arbitrary |S(f)| and a nonlinear ϕ(f).

2.1.2 Classification of Pulse Compression Signals

Assuming signal classification in the time-domain, pulse compression signals have two main classes: (i) the class of analogue coded signals with continuous amplitude or frequency (or phase) modulation, and (ii) the class of discrete coded signals with discrete amplitude, phase or frequency modulation. Hybrid analogue and/or discrete coded signals are also possible.
A typical example of class (i) is the FM pulse. Basic examples of class (ii) are the amplitude-shift, phase-shift and frequency-shift coded signals. In amplitude-shift coding, signal phase and frequency are unchanged and signal amplitude usually assumes a coded sequence of the two values 1 and 0 over the consecutive elemental chips of signal duration. Such a signal takes the form of a train of Time-Hopped (TH) elementary pulses. In phase-shift coding, signal amplitude and frequency are unchanged and signal phase assumes a binary or an M'ary coded sequence of discrete values over the consecutive elemental chips of signal duration. Such a signal is usually described as a Direct Sequence (DS) signal. In frequency-shift coding, or Frequency-Hopping (FH), signal amplitude and phase are unchanged and signal frequency assumes a coded sequence of discrete values over the consecutive elemental chips of signal duration. Randomly or pseudorandomly amplitude-shift, phase-shift and frequency shift coded signals belong to the class of noiseliike signals which are characterised by their random or pseudorandom amplitude, phase or frequency irregularities.

2.2 Generation of Pulse Compression Signals

This section introduces and compares the 'active' and 'passive' pulse compression signal generation techniques.

2.2.1 The Active and Passive Generation Techniques

There are two main methods for signal generation in practice, namely the 'active' and 'passive' methods. Referring to the signal $s(\sigma)$ of (2.1), the active method corresponds to generating $s(\sigma)$ actively in the time-domain by generating its desired $|s(\sigma)|$ and $\theta(\sigma)$ functions. The
passive method corresponds to generating $s(\sigma)$ passively in
the frequency-domain by generating the desired $|S(f)|$ and $\phi(f)$
functions of its spectrum. The passively generated form of
a given signal can be treated as the dual of its actively
generated form. A signal is usually truncated in the domain
in which it is generated. Thus, an actively generated
signal is strictly duration-limited and a passively generated
signal is strictly bandwidth-limited. A certain degree of
spectrum truncation is usually unavoidable in practice. This
implies that most practical signals are actually of the
strictly bandwidth-limited type.

According to the previous section, $s(\sigma)$ of (2.1) has a
broad bandwidth if $\theta(\sigma)$ is nonlinear in $\sigma$ regardless of the
exact form of $|s(\sigma)|$. Similarly, $s(\sigma)$ has a long duration
if $\phi(f)$ is nonlinear in $f$ regardless of the exact form of
$|S(f)|$. These facts imply that if $s(\sigma)$ is a broadband
pulse compression signal, the most efficient technique for
its active generation is to generate a nonlinear $\theta(\sigma)$ along
with any desired $|s(\sigma)|$. They also imply that if $s(\sigma)$ is a
long duration pulse compression signal, the most efficient
technique for its passive generation is to generate a
nonlinear $\phi(f)$ along with any desired $|S(f)|$.

The active generation technique of $s(\sigma)$ can be explained
on the assumption that it is an FM pulse compression signal.
In this case, the active generation may be either "direct"
or "indirect". The direct active generation can, for example,
be achieved by modulating the instantaneous frequency of a
voltage-controlled oscillator according to (2.3c) as illustrated
in Fig. 2.1a. The indirect active generation can, for example, be achieved by applying $\theta(\sigma)$ itself to a phase-controlled oscillator as illustrated in Fig. 2.1b.

The passive generation technique of $s(\sigma)$ is illustrated in Fig. 2.2. Here $s(\sigma)$ is generated as the response of a filter to an input time-impulse whose spectrum has zero phase and unity amplitude at least over the bandwidth $F$ of $s(\sigma)$. This filter is the conjugate of the matched filter of $s(\sigma)$, i.e. the filter whose impulse response $h(\sigma)$ and transfer function $H(f)$ are given by

\begin{align}
h(\sigma) &= s(\sigma) \tag{2.4a} \\
H(f) &= S(f) \tag{2.4b}
\end{align}

Usually, the pulse compression signal is first generated at low power level to achieve the required phase-structure. It can then be power-amplified and/or raised to a higher frequency band before transmission. Assuming good power amplifier and frequency multiplier design, the phase-structure remains accurate at the transmitter output. Amplitude Modulation (AM) can be accomplished only at the final amplification stage at the higher power level. However, a comparatively flexible AM may be difficult to achieve in this manner. Also AM requires system stability and that the receiver be linear over the entire dynamic range of the received signal. Complicated AM cannot thus be easily implemented and implies more system complexity and higher cost. Moreover, it does not permit full utilization of the peak power capability of the transmitter. This explains why it is frequently preferable to operate the transmitter at constant power level.
(a) Direct Method

(b) Indirect Method

Fig. 2.1 Basic FM Pulse Compression Signal Active Generation Techniques

Fig. 2.2 Basic Pulse Compression Signal Passive Generation Technique
2.2.2. **Comparison of Active and Passive Generation Techniques**

Each pulse compression signal generation technique imposes its own problems. In the active technique, it is often difficult to achieve the desired precise amplitude/time function $|s(\sigma)|$ and phase/time function $\theta(\sigma)$ over the entire signal duration and distortions usually take place. However, the active technique is more controllable, more flexible, easier to implement and more capable of handling higher duration-bandwidth products than the passive technique which usually suffers from the inflexibility and realization difficulty of matched filters. This does not imply that the passive technique is always disadvantageous. In fact, it is often easier to achieve stability with passive filters rather than with active oscillators. The passive technique also makes it possible to reduce cost and complexity and to compensate automatically for signal distortions that may result from errors or instabilities in the generator. This is because this technique makes it possible to use the same matched filter for both signal generation and signal optimum processing in a variety of cases such as:

(i) The case where the signal is both real and even in time. In this case, the signal matched and conjugate filters are identical.

(ii) The case where the signal is, for example, a real FM signal whose amplitude/time function is even, and whose FM law is odd, in time. Here the matched filter and its conjugate are not identical but a single matched filter can still be used for both signal generation and
optimum processing by making use of sideband inversion prior to optimum processing in a way which may, for example, be illustrated as in Fig. 2.3.

It can be seen in this case that sideband inversion can be achieved only if the mixing frequency exceeds the signal carrier frequency. It can also be seen that this inversion reverses the FM sweep direction in time, has theoretically no effect on the demodulator error probability (according to the reversibility theorem\textsuperscript{11}), and can conveniently be accomplished either at transmission or at reception in conjunction with heterodyning.

The choice of a specific pulse compression signal generation technique depends on the particular case under consideration. However, it should be noted here that

(i) It is of paramount importance to generate the desired pulse compression signal having the required precise amplitude and phase characteristics. Int tolerable amplitude and phase distortions result in reduced performance as was explained in Section 1.6.

(ii) There is an increasing trend towards large duration-bandwidth product pulse compression signals. The precise generation of such signals may be difficult in practice. This is because the complexity of the generator of a given signal increases with its duration-bandwidth product, as was mentioned in Section 1.6.
Conjugate of matched filter of $r(\sigma) = \text{matched filter of } r(-\sigma)$, $r(\sigma)$ is a real signal.

\begin{align*}
h(\sigma) &= r(\sigma) \\
r(\sigma) &= a(\sigma) \cos(2\pi f_o \sigma + \xi(\sigma)) \\
a(-\sigma) &= a(\sigma) \\
\xi(-\sigma) &= \xi(\sigma)
\end{align*}

Fig. 2.3 Signal Generation and Processing Using One Matched Filter and Sideband Inversion
(iii) It is frequently important in practice to use a flexible signal generation technique which, for example, makes it possible to modify or weight the generated pulse compression signal parameters.

(iv) It is sometimes important in practice to maintain good coherency between the sequentially generated pulse compression signals.

These requirements are generally difficult to achieve by making use of the analogue active and passive pulse compression signal generation techniques. They may, however, be achieved by making use of the largely active digital generation techniques. These techniques also have the additional advantage of being compatible with the digital processing techniques.

2.3 Basic Pulse Compression Signal Generation-Processing Structures

Pulse compression signal generation may be active or passive as described in the previous section. The optimum predetection processing of a pulse compression signal may be achieved with an active correlator and/or a passive matched filter as described in Sections 1.1, 1.5 and 1.7. Accordingly, a digital pulse compression communication system may, for example, make use of the following four basic signal generating/processing structures:
(i) The active generator-active processor (i.e. correlator) structure. This structure conserves the pulse compression signal duration and makes it generally possible to achieve a perfect match between this signal and its correlator.

(ii) The passive generator-passive processor (i.e. matched filter) structure. This structure conserves the pulse compression signal bandwidth and makes it generally possible to achieve a perfect match between this signal and its matched filter.

(iii) The active generator-passive processor structure. Here the perfect match between the actively generated signal and its matched filter cannot generally be achieved.

(iv) The passive generator-active processor structure. Here the perfect match between the passively generated signal and its correlator cannot generally be achieved.

Each of these four basic structures has its important applications. However, the active generator-active/passive processor structure is becoming increasingly important in practice because it can handle larger signal duration-bandwidth products (see Subsection 1.7.3.) and because of the present trend towards the largely active signal generation and processing techniques.
2.4 Capabilities of Pulse Compression Signals\textsuperscript{98,107-110, 114}

This section gives a rather preliminary and general description of the capabilities of pulse compression signals, assuming that these signals are optimally processed prior to detection. The discussion, which is supplemented in the following sections, is confined to the case of analogue matched filtering. It can also be extended to the case of digital matched filtering\textsuperscript{93}, correlator processing or processing by progressive pulse compression.

2.4.1. Introduction

Digital communication system performance is not constrained only by AWGN. Other natural and man-made active and passive disturbances are also becoming increasingly important as demand increases for higher communication capacity, quality, security and privacy. It is thus desirable to employ modulator signal sets which are less vulnerable to such disturbances as well as to AWGN. Accordingly, the present discussion examines the utility of pulse compression signals (and demonstrates their superiority to the ordinary ASK, PSK and FSK signals) in this respect. It is mostly confined to the case involving only one pulse compression signal form and one disturbance and can be extended to the case involving a pulse compression signal set and one or more disturbances. Expressions for $P_e$ in the AWGN case are given in Section 1.4. However, these expressions have to be modified if other disturbances and system imperfections are also present.
A pulse compression signal is generally capable of combating any structurally similar or different interference which cannot produce enough interfering power at the sampling instant of its matched filter output. Usually, such an interference is not in perfect match with this filter (i.e. has low correlation with the signal) and, thus, undergoes minimal or no processing gain or suffers from a processing loss when passed through it. The performance of a given pulse compression signal against a defined interference depends on both and can be found by substituting them for the two correlated signals in (1.1) if the interference is deterministic, and by making use of statistical methods if it is random. If the interference environment lacks a known characterization, the performance of the pulse compression signal may be found by making use of the max-min criterion which maximizes the worst case (i.e. minimum) performance.

2.4.2. Gaussian Noise

Assuming a purely AWGN background and making use of (1.59), it can be shown that the signal-to-noise ratio corresponding to the peak instantaneous signal power at the output of a matched filter whose input is the signal to which it is matched may be expressed as

\[
[\text{SNR}]_{\text{m.f.}} = \frac{2 \times \text{input signal energy}}{N_0}
\]

(2.5)

where \(N_0\) is the single-sided noise spectral power density at the matched filter input in Watt/Hz.

Making use of this relation along with Subsection 1.5.3 indicates that if matched filtering is adopted as the basic predetection processing technique, the performance of a given
signal in a purely AWGN background is determined only by its energy and not by its particular form. This implies that in the same AWGN background, the performance of a large duration-bandwidth product pulse compression signal will be identical to that of a unitary duration-bandwidth product elementary signal as long as both signals have equal energies. The elementary signal may even excel over the pulse compression signal in this case because it is only the latter which undergoes duration-compression through matched filtering and, hence, becomes more vulnerable to the errors associated with the sampling of the matched filter output. However, these are misleading conclusions that could be true only if there were no transmitter power constraints and transmission rate requirements. In fact, such constraints and requirements do exist in practice and lead to the conclusion that the pulse compression signal excels over the elementary signal as is explained below.

A high output signal-to-noise ratio is always desirable in order to minimize $P_e$ and to achieve long-range transmission communication (or, long-range capability in radar). Relation (2.5) shows that this ratio can be increased by increasing the input signal energy, i.e. by increasing its duration and/or the transmitter power. The first option is undesirable since it restricts the possible transmission rate (or, the possible range-resolution capability in radar). The second option is restricted by the transmitter peak instantaneous power constraints. Many transmitter power components cannot operate at high power conditions. The atmosphere surrounding
the transmitter may ionize if the transmitter peak power exceeds a certain maximum level. It is frequently desirable to operate the transmitter at a constant power level. These transmission rate requirements and transmitter power constraints put serious restrictions on the output signal-to-noise ratio that can be achieved with an elementary signal. However, these restrictions are less severe in the case of a pulse compression signal. Here the transmitter power constraints still exist but a high transmission rate together with a high output signal-to-noise ratio can be achieved simultaneously. The high output signal-to-noise ratio can be achieved by increasing the input pulse compression signal duration and, hence, its energy. The high transmission rate can be made possible, for example, by making use of the time-resolution properties of spread spectrum pulse compression signals which are considered in Subsection 2.4.6 below.

The preceding paragraph shows that pulse compression signals are suitable candidates for such applications as the predominantly AWGN long-range satellite and space digital communications where transmitter power considerations are of paramount importance. It also explains why pulse compression signals were used to solve the World War II problem of achieving simultaneous long-range and high range-resolution capabilities with limited peak-power radar systems 46,66,70,115. It was the search for a solution to this problem (which could not be solved by making use of elementary signals) that led
to the advent and evolution of pulse compression techniques. In fact, the bandwidth-compression (or spectrum resolution) properties of the pulse compression signal can also be used to improve the target velocity (or range-rate) resolution capability of the radar system. This is because different target velocities lead to different Doppler shifts.

The main conclusion from the discussion above is that in a purely AWGN background, the pulse compression signal surpasses the elementary signal in making it possible to achieve simultaneous high output signal-to-noise ratio and high transmission rates under the restrictive transmitter power constraints. Obviously, these facts cannot be reconciled with the output signal-to-noise ratio of (2.5) as a measure of signal performance in a purely AWGN background. It is thus more convenient to replace this ratio by a new performance measure which can show the superiority of the pulse compression signal in this respect by taking signal compressibility (irrespective of signal form) into consideration. Such a new measure may intuitively be the signal duration-bandwidth product. It may also be the input-to-output signal-to-noise ratio gain G. These two measures are actually equivalent. To show this, G may be defined as

$$G \triangleq \frac{\text{output signal-to-noise ratio}}{\text{input signal-to-noise ratio}} \quad (2.6)$$

In this relation, the numerator is given by (2.5) and the denominator may be denoted by $\text{SNR}_i$ and defined as
\[
\text{SNR}_i \triangleq \frac{\text{average input signal power}}{\text{input noise power in the filter noise-bandwidth}} \tag{2.7a}
\]

\[
z = \frac{\text{input signal energy}}{\text{input signal duration}} \times \frac{1}{N_0 \times \text{input signal bandwidth}} \tag{2.7b}
\]

In this relation, only the input noise power contained in the matched filter noise-bandwidth has been considered at a time when the total input noise power is virtually infinite. Moreover, the matched filter noise-bandwidth has been roughly identified with its actual bandwidth and, hence, with the bandwidth of the signal to which it is matched. In fact, the matched filter noise-bandwidth is usually defined as the bandwidth of the filter whose transfer function is \( \max |H(f)| \) and whose output noise power in response to a given AWGN input is the same as that of the matched filter itself \(^{39,116} \), i.e.

\[
\text{Matched filter noise-bandwidth} \triangleq \frac{\int_{-\infty}^{\infty} |H(f)|^2 \, df}{\max |H(f)|^2} \tag{2.8}
\]

where \( H(f) \) is the matched filter transfer function.

Substituting from (2.5) and (2.7) in (2.6) gives

\[
G = 2 \times \text{input signal duration-bandwidth product} \tag{2.9}
\]

This relation confirms the assertion made above that both the signal duration-bandwidth product and \( G \) are actually equivalent measures of signal performance in a purely AWGN background. It is to be noted in this respect that the minimum value of \( G \) or the duration-bandwidth product below which system performance becomes unacceptable can only be determined on an experimental basis.
Substituting from (1.59) for the numerator and from
(2.7a) for the denominator in (2.6) shows that $G$ can also be
expressed as

$$G = \frac{\text{signal power gain}}{\text{noise power gain}} \quad (2.10a)$$

where

$$\text{Signal power gain} \triangleq \frac{\text{peak instantaneous output signal power}}{\text{average input signal power}} \quad (2.10b)$$

$$\text{Noise power gain} \triangleq \frac{\text{mean output noise power}}{\text{input noise power in filter noise-bandwidth}} \quad (2.10c)$$

Making use of (1.70) and substituting from (2.9) for $G$
in (2.10a) show that while the perfect matched filtering of a
given signal results in a signal power gain of the order of
the signal duration-bandwidth product, the associated noise
power gain is always of the order of unity. This is due to
the obvious fact that while the matched filter compresses its
signal, it neither compresses nor expands the input noise.

The preceding results concerning the performance of
pulse compression techniques in combating AWGN can readily be
extended to the case of coloured Gaussian noise by making use
of noise whitening filters $^{39,40}$.

2.4.3 White Jamming$^{93,117}$

Both AWGN power and bandwidth are virtually infinite.
AWGN spectral power density is independent of signal parameters
including signal bandwidth. White jamming has a finite power
and a bandwidth > the bandwidth of the signal to be jammed. Thus,
White jamming spectral power density $/\frac{\text{White jamming fixed power}}{\text{jammed signal bandwidth}}$ (2.11)

These facts indicate that (2.5) may be applied to the white jamming case by replacing $N_0$ by the white jamming spectral power density of (2.11). They also indicate that the results of the previous subsection concerning the pulse compression signal performance in the AWGN case can also be used to describe this performance in the white jamming case. However, (2.11) shows that spreading the signal spectrum in the white jamming case does not only enhance the signal duration-compressibility through matched filtering as in the AWGN case, but also forces a reduction in the white jammer's spectral power density. This implies that it is possible, under the restrictive transmitter power constraints, to combat white jamming not only by increasing the signal energy through increasing its duration, but also by forcing a reduction in the jamming spectral power density through the spectrum spreading of this signal.

2.4.4 Hostile Detection and Measures

Pulse compression techniques can combat hostile detection and, hence, passive and active hostile measures (e.g. interception, eavesdropping and jamming). This may be achieved by employing spread spectrum (duration) pulse compression signals whose spectral (temporal) power-density is less than that of the prevailing noise. This may also be achieved by employing signals which are structurally similar to the prevailing noise. Only a receiver which knows, and is matched to, the transmitted signal can readily observe it and extract its information content under such conditions.

Pulse compression techniques have higher immunity to
hostile detection and measures in the case of dense environments where, for example, many spread spectrum links share the same common wide transmission bandwidth. In this case, pulse compression techniques offer yet another dimension - the elimination of obvious frequency channelization which has usually provided the underlying basis for the traditionally frequency-selective hostile strategies.

The immunity of pulse compression techniques to hostile detection and measures can also be enhanced by making use of an automatic adaptive data rate which makes it possible to cope with what may be perceived to be the most serious current hostile threat. Moreover, this immunity can be enhanced by making use of cryptographically secure information codes and/or discrete pulse compression signal codes.

2.4.5 Bandwidth and Power Constraints

The utility of low power-density pulse compression signalling described in the previous subsection is not confined to combating hostile detection. In fact, the problem of frequency allocation for pulse compression communications may be solved by overlaying low spectral power-density pulse compression signalling on the existing narrowband conventional systems. This type of signalling affords only minimum interferences to such systems and is relatively immune to their interferences. Similarly, low temporal power-density spread duration signalling may be used, at the cost of a lower data rate, when the transmitter or receiver components have only very limited peak power capabilities.
2.4.6 Signal Overlapping

According to Section 1.7, the perfect matched filtering of a spread spectrum pulse compression signal of duration $T$ and bandwidth $F$ gives a response whose actual duration is $2T$ and effective duration $\approx \frac{1}{F} < T$. The envelope of this response is peaked at, and falls symmetrically around, its central instant. The exact forms of this response and its envelope are determined by the particular pulse compression signal under consideration. FM pulse compression signals, for example, are generally characterized by a matched filter response whose envelope has a high and relatively broad main lobe surrounded by a number of rapidly falling side-lobes as illustrated in Fig. 1.46, 66, 70.

The above-mentioned facts, along with the fact that the matched filter is a linear time-invariant device, indicate that the duration-compressibility of a spread spectrum signal may, for example, be used to enhance the resolution in time of the matched filter responses to a given set of identical input spread spectrum signals which are of overlapping durations. However, this time-domain resolution cannot be expected to be automatically achievable with any arbitrary spread spectrum signal or under any overlapping conditions. This is due to the fact that the matched filter responses in this case may interfere in such a way that their respective peaks are too close to be resolved by sampling the filter output, some original peaks may disappear or some new false peaks may be created. In fact, the desired temporal resolution may be achieved if, for
example, incoherent reception is assumed and the following two conditions are satisfied:

(i) The spread spectrum signal has a temporal autocorrelation function (i.e. a matched filter response) which is optimal from the viewpoint of enhancing the desired temporal resolution in the situation under consideration. There is no unique all-purpose optimality criterion in this respect. The logical approach is to consider several criteria and to see if they are equivalent from a practical point of view. One possible criterion defines the optimum autocorrelation function as one whose envelope has the highest and narrowest possible main lobe and the lowest possible side-lobe level. This criterion cannot be definitive since the main-lobe width and the side-lobe level may be defined in a variety of ways. Another possible criterion is based on the waveform uncertainty principle (see Section 1.3) and defines the optimum autocorrelation function as one which has the maximum of its energy simultaneously concentrated in a duration and a bandwidth whose product is a minimum.

(ii) If condition (i) is satisfied, the matched filter responses of two identical input pulse compression signals of overlapping durations can be resolved if, for example,

Time-shift between the effective duration of the two input signals matched filter response  \( (2.12a) \)

which is a quasi-orthogonality condition for the two matched filter responses.

Making use of (1.65) shows that (2.12a) reduces to
Rate at which information is received < pulse compression signal bandwidth \hspace{1cm} (2.12b)

This relation indicates that the bandwidth required to combat temporal signal overlapping increases with the rate at which information is received.

It is thus essential to obtain the pulse compression signal whose autocorrelation function is optimal for combating temporal signal overlapping in the case under consideration. To this end, use can be made of the known pulse compression signals and their characteristic autocorrelation functions\textsuperscript{46,66,70}. If this approach cannot solve the problem, the required pulse compression signal has to be synthesized directly from the given optimum autocorrelation function. In both approaches, use can be made of the weighting techniques to modify (usually slightly) the matched filter response of a pulse compression signal in such a way as to make this response approximate, or coincide with, the required autocorrelation function. Both the pulse compression synthesis from an optimum autocorrelation function and the weighting techniques are described below.

Pulse compression signal synthesis from an optimum autocorrelation function is a special case of the more general, and more complicated, problem of signal design as based on the correlation function of (1.1)\textsuperscript{70}. The solution of this problem may result in a pulse compression signal which cannot be utilized in practice because of its complicated amplitude and/or phase characteristics (see Section 2.2). In any case, this solution may be accomplished in the following three main steps on the
assumption that the signal to be synthesized has the form described by (2.1)

(i) The first step is to specify both the amplitude and phase functions of the desirable optimum autocorrelation function $\chi(t,0)$. The specification of the amplitude function in this respect can be achieved through the suitable optimality criterion. The specification of the phase function is more difficult because of the arbitrariness involved. The assumed optimum autocorrelation function should be realizable and should possess the well known properties of autocorrelation functions.

It can be shown that the above-mentioned two optimality criteria lead to unrealizable optimal forms of $\chi(t,0)^{70}$. However, these forms can be approximated by various realizable, practically equivalent, quasi-optimal forms. Such quasi-optimal forms include, for example, the form whose envelope is Gaussian and the form whose envelope is a $\frac{\sin \pi x}{\pi x}$ (or sinc $x$) function. These two envelopes are quasi-optimal under the constraints of low side-lobe level and high side-lobe level respectively$^{46,70}$. This fact agrees with relations (1.8) and (1.9) which imply that the side-lobe level can be decreased only at the cost of a corresponding increase in the main-lobe width.

(ii) The second step is based on (1.62c), i.e. on

$$
\chi(t,0) = \int |S(f)|^2 e^{j2\pi ft} df, \quad |f| \in F
$$

(1.62c)

where $S(f)$ and $F$ are, respectively, the spectrum and
bandwidth of the signal to be synthesized from its autocorrelation function $\chi(t,0)$.

In this step, $|S(f)|^2$ is computed as the Fourier transform of the specific optimum form of $\chi(t,0)$ chosen in the first step. $|S(f)|$ is effectively, if not strictly, band-limited for a realizable $\chi(t,0)$.

(iii) The third step is to obtain the pulse compression signal $s(\sigma)$ from $|S(f)|$. Relation (2.2) indicates that this problem has no unique solution since only $|S(f)|$ rather than $\phi(f)$ is specified. Should a particular $\phi(f)$ be chosen in this respect, it must lead through (2.2) to a realizable $s(\sigma)$. However, this problem becomes relatively easy to handle in the case where $s(\sigma)$ is a large duration-bandwidth product FM signal (see discussion following relation (B.9), Appendix B).

Weighting is usually done at the transmitter and/or receiver by introducing a slight mismatch (or predistortion) between the input pulse compression signal and its matched filter. This mismatch may be introduced in the time-domain or in the frequency-domain. It is frequently confined to the envelopes of the input and reference signals and/or their spectra, leaving the other signal parameters in perfect match. Weighting theory can be accommodated by the correlation function $\chi_{ik}(t,v)$ of (1.1).

Different weighting techniques are possible. Each technique imposes its own problems. It may be suitable in a
particular situation and disadvantageous in a different situation.

The effectiveness of weighting is generally limited in practice. Firstly, weighting may imply a complicated AM-modulated signal envelope which is not easy to achieve. Secondly, weighting results in a degradation in the signal-to-noise ratio of (2.5), i.e. in the pulse compression system performance. This is because weighting disturbs the condition of perfect match between the input signal and its matched filter on which (2.5) is based. Thirdly, weighting cannot be done in isolation from the spurious systematic and channel distortive mismatching effects which may spoil any expected weighting advantages. Fourthly, the overall capability of weighting is constrained by the volume-invariance and volume distribution properties of the matched filter response whose implications were described in relation to (1.8) and (1.9) respectively.

It has been shown above that a pulse compression signal with a realizable optimal autocorrelation function does not exist. A pulse compression signal with a usually side-lobed quasi-optimal realizable autocorrelation function is the best that can be achieved in this respect. Thus, the exact $P_e$-value for a pulse compression system designed according to (2.12) to resolve duration-overlapping signals cannot be found by assuming that the matched filter responses of these signals are strictly orthogonal. Only a lower bound on $P_e$ can be obtained in this manner. To find the actual $P_e$-value, $P_e$ dependence on the unavoidable side-lobes and on any possible
weighting effects must also be taken into consideration.

It seems that the $P_e$-dependence on the side-lobes has not yet been investigated. Such an investigation may be accomplished, for example, by formulating a suitable model for the interfering side-lobes at the matched filter output (e.g. in the statistical form of a Gaussian process). $P_e$ can be expressed, and minimized, as a function of the parameters of this model. This investigation can also be extended to the case where many pulse compression signals are involved and the demodulator comprises their respective matched filters. In this case, each signal appears as an interference at the inputs of all matched filters except its own. The effects of side-lobing on system performance can be reduced in this case if the signals are so chosen that their autocorrelation functions are optimum and their crosscorrelation functions are as low as possible so that the total interference at any matched filter output does not exceed a maximum admissible level.

The discussion above has been concerned with the possibility of using spread spectrum pulse compression techniques to resolve duration-overlapping signals. It can be extended to the dual case concerning the use of spread duration pulse compression techniques to resolve spectrum-overlapping signals. These facts together with the results of Section 1.7 can be used to define the pulse compression signal which is optimal from the viewpoint of having both temporal and spectral resolution capabilities. This signal would have a two-dimensional time/frequency correlation function $\chi(t,\nu)$ whose envelope takes a thumbtack form in the shape of an impulse at the origin of the $t-\nu$ plane surrounded by a flat plateau or pedestal of the lowest possible altitude.
Signals which can approach such an optimal pulse compression signal are the noise-like signals already introduced in Section 2.1.

The time and frequency resolution properties of pulse compression signals and the associated side-lobing phenomena were first studied in relation to the range and range-rate resolution capabilities of a radar system $^{46,66,70}$. The results obtained in this respect would also be applicable to communication systems (e.g. multipath and multiple-access systems) in which the demodulator is operated without synchronization and threshold devices are used to detect the received data signals. However, communication systems have the advantage that they can make use of the nominal transmission rate in establishing demodulator synchronization according to the well known synchronization techniques $^{26-30,98}$.

2.4.7 Frequency-Concentrated Interferences

According to Section 1.7, a large duration-bandwidth product pulse compression signal of duration $T$ and bandwidth $F$ may be viewed as a sequential/parallel superposition of FT unitary duration-bandwidth product elementary signals. This fact indicates that the pulse compression signal is capable of enhancing communication reliability and security against those interferences which can only destroy some, and not all, of its elementary components. This is because such interferences can only partially distort, but cannot completely destroy, the pulse compression signal.
Consider, for example, a spread spectrum pulse compression signal. Under particular conditions, this signal may be used to combat such elementary frequency-concentrated interferences as narrowband jamming and frequency-selective fading (thereby eliminating the need for frequency diversity reception). To show this, let the spread spectrum pulse compression signal in question, its spectrum, its duration and its bandwidth be denoted by \( s_k(\sigma), S_k(f), T_k \) and \( F_k \) respectively. Let the frequency-concentrated interference, its spectrum, its duration and its bandwidth be denoted by \( s_i(\sigma), S_i(f), T_i \) and \( F_i \) respectively (where \( F_i << F_k \) and \( F_i T_i = 1 \)). It is possible to model this interference in the time-domain by the following constant-frequency carrier

\[
s_i(\sigma) = A_i R_{T_i}(\sigma)e^{j[2\pi f_i \sigma + \alpha_i]}
\]  
(2.13)

In this relation, \( \sigma \) indicates time and \( f_i \) is the carrier frequency. The amplitude \( A_i \) and the phase \( \alpha_i \) are both assumed to be constant over \( T_i \). \( R_{T_i}(\sigma) \) is the so-called Rect function defined as

\[
R_{T_i}(\sigma) \triangleq 1, \quad |\sigma| < \frac{T_i}{2}
\]

\[
= 0, \quad |\sigma| > \frac{T_i}{2}
\]  
(2.14)

Taking the integral Fourier transforms of both sides of (2.13) gives

\[
S_i(f) = A_i \frac{\sin\pi(f_i-f)T_i}{\pi(f_i-f)} e^{j\alpha_i}
\]  
(2.15a)
which, for large $T_1$, reduces to
\[ S_1(f) = A_1 \delta(f-f_1) e^{j\alpha_1} \] (2.15b)

This relation expresses the obvious fact that a frequency-concentrated interference can be modelled in the frequency-domain by a frequency-impulse.

Assuming that $f_1$ lies within the bandwidth $F_k$ of the pulse compression signal, use can be made of Subsections 1.3.1 and 1.5.2 to show that the output of the filter matched to this signal in response to the given frequency-concentrated interference is given by
\[ \chi_{ik}(t,v) = A_1 S_k^*(f_1) e^{j[2\pi f_1 t + \alpha_1]}, \quad |t| \leq \frac{T_1 + T}{2} \] (2.16a)

which, on writing $S_k(f) = |S_k(f)| e^{j\phi_k(f)}$, reduces to
\[ \chi_{ik}(t,v) = A_1 |S_k(f_1)| e^{j[2\pi f_1 t - \phi_k(f_1) + \alpha_1]} e^{j\phi_k(f_1)} |t| \leq \frac{T_1 + T}{2} \] (2.16b)

where $v$ is the frequency-shift between the central frequencies of $s(\sigma)$ and $s_k(\sigma)$.

Comparing this relation with (2.13) shows that while the input interference undergoes a phase-shift $-\phi_k(f_1)$ and a processing gain $|S_k(f_1)|$, its duration is neither compressed nor expanded through processing.

Relation (2.16b) shows that the interference level at $t=0$ (the sampling instant of the matched filter output) is given by $\chi_{ik}(0,v)$ where
\[ \chi_{ik}(0,v) = A_1 |S_k(f_1)| e^{j[\alpha_1 - \phi_k(f_1)]} \] (2.17)
This relation indicates that the interference level at \( t=0 \) depends on the phase \([a_i - \phi_k(f_i)]\) and cannot exceed \( A_i |S_k(f_i)|\), the worst interference level. Making use of (2.17) and the fact that the value at \( t=0 \) of the response resulting from passing the pulse compression signal through its matched filter is \( x_{kk}(0,0) \) shows that

\[
\text{Signal-to-interference amplitude ratio at } t=0 = \frac{x_{kk}(0,0)}{x_{ik}(0,v)} \quad (2.18)
\]

The value of this ratio determines the pulse compression signal performance against the assumed frequency-concentrated interference. The minimum value of this ratio needed to secure acceptable system performance can only be determined on an experimental basis.

It is convenient in the present case to write

\[
\text{Interference power gain} \Delta \frac{\text{maximum output interference power at } t=0}{\text{average input interference power}} \quad (2.19a)
\]

The numerator in this relation is given by \( A_i^2 |S_k(f_i)|^2 \) according to (2.17) and the denominator is given by \( A_i^2 \) as can be seen from (2.13). Thus, (2.19a) reduces to

\[
\text{Interference power gain} = |S_k(f_i)|^2 \quad (2.19b)
\]

It is possible in the present case to make use of the terminology of Subsection 2.4.2 concerning the Gaussian noise case to write

\[
\text{Input-output signal-to-interference ratio gain} \Delta \frac{\text{signal power gain}}{\text{interference power gain}} \quad (2.20a)
\]

Making use of (2.19b) and the fact that the signal power gain
is of the order of $F_k T_k$ according to (1.70), (2.20a) reduces to

$$\text{Input-output signal-to-interference ratio gain} = \frac{T_k F_k}{|S_k(f_1)|^2} \quad (2.20b)$$

Comparing (2.20b) with (2.9) shows that the pulse compression signal immunity to both AWGN and frequency-concentrated interference increases with its duration-bandwidth product. The minimum value of this product needed for acceptable performance can be determined on an experimental basis. However, the pulse compression signal performance does not depend on its spectrum $S_k(f)$ in the AWGN case but does depend on this spectrum in the frequency-concentrated interference case. In fact, (2.20b) implies that this performance improves as the maximum value of $|S_k(f)|$ decreases. Relation (2.20b) also indicates that if $f_1$ is known, it is generally possible to reduce the effects of the frequency-concentrated interference by proper spectrum weighting at the receiver.

Relation (2.20b) also implies that unitary duration-bandwidth product narrowband signals (e.g. the familiar ASK, PSK and FSK signals) cannot be used to jam a spread spectrum pulse compression signal of large duration-bandwidth product. However, it can be seen that the reciprocal of (2.20b) is a measure of the efficiency with which a spread spectrum pulse compression signal can jam a narrowband signal. This efficiency increases with the duration-bandwidth product of the pulse compression signal.

The preceding results have been obtained for the case of an isolated frequency-concentrated interference which can be
modelled by $s_i(\sigma)$ of (2.13) whose amplitude $A_i$ and phase $\alpha_i$ are both assumed to be constant at least over $T_k$. These results can also be extended to the case where many such interferences occur simultaneously. They can also be extended to the case of any frequency-concentrated interference with an arbitrary known form. This can be done by substituting this known form for $s_i(\sigma)$ in the derivations above. The extension of these results to the case where $A_i$ and $\alpha_i$ are unstable or random over $T_k$ is a more difficult problem which can be solved only by making use of statistical methods.

2.4.8 Time-Concentrated Interferences

A time-concentrated interference may be treated as the dual of a frequency-concentrated interference of the type considered in the previous subsection. While frequency-concentrated interferences can be dealt with by making use of spread spectrum pulse compression techniques, time-concentrated interferences can be dealt with by making use of spread duration pulse compression techniques.

It is obvious that a time-concentrated interference can only distort a pulse compression signal of spread duration. That is, such a signal can be used to combat impulse-like interferences including short term fading and isolated noise impulses. To show this, let the spread duration pulse compression signal, its duration and its bandwidth be denoted by $s_k(\sigma)$, $T_k$ and $F_k$ respectively. Let the time-concentrated interference, its duration and its bandwidth be denoted by $s_i(\sigma)$, $T_i$ and $F_i$ respectively (where $T_i \ll T_k$ and $T_i F_i \approx 1$). Such an interference
can be represented by a time-impulse. Let this impulse be centred at an instant which lies within $T_k$. According to Section 1.5, the output of the filter matched to $S_k(\sigma)$ in response to the interfering impulse $s_i(\sigma)$ is essentially $S_k^*(-\sigma)$. This implies that a time-concentrated interference undergoes duration expansion on passing through a filter matched to a spread duration pulse compression signal. This phenomenon is the opposite of that of duration compression considered in Section 1.7 and exhibited by the pulse compression signal itself when passed through its matched filter.

According to Section 1.7, the duration-compressibility associated with the perfect matched filtering of the pulse compression signal $S_k(\sigma)$ results in a processing power gain $\frac{F_k T_k}{F_k T_k}$. The same method used to prove this fact can also be used to show that the duration-expandability accompanying the processing of the time-concentrated interference $s_i(\sigma)$ by the filter matched to $S_k(\sigma)$ results in a processing power loss. This loss can be shown to be of the order of $F_k T_k$ on the assumption that the effective duration of $s_i(\sigma)$ is of the order of $\frac{1}{F_k}$ and that its processing power loss is given by the ratio: \[
\frac{\text{peak instantaneous input } s_i(\sigma) \text{ power}}{\text{mean output } s_i(\sigma) \text{ power}}.
\]

Thus, the processing signal-to-interference power ratio gain in the present case is $(\frac{F_k T_k}{F_k T_k})^2$. This indicates that pulse compression techniques are more capable of combating time-concentrated interferences than they are capable of combating AWGN and frequency-concentrated interferences where the processing power ratio gain is only of the order of $F_k T_k$. 

2.4.9 Impulse Noise

The utility of pulse compression techniques for combating isolated frequency-concentrated and time-concentrated interferences has already been examined in the previous two subsections. The question now arises concerning the utility of these techniques for combating groups of such interferences. Most important in this respect is the impulse noise.

Impulse noise is usually unavoidable in practice. It is most serious in digital data transmission. It may introduce or destroy digits\(^7,25,120\). There are two known procedures for combating impulse noise. The first procedure makes use of error detection and correction coding techniques\(^7\). The second procedure makes use of modulation and signal design techniques. In this latter approach, the main problem is to develop a sufficiently realistic mathematical model of impulse noise. Such a model would clearly be statistical in nature and should account for the amplitudes, durations and time-distribution of impulses. Various models have been suggested in this respect\(^7,11,114,121,122\).

In its simplest form, impulse noise can be modelled by a Gaussian process\(^11\). Here, impulse noise takes the form of a stream of approximately isolated statistically independent identical impulses of high mean temporal density. In this case, the central-limit theorem applies and impulse noise approaches Gaussian form. Pulse compression techniques are as efficient in combating this type of impulse noise as they are in combating Gaussian noise as was explained in Subsection 2.4.2.
The Gaussian model of impulse noise is not applicable in most practical situations. The fact that there is no universally acceptable impulse noise model makes it difficult to examine the performance of pulse compression techniques against this type of noise in any detail. In fact, some related work has been reported in this respect concerning the so-called smear-desmear techniques\textsuperscript{7,114,123,124} which have often not performed in practice as expected in theory\textsuperscript{7}. However, it is intuitively clear that pulse compression signals can generally be expected to excel over ordinary elementary signals in combating impulse noise although they cannot be expected to be as capable in this respect as they are capable of combating isolated impulses.

2.5 Free Space Data Transmission by Pulse Compression

Free space channels have been playing an increasingly important role in the fields of surface-surface, surface-space and space-space civil and military radio and satellite digital communications in the different frequency bands. These channels may be perturbed by a variety of man-made and natural system and channel disturbances such as imprecise synchronization, oscillator drifts and Doppler shifts, background noise, impulse noise, jamming, fading, interferences, and multipath echoes. These disturbances may result in envelope distortion, phase shifts and reduced phase coherence, and temporal and spectral overlapping of data signals which may lead to digit distortion or cancellation giving rise either to isolated errors or to bursts of errors of varying lengths.

Free space channel disturbances have been studied for a relatively long period of time and much effort is still being
devoted to analyzing, comparing and minimizing their effects, assuming different channel models and various data signal sets 6,10,23,40,100,124-128. The principal design object in this respect is to reduce the effects of the different perturbations in such a way that the background noise becomes the main determinant of $P_e$. It can be seen from the previous section that it is generally easier to achieve this with large duration-bandwidth product pulse compression signals rather than with the unitary duration-bandwidth product ordinary narrowband signals. The so-called RAKE spread spectrum pulse compression techniques are the earliest known attempts in this field 5,108,129,130. Since then, other pulse compression techniques (e.g. the LFM technique) have also been considered in this respect 98,100,107-110,131-137.

As was shown in the previous section, pulse compression techniques can solve the problem of temporal and spectral signal overlapping in general. This result may, for example, be applied to the case of temporal signal overlapping which results from multipath echoes that may be scattered off the ionosphere, land and sea. The occurrence of such echoes is usually enhanced by the fact that most free space applications make use of fixed omnidirectional or semi-directional aerials rather than steerable directional ones. Consider, for example, the case where two consecutive identical primary signals are received through the shortest direct path and an echo of the leading primary signal is received through a longer delayed path. Obviously, this situation may lead to fading through overlapping between the leading primary signal and its echo.
or to intersymbol interference through overlapping between this echo and the lagging primary signal. In order to minimize the effects of this kind of fading and intersymbol interference and, hence, to enhance correct detection, the echo (whose amplitude is generally lower than that of the corresponding primary signal) must be resolvable from both primary signals. Assuming a signal of duration $T$ and bandwidth $F$ and making use of (2.12) show that the echo will be resolvable from the leading primary signal if

$$\text{Minimum multipath} \quad \text{differential delay} > T_r$$  \hspace{1cm} (2.21)

where $T_r$ is the effective duration of the temporal autocorrelation function (i.e. the matched filter response) of the signal under consideration.

Making use of the fact that $T_r = \frac{1}{F}$, relation (2.21) shows that a spread spectrum pulse compression signal is generally superior to an ordinary narrowband signal from the viewpoint of resolving a primary signal from its echo received with minimum multipath differential delay.

Again, making use of (2.12) shows that the echo will be resolvable from the lagging primary signal and will not be detected as if it were an actually transmitted signal if

$$\text{Transmitted pulse} > \text{Maximum multipath +} \quad T_r \quad \text{repetition period} \quad \text{differential delay}$$  \hspace{1cm} (2.22)

This relation imposes an upper bound on the maximum possible transmission rate. It indicates that this rate
decreases with the maximum multipath differential delay and increases with signal bandwidth (since \( F \approx \frac{1}{T_r} \)). It also indicates that a spread spectrum pulse compression signal is generally superior to an ordinary narrowband signal from the viewpoint of resolving the lagging primary signal from the echo of the leading signal and rejecting this echo as an actually transmitted signal.

It can be seen that if both (2.21) and (2.22) are satisfied and if well-synchronized and gated sampling of the matched filter output takes place every transmission period, the demodulator will only detect the two primary signals and will ignore the echo. It can also be seen from these two relations that a spread spectrum pulse compression signal generally has a more effective echo rejection capability than an ordinary narrowband signal.

2.6 **Basic Pulse Compression Communication Systems**

A digital pulse compression communication system makes use of a pulse compression modulator signal set (or transmitter signature). Most basic in this respect are the FM, Time-Hopping (TH), Direct Sequence (DS) and Frequency-Hopping (FH) systems which, respectively, employ FM, TH, DS and FH pulse compression modulator signal sets (see Subsection 2.1.2). A usually Pseudo Noise (PN) digital code with a rate >> data rate is used to control the discrete shifting of the TH signal amplitude (between the levels 1 and 0) in the TH system, the DS signal phase in the DS system and the FH signal frequency in the FH system. This PN code should also have the proper qualities concerning its linearity or nonlinearity, correlation
properties, length, rate and implementability, depending on the particular application under consideration.

The basic FM, TH, DS and FH digital pulse compression communication systems are all Spread Spectrum (SS) systems in the sense that each employs an RF signal transmission bandwidth which is: (i) significantly exceeding (e.g. at least 10 times) the data signal bandwidth, and (ii) relatively independent of the data signal. Usually, the choice of this RF transmission bandwidth is based on such factors as the desired SS-system capabilities, the available bandwidth and the transmission characteristics of the propagation medium.

A digital SS-communication system may be implemented in a variety of ways making use of the signal generation-processing techniques described in Section 2.3. However, the actual mechanization of the transmitter and receiver in such a system obviously depends on the type of its SS-modulator signal set and the related practical considerations. In any case, it should be noted here that AM is not usually used in most practical digital SS-communication systems. This is mainly due to the facts given in Subsection 2.2.1 and the fact that AM generally implies the transmission of a large peak power, easily observable signal instead of a constant power one with low detectability. Thus, SS-transmitters are normally operated at constant power levels. The only exception to this is the TH transmitter which is turned on and off by the keying PN code under the constant power constraint.
The general pulse compression properties and advantages outlined earlier in this chapter are shared by the various SS-techniques. This does not imply, however, that all these techniques are absolutely equivalent. In fact, each technique is characterized by its own capabilities and, thus, may only excel in certain practical situations. It is frequently necessary to employ a hybrid SS-technique combining two or more of the four basic SS-techniques. Hybrid SS-techniques generally extend the usefulness of the basic SS-techniques. They also may enhance system implementation\textsuperscript{108}.

An FM signal may, for example, be viewed as a limiting case of an FH signal in which the frequency is hopped according to the prescribed FM law. Thus, the FM law of an analogue coded FM signal lacks the arbitrariness and large number of degrees of coding freedom associated with the keying SS-code of the discrete coded TH, DS and FH signals. This implies that while the figure of merit of an FM signal is determined by its duration-bandwidth product, the figure of merit of a TH, DS or FH signal is determined by its duration-bandwidth product along with the quality of its SS-code. This also implies that FM signal generation/modulation and processing differ from the generation/modulation and processing of TH, DS and FH signals from the viewpoint of simplicity, flexibility and methods of realization. This also implies that the transmitter-receiver synchronization in an FM system may be mainly confined to carrier frequency and phase acquisition and tracking and does not involve the additional more complicated problem of SS-code and code-clock acquisition.
and tracking characteristic of TH, DS and FH SS-systems. Moreover, this implies that the FM SS-technique is generally less capable than the TH, DS and FH SS-techniques from the point of view of enhancing communication privacy and, hence, immunity to hostile measures. In fact, only the discrete coded signal SS-techniques can employ cryptographically secure SS-codes (see Subsection 2.4.4) or coincident data and SS-code clocks (in such a way that the data cannot be read by a receiver having no prior knowledge of the SS-code). Nevertheless, this deficiency of the FM SS-technique can be minimized, at least in principle, by making use of the FH/FM hybrid SS-technique in which the starting frequency of an FM SS-signal is keyed by a PN code. The DS/FM hybrid SS-technique (in which the initial phase of an FM SS-signal is keyed by a PN-code) is not similarly useful in this respect, although it can improve the interference rejection capability of the FM SS-technique.

The TH SS-technique is characterized by the simplicity of generating the transmitted signal and is good for ranging and Time-Division Multiplexing (TDM). TH SS-signalling is vulnerable to tone jamming which is transmitted at the TH signal centre frequency, either continuously or according to the TH SS-code. This explains why the TH SS-technique is frequently replaced by the FH/TH hybrid SS-technique in which the SS-code controls both the transmitted frequency and the time of transmission. The TH SS-technique may also be combined with the DS SS-technique to form a TH/DS hybrid SS-technique employing a time-hopped DS signal. The FH/TH and TH/DS techniques can both be used to aid in traffic control and
in reducing the near-far problem in DS multiplex systems
(see next section).

The coherent DS SS-technique is the most studied and widely
used SS-technique. It is usually the standard against which all
other SS-techniques are measured. DS SS-systems are vulnerable
to frequency-concentrated interferences. According to (2.20b),
this vulnerability depends on the interference level and
frequency and decreases with the employed signal duration-
bandwidth product (i.e. with the SS-code length). DS SS-systems
are more complex than FM SS-systems and simpler than FH SS-systems.
The DS SS-technique may be combined with the FH SS-technique by
hopping the centre frequency of a DS signal. The resulting FH/DS
hybrid SS-technique is relatively easier to implement than either
the DS or the FH SS-techniques and can be used to achieve higher
spectrum-spreading and discrete address capabilities and to
reduce the near-far problem in DS multiplex systems.

The usually noncoherent FH SS-technique employs a frequency
synthesizer driven by an SS-code generator. FH SS-systems are
becoming increasingly practicable as improved, small, light,
stable, inexpensive and rapid-response and switching frequency
synthesizers, which are capable of generating thousands of
reasonably discrete frequency choices, become available. The
FH SS-technique is generally immune to frequency-concentrated
measures and interferences. It is however, vulnerable to
relatively strong multitone interferences which have partially
or completely identical spectral structures. Also, this technique
usually suffers from the unavoidable Doppler and drift frequency-
shifts and from phase-shifts accompanying the frequency-hopping
action.
2.7 Multiple-Access Pulse Compression Systems

The problems of improving multiple-access techniques and of reducing redundant information by data compression are becoming increasingly important as the demand increases for both higher communication capacity and quality with minimum electromagnetic compatibility complications of both intersystem and intrasystem interferences\textsuperscript{138,139}. Accordingly, this section gives a brief and basic account of the problem of multiple-access in general, and of the problem of multiple-access by pulse compression in particular.

The choice of a specific signal set for a particular multiple-access application is usually based on both practical and theoretical considerations. Theoretically, the necessary and sufficient condition for signals transmitted simultaneously over a common linear channel to be completely separable through linear operations in the receiver is that every one of these signals belongs to one unique signal set which is itself a member of a family of linearly separable signal sets. Two signal sets are said to be linearly separable if:

(i) each one of them is linear in the sense that it contains every finite linear combination of its elements, and (ii) the two sets are mutually disjoint in the sense that they do not share a common element except the null signal\textsuperscript{140}.

The linear separability of signal sets may be based on their respective disjoint locations along the time-axis,
on their respective disjoint locations along the frequency-axis or on their respective structures. The first case corresponds to Time-Division Multiplexing (TDM), the second case to Frequency-Division Multiplexing (FDM) and the third case to the so-called Structural Multiplexing (SM). TDM generally requires time regulation and buffers. FDM generally requires frequency regulation and buffers. SM obviously permits temporal and spectral signal overlapping and, thus, may not need time and frequency regulation or may only need minimal such regulation. The former case corresponds to the so-called "random-access SM", where signals are transmitted asynchronously through the common channel in a statistically random manner. The latter case corresponds to the so-called "organized SM". Compared to TDM and FDM, SM is generally more flexible and efficient from the viewpoint of channel loading and utilization.

Consider an arbitrary family of linearly separable signal sets and let only one signal be selected from each of these sets. The number of such selected signals that can be transmitted simultaneously over a particular linear channel and completely separated through linear operations in the receiver cannot exceed an upper maximum limit which is determined by the prevailing conditions. However, it is possible to exceed this limit in two ways: (i) by allowing the linearly separable signal sets (from which the transmitted signals are selected) to exhibit some degree of mutual linear inseparability (whereby the transmitted signals
will exhibit some practically tolerable degree of mutual interference), and (ii) by adopting nonlinear processing techniques in place of linear processing techniques. In any case, there is always an upper bound on the amount of information that can be transmitted over a given channel during a given time and recovered with arbitrarily small error in the receiver. For example, the maximum amount of information that can be transmitted in a time $T$ in the form of a completely unpredictable sequence of independent bits over an AWGN channel of bandwidth $F$ (and recovered with an arbitrarily high reliability in the receiver) cannot exceed Shannon's bound of $CT$ bits, $C$ is the channel capacity given by

$$C = F \log_2(1 + p/N_o F) \text{ bit/sec} \quad (2.23)$$

where $p$ is the total transmitted signal power and $N_o$ is the one-sided noise spectral power density.

Relation (2.23) states the general conditions for reliable multiplex transmission in an AWGN background. It implies that this transmission is possible only when the bandwidth $F$ of the channel exceeds that of the signals to be transmitted or when the signal-to-noise ratio $p/N_o F$ exceeds that required for reliable signal reconstruction in the receiver.

Consider the class of linearly independent signals and let each one of these signals be associated with the signal
set that comprises all the signals which are linearly dependent on it. It can be seen that the resulting signal sets are linearly separable. Again, consider the signal space which accommodates all signals sharing a common bandwidth $F$ and a common duration $T$. It can be seen that this space is a $2FT$ - dimensional space which can accommodate a maximum of $2FT$ linearly independent signals which span it. These facts imply that the maximum number of linearly independent signals that can be transmitted simultaneously during a time $T$ over a common linear channel of bandwidth $F$ (and are completely separable by linear operations in the receiver) is $2FT$. This maximum number of $2FT$ signals can convey a maximum total of $2FT\log_2 L$ bits (i.e. each signal can convey a maximum of $\log_2 L$ bits) if the receiver is capable of distinguishing $L$ signal-levels under the prevailing conditions. This result checks with the Nyquist expression which gives the maximum amount of information that can be conveyed by sequentially transmitting $2FT$ different voltages (or other symbols) over a noiseless channel of bandwidth $F$ at a rate of $2F$ voltages per second (in the form of a signal of duration $T$ and bandwidth $F$) and making use of a receiver capable of distinguishing $L$ voltage-levels.

Orthogonality (see (1.16)) is the most common form of linear independence usually adopted in practical multiple-access systems such as the TDM, FDM and orthogonal SM systems. In TDM, signal orthogonality is based on
disjoint signal location along the time-axis. In FDM\textsuperscript{23}, signal orthogonality is based on disjoint signal location along the frequency-axis. In orthogonal SM, signal orthogonality is based on signal structure rather than signal location along the time- and frequency- axes. Many structurally orthogonal signal sets have been reported in this respect\textsuperscript{72,141}.

Strict signal orthogonality cannot be achieved in practice for both theoretical and practical reasons. Thus, multiplexing with a set of supposedly orthogonal signals usually reduces to multiplexing with a signal set whose members are quasi-orthogonal exhibiting some mutual interference. This interference increases with, and does therefore limit, the ratio between the number of the simultaneous active users of the multiplex system and the total number of subscribers.

An SM multiplex system can, for example, make use of a set of pulse compression signals each of which belongs to a unique member of a family of signal sets which are structurally linearly separable in a strict or an approximate sense. Such a pulse compression signal set may consist of signals that are strictly or approximately structurally linearly independent (e.g. orthogonal or quasi-orthogonal). A pulse compression SM system which makes use of a set of spread spectrum pulse compression signals that share the same common bandwidth is usually described as a Spread Spectrum Multiplex (SSM) system.
It has been shown that in an AWGN background, the linear correlation predetection processing techniques are optimum for signal separation in the receiver. It has also been shown that these techniques are most efficient in the case of pulse compression signals. These facts imply that in addition to its superior structural multiplexing and simultaneous random-access capabilities, a pulse compression SM multiplex system using correlation predetection processing techniques also has the following advantages:

(i) Like any other pulse compression communication system, this multiplex system has the properties outlined earlier in this chapter. For example, this multiplex system is capable of minimum temporal and spectral power-density signalling as well as of combating such phenomena as additive Gaussian noise, impulse noise, temporal and spectral signal overlapping, echoes, interferences and hostile detection (for the purposes of eavesdropping, jamming or interception).

(ii) Every subscriber in this multiplex system has his own unique subset of correlation processors. Each of these processors can optimally process only one particular pulse compression signal and suppresses, or rejects, all other signals and interferences. This implies that in this multiplex system, every subscriber is characterized by his own unique pulse
compression signal subset which must be used by the other subscribers in addressing and communicating with him. These facts imply that the organization of this multiplex system can be based on appropriate signal allocation and that this system has secure and antispoof communication capabilities.

The fact that the pulse compression signal subset assigned to each subscriber in an SM multiplex system forms his characteristic address implies that this system belongs to the general class of Code-Division Multiplex (CDM) systems where each subscriber is characterized by his own unique address\(^{142}\). CDM systems also include the class of the so-called Multiple-Access Discrete Address (MADA) systems which may be Random-Access Discrete Address (RADA) or Self-Organizing Multiple-Access Discrete Address (SOMADA) systems\(^{143}\).

(iii) A pulse compression signal is characterized by a large duration-bandwidth product and, hence, by a large number of degrees of freedom. This implies that it is possible to construct a set of a relatively large number of pulse compression signals of acceptable auto- and cross-correlation properties by applying a proper parameter selection scheme to a given generic pulse compression signal. Such
a pulse compression signal set can obviously be used for structural multiplexing between a correspondingly large number of active subscribers. Pulse compression signals are superior in this respect to the unitary duration-bandwidth product signals in common use such as the ASK, PSK and FSK signals.

The pulse compression multiple-access techniques in general, and the spread spectrum multiple-access techniques in particular, seem to be promising candidates for a variety of military and commercial applications by making use of the existing guided and radio channels in the different regions of the electromagnetic spectrum. These applications include, for example, rural telephony, air traffic control, multi-user computer communication networks and mobile and satellite multiple-access communication systems. Some progress has recently been, and continues to be, made in this direction,\(^{98, 107-110, 144}\). However, many theoretical and practical problems are still either undefined or unsolved in this respect,\(^{27,98,107-110,144}\). These problems include those problems which are common to all pulse compression communications applications and which are outlined in the following section. They also include those particular problems which are associated with pulse compression multiplex system implementation, channel allocation and bandwidth requirements, peaceful coexistence with the conventional multiplex systems, cost, operation, control,
active loading efficiency, possible billing difficulties and reliability and performance analysis with or without information and/or pulse compression signal coding in the presence of disturbances which can be defined or which lack a known characterization (including the multiplex system so-called near-far self-jamming).

2.8 Conclusions and Comments

It can be seen from the preceding brief discussion that the large duration-bandwidth product pulse compression signals are theoretically superior in many ways to the unitary duration-bandwidth product signals such as the ASK, PSK and FSK signals. The full utilization of this superiority in practice requires, however, tackling the many heretofore unformulated or unsolved theoretical and practical problems related to the design, generation, transmission, channel requirements, processing and applications of pulse compression signals. Much effort is still needed to tackle such problems and to develop new devices which are compatible with pulse compression techniques. Moreover, the associated problem of terminology and system standardization has to be considered along with that of operator and maintenance personnel training. This would make it possible to realize and popularize the potential use and capabilities of pulse compression communication systems.

Though the basic pulse compression concepts have been known to workers in radar since World War II, the subject
of communication by pulse compression is only about 15 years old and only recently has enjoyed some publicity. This is mainly due to: (i) the fact that pulse compression techniques and applications have mostly been classified and confined to the defence community, and (ii) the fact that the implementation of pulse compression communication systems required an advanced technology which was generally either unattainable or not feasible for commercial purposes.

The recent increasing publicity of the subject of communication by pulse compression is probably due to: (i) the attractive potential capabilities of pulse compression techniques for commercial as well as military multiple-access applications, and (ii) the recent technological achievements brought about by microminiaturization, LSI, SAW and CCD techniques. Such achievements are making and continue to make pulse compression system implementation simpler and more compact and feasible.

Although much information has been published in both the West and East on the subject of communication by pulse compression, much remains classified and unknown in this respect. The published work is mainly concerned with the still challenging theoretical and practical problems related to:

(i) The design, generation, transmission and processing of large duration-bandwidth pulse compression signals in general, and the phase-shift coded and frequency-shift coded spread spectrum signals in particular.
(ii) The immunity of pulse compression communication systems, in both isolated and dense environments, to hostile detection, eavesdropping, interception and jamming as well as to known and unknown time-variant and invariant interferences which are structurally related or unrelated to the employed pulse compression signals.

(iii) The possible improvement of the pulse compression communication system performance by making use of information and/or signal coding techniques.

(iv) The guided and radio channels that can be used for different purposes for data transmission by pulse compression, either exclusively or otherwise, in such a way that pulse compression systems can coexist with the conventional systems without seriously interfering with them or degrading their performance.

(v) The potential commercial and military applications of pulse compression for data transmission (e.g. privacy antijam, antiumltipath, anti-intercept, minimum power-density, satellite, navigation, interference-immune, discrete address and multiple-access signalling).

(vi) The synchronization techniques involving rapid pulse compression code, frequency and phase acquisition and tracking.

(vii) The implementation of pulse compression communication
systems and the devices required for this purpose.

Pulse compression techniques in general, and spread spectrum techniques in particular, cannot be expected to solve every problem and are not always best for every application. They represent, however, a new approach and often provide capabilities which are not shared by the older, conventional, techniques. They must be considered whenever they are advantageous.

Much effort is being spent in the field of communication by pulse compression. As a modest contribution to this effort, the following chapters investigate some of the problems associated with the utilization of the linear FM pulse compression technique for digital data transmission.
DATA TRANSMISSION BY LINEAR FM PULSE COMPRESSION

This chapter includes a systematic study of the candidacy of the class of Linear LFM signals for digital data transmission. It formulates the correlation properties of this class of signals and exploits these properties mainly to establish its signal design and performance criteria. The results are obtained for the case of analogue signal generation and processing and may be extended to the digital case.
3.1 Introduction

This section introduces the Linear FM (LFM) signal in general, and the LFM signal with rectangular envelope (the chirp signal) in particular.

3.1.1 The Linear FM Signal \(^{46,66,113}\)

The linear FM signal may be "active" or "passive" depending on whether it is generated actively or passively (see Section 2.2). Since the active and passive forms of a given signal may be treated as duals, it is enough to confine the present discussion to the case of the active linear FM signal.

A set of \(N\) real LFM signals may be expressed in the general form (see (1.10))

\[
x_{\xi}(\sigma) = a_{\xi}(\sigma) \cos \theta_{\xi}(\sigma), \quad |\sigma| \leq \frac{T_{\xi}}{2}, \quad \xi = 1, \ldots, N
\]

\[
= 0, \quad |\sigma| > \frac{T_{\xi}}{2}, \quad \xi = 1, \ldots, N
\]  

(3.1)

In this relation, \(\sigma\) indicates time and \(x_{\xi}(\sigma)\) is the \(\xi\)th real LFM signal whose duration, envelope and phase-function are \(T_{\xi}, a_{\xi}(\sigma)\) and \(\theta_{\xi}(\sigma)\) respectively. Also, \(a_{\xi}(\sigma)\) is assumed to be real and even in \(\sigma\) and \(\theta_{\xi}(\sigma)\) is assumed to have the real parabolic form

\[
\theta_{\xi}(\sigma) \Delta \alpha_{\xi} + 2\pi f_{\xi} \sigma + \pi v_{\xi} \sigma^2
\]  

(3.2)
In this relation, $\alpha_\lambda$ is the phase of $x_\lambda(\sigma), f_\lambda$ is its mean frequency and $\mu_\lambda$ is the slope of the straight line representing the relationship between its instantaneous frequency $f_{\text{inst}}^\lambda(\sigma)$ and time, where

$$f_{\text{inst}}^\lambda(\sigma) \equiv \frac{1}{2\pi} \frac{d\varphi_\lambda(\sigma)}{d\sigma} = f_\lambda + \mu_\lambda \sigma$$  \hspace{1cm} (3.3a)

This linear FM law is depicted in Fig. 3.1 where it is assumed that $\mu_\lambda$ is expressed as

$$\mu_\lambda \equiv \frac{W_\lambda}{T_\lambda}$$  \hspace{1cm} (3.3b)

in which $W_\lambda$ is the frequency sweep over the signal duration, i.e.

$$W_\lambda = f_{\text{inst}}^\lambda\left(\frac{T_\lambda}{2}\right) - f_{\text{inst}}^\lambda\left(-\frac{T_\lambda}{2}\right)$$  \hspace{1cm} (3.3c)

This relation implies that a positive $W_\lambda$ (or $\mu_\lambda$) corresponds to a frequency up-sweep and a negative $W_\lambda$ (or $\mu_\lambda$) to a frequency down-sweep.
3.1.2. Basic Properties of the LFM Signal

Denoting the number of cycles within \( x_\ell(\sigma) \) by \( n_\ell \) and making use of (3.3a) shows that

\[
  n_\ell = \int_{-T_\ell/2}^{T_\ell/2} f_{\text{inst}}(\sigma) d\sigma = f_\ell T_\ell
\]

(3.4)

which indicates that the number of cycles in a LFM pulse is given by the product of its mean frequency and duration.

It is mathematically more convenient to study the real LFM signal set of (3.1) through the following complex LFM
signal set

\[ y_\lambda(\sigma) = a_\lambda(\sigma)e^{j\theta_\lambda(\sigma)}, \quad |\sigma| < \frac{T_\lambda}{2}, \lambda = 1, \ldots, N \]

\[ = 0, \quad |\sigma| > \frac{T_\lambda}{2}, \lambda = 1, \ldots, N \]  \hspace{1cm} (3.5)

which implies that

\[ x_\lambda(\sigma) = \frac{1}{2} \left[ y_\lambda(\sigma) + y_\lambda^*(\sigma) \right] \]

\hspace{1cm} (3.6)

and, according to Appendix A, that \( y_\lambda(\sigma) \) is the exponential complex representation of \( x_\lambda(\sigma) \).

The spectrum \( Y_\lambda(f) \) of \( y_\lambda(\sigma) \) cannot be found unless the exact form of \( a_\lambda(\sigma) \) is specified. However, it is possible to obtain a fairly accurate expression of \( Y_\lambda(f) \), for any arbitrary \( a_\lambda(\sigma) \), in the practically important case where \( |W_\lambda T_\lambda| > 1 \) (e.g. \( |W_\lambda T_\lambda| > 25 \)). In this case, making use of (B.9) shows that

\[ Y_\lambda(f) \approx \frac{a_\lambda(\mu_\lambda)}{|\mu_\lambda|^\frac{1}{2}} e^{j\left(a_\lambda \pm \frac{\pi}{4} - \frac{\pi(f-f_\lambda)^2}{\mu_\lambda} \right)} \]

\[ \times |W_\lambda|, \quad |f-f_\lambda| < \frac{|W_\lambda|}{2} \]

\hspace{1cm} (3.7)

\[ = 0, \quad |f-f_\lambda| > \frac{|W_\lambda|}{2} \]

where \( \frac{\pi}{4} \) and \( -\frac{\pi}{4} \) in the exponent correspond to the two cases where \( \mu_\lambda > 0 \) and \( \mu_\lambda < 0 \) respectively.

Relations (3.5) and (3.7) show that
(i) For $|W_\ell T_\ell| >> 1$, the spectrum $Y_\ell(f)$ of the strictly duration-limited LFM signal $y_\ell(\sigma)$ is effectively limited to the $f$-range $(f_\ell - \frac{|W_\ell|}{2}, f_\ell + \frac{|W_\ell|}{2})$, which is the same range scanned by $f_{\text{inst}}^{\ell}(\sigma)$ over the duration of $y_\ell(\sigma)$ (see Subsection 2.1.1). Thus, $Y_\ell(f)$ has a bandwidth $\sim |W_\ell|$. This indicates that for $|W_\ell T_\ell| >> 1$, the LFM signal can be adapted to make efficient use of any available bandwidth (e.g. an audio channel).

(ii) For $|W_\ell T_\ell| >> 1$, $a_\ell(\sigma)$ and $|Y_\ell(f)|$ have the same functional form. Moreover, the phase function of $y_\ell(\sigma)$ is quadratic in $\sigma$ and the phase function of $Y_\ell(f)$ is quadratic in $f$. These facts show that the LFM signal is symmetric in time and frequency. This characteristic LFM property makes it relatively easy to handle the LFM signal in theory and practice and to study its dual properties in both domains. It also makes it relatively easy to tackle, for example, the design, weighting and processing problems associated with the LFM signal.

(iii) For $|W_\ell T_\ell| >> 1$, the LFM signal also has a linear "group delay/frequency characteristic" $\sigma_g^\ell(f)$ which may be obtained from (3.7) as

$$\sigma_g^\ell(f) = \frac{f - f_\ell}{\mu_\ell}, \quad |f - f_\ell| \leq \frac{|W_\ell|}{2}$$

(3.8)

This relation and (3.3a) indicate that $\sigma_g^\ell(f)$ and $f_{\text{inst}}^\ell(\sigma)$ are inverse functions of each other (See (B.11)). Relation (3.8) also implies that the LFM matched filter
is essentially a linear dispersive delay line (see (1.64)). This indicates that the LFM matched filter is generally easier to realize than those of other pulse compression signals.

(iv) The LFM t-ν coupling law is the law relating t and ν on the geometrical locus of the main peak of the two-dimensional correlation function \( \chi_{\lambda\lambda}(t, \nu) \) of \( y_{\lambda}(\sigma) \). As a result of LFM symmetry in time and frequency, this law is linear in both t and ν and may be expressed as \( \mu_{\lambda} t + \nu = 0 \) (See Section 3.2). This law implies that a ν-shift in the mean frequency \( f_{\lambda} \) of \( y_{\lambda}(\sigma) \) translates the \( y_{\lambda}(\sigma) \) matched filter response in time from \( t=0 \) to \( t= -\frac{\nu}{\mu_{\lambda}} \). The t-shifted response is usually distorted. However, the resulting distortions decrease with \( |W_{\lambda}/\nu| \) and are negligible for \( |\nu|<<|W_{\lambda}| \). They also may be compensated for, within certain limits and at some cost of SNR \(_o\)-degradation, by making the matched filter bandwidth > input LFM signal bandwidth (\( \approx |W_{\lambda}| \) if \( |W_{\lambda} T_{\lambda}|>>1 \) in such a way as to accommodate the largest expected ν-shift of this signal. Thus, it can be stated that a relatively small ν-shift in \( f_{\lambda} \) simply translates the matched filter response of \( y_{\lambda}(\sigma) \) in time from \( t=0 \) to \( t= -\frac{\nu}{\mu_{\lambda}} \). This is a characteristic LFM property which implies that

(a) Without any need for additional complex correcting circuitry, the optimality with which a matched filter processes its LFM signal \( y_{\lambda}(\sigma) \) exhibits only minimal
sensitivity to channel (e.g. Doppler) and systematic (e.g. oscillator instability) $v$-shifts as long as $|v|<<|W_q|$. Firstly, this implies that the LFM technique is advantageous for data transmission over channels where $v$-shifts are common (e.g. radio links involving moving terminals). Secondly, this implies that the LFM communication system is unique in that the receiver may be operated asynchronously with minimal degradation in its performance (whereas a system such as the DS system always requires precise code, code-clock and carrier frequency and phase acquisition and tracking). Thirdly, this implies that the LFM communication system is, for example, superior to a narrowband FSK system whose performance deteriorates even for very small $v$-shifts\textsuperscript{145}.

(b) A single matched filter can be used for the processing of different $v$-shifted versions of the LFM signal matched to this filter as long as the various $v$-shifts can be tracked and can lead only to practically tolerable response distortions. In this case, the LFM matched filter acts as a spectrum analyzer transforming the $v$-shifted input LFM signals into corresponding $t$-shifted responses. This characteristic LFM property has been utilized in such communications applications as the transmission of analogue information signals by the Pulse Amplitude Modulation FM (PAM-FM) method\textsuperscript{146}, spectrum analysis\textsuperscript{146}, binary and $M$'ary FSK signal detection\textsuperscript{147,148}, frequency acquisition\textsuperscript{21} and digital data transmission
using spectrum-overlapping LFM signals in order to achieve higher transmission rates under bandwidth constraints\textsuperscript{149,150}. On the one hand, this property makes the LFM system considerably simpler and cheaper than other pulse compression systems where a bank of matched filters (correlators) is usually needed because every $v$-shifted ($t$-shifted) version of the same non-LFM signal requires its own matched filter (correlator) in order to avoid intolerable response distortions\textsuperscript{66,70}. On the other hand, this property complicates the problem of simultaneous range/range-rate resolution in a LFM radar system\textsuperscript{66,115}. This LFM deficiency can be removed by transmitting two similar consecutive LFM pulses with reversed slopes instead of a single LFM pulse\textsuperscript{151}. However, this method can be used only in the case where a single target is involved and the pulse repetition rate is so high that the target range-rate does not change noticeably between two consecutive pulses.

The importance of the LFM signal stems from the above-mentioned as well as the following facts:

(v) LFM communication systems can be implemented with circuitry well within the state-of-the-art, exploiting a wealth of experience gained in sonar and radar. They are typical of all pulse compression communication systems and have the general properties, limitations, capabilities and fields of application outlined in
Chapter 2. In fact, communication systems employing FM signals in general, and LFM signals in particular, are relatively simpler, easier to synchronize and implement, cheaper and (in case of successful hostile detection) less capable of enhancing privacy than those systems which employ discrete coded pulse compression signals (e.g. DS, FH and TH signals). LFM capability of enhancing communication privacy can be improved, however, by making use of secure information codes and variable data rates. It can also be improved by employing such hybrid techniques as the FH/LFM technique, whereby the starting frequency of the LFM signal is hopped according to a secure code.

(vi) It was mentioned in Subsection 2.2.2 that the same matched filter can be used for both the generation and optimum processing of a certain category of signals by making use of sideband inversion prior to optimum processing. A typical example of such signals is the LFM signal\textsuperscript{66,151} which is also characterized by the additional advantage that the same matched filter can, within certain limits, handle many of its \textit{\nu}-shifted versions.

(vii) The progressive pulse compression processing techniques described in Subsection 1.7.3 are most relevant in the case of the LFM signal. This is due to the linearity of the FM and group delay laws of this signal as well as to the fact that a single matched filter can, within
certain limits, process many of its $\nu$-shifted versions. The implementation of the progressive pulse compression processing techniques is substantially more difficult in the case of other pulse compression signals, where a bank of processors is needed for the optimum predetection processing of the $\nu$-shifted versions of the same signal.

(viii) Both the FSK and PSK signals can be obtained from the LFM signal by putting $\mu = 0$. This implies that the FSK and PSK signal theories can be seen as two special cases of the LFM signal theory.

(ix) A phase-shift (frequency-shift) coded pulse compression signal may be viewed as a phase-quantized (frequency-quantized) version of a corresponding FM signal. Moreover, any nonlinear FM law may be approximated by a sequence of disjoint linear FM segments. These facts imply that the LFM theory may in principle be extended to the case of phase-shift coded signals, frequency-shift coded signals and nonlinear FM signals, which are generally more difficult to handle, both in theory and in practice. Thus, the LFM signal is not only the basic FM pulse compression signal, but is also basic to the concept of pulse compression in general. A thorough understanding of the LFM pulse compression theory provides a better insight into the problems associated with the other more involved forms of pulse compression.
3.1.3 The Chirp Signal

The present work is mainly concerned with the LFM signal with rectangular envelope. This signal will be conveniently called the "chirp" signal in this work. The name "chirp" was first introduced by B. M. Oliver (now vice-president, Hewlett-Packard Co.) in 1951 in an internal Bell Telephone Laboratories memorandum, probably because the sound effect of an audio LFM signal bears a resemblance to a sound heard in nature. Oliver's words, "Not with a Bang, but a Chirp", referred to a new radar LFM pulse compression technique which has both high range and high range-resolution capabilities. Bell Laboratories were then involved in some of the earliest efforts concerning the development of pulse compression radars\textsuperscript{152}.

The real chirp signal set corresponding to the real shaped LFM signal set of (3.1) may be expressed as

\[ r_\ell (\sigma) = A_\ell R_T (\sigma) \cos \theta_\ell (\sigma), \quad \ell = 1, \ldots, N \] (3.9)

where \( r_\ell (\sigma) \) is the \( \ell \)th real chirp signal (see Fig. 3.2), \( A_\ell \) is an arbitrary real constant, \( R_T (\cdot) \) is the real Rect function defined by (2.14) and \( \theta_\ell (\sigma) \) is given by (3.2).

Again, it is mathematically more convenient to study the real chirp signal set of (3.9) through the following complex chirp signal set
\[ s_\lambda(\sigma) = A_\lambda R_\lambda(\sigma)e^{j\theta_\lambda(\sigma)}, \quad \lambda = 1, \ldots, N \]  
(3.10)

which corresponds to the complex shaped LFM signal set of (3.5).

Making use of (3.7) shows that for \(|W_\lambda T_\lambda| >> 1\), the chirp \(s_\lambda(\sigma)\) has a nearly rectangular spectrum \(S_\lambda(f)\) given by

\[ S_\lambda(f) \approx \frac{A_\lambda}{|\mu_\lambda|^\frac{1}{2}} R |W_\lambda|(f-f_\lambda)e^{j(a_\lambda \pm \frac{\pi}{4} - \frac{\pi(f-f_\lambda)^2}{\mu_\lambda})} \]  
(3.11)

where \(\frac{\pi}{4}\) and \(-\frac{\pi}{4}\) in the exponent correspond to the two cases where \(\mu_\lambda > 0\) and \(\mu_\lambda < 0\) respectively.

Denoting the energy of \(s_\lambda(\sigma)\) by \(2E_\lambda\), one has

\[ 2E_\lambda \triangleq \int_{-T_\lambda}^{T_\lambda} |s(\sigma)|^2 d\sigma = A_\lambda^2 T_\lambda \]  
(3.12)
which implies that $E_\lambda$ is the energy of the real chirp $r_\lambda(\sigma)$ of (3.9).

Numerically integrating the relation $2E_\lambda \triangleq \int_{-\infty}^{+\infty} |S_\lambda(f)|^2 df$ shows that, for $|W_\lambda T_\lambda| > 10$, the chirp signal energy is effectively confined to the f-range $(f_\lambda - |W_\lambda|/2, f_\lambda + |W_\lambda|/2)$ and that the small energy portion lying outside this range decreases with $|W_\lambda T_\lambda|^{152}$.

As a LFM signal, the chirp signal shares the properties and capabilities outlined in the preceding subsection. The chirp signal also has the additional advantage that it can be used to operate the transmitter at constant power level and that it is relatively easier to handle in both theory and practice. However, the chirp signal may have to be replaced, usually at the cost of more sophistication, by a shaped LFM signal or any other suitable non-LFM pulse compression signal in the case where it is desirable to have a signal autocorrelation function with lower side-lobe level and/or weaker t-v coupling properties.

A chirp signal with an ideally rectangular envelope cannot be achieved in practice. This is mainly due to the fact that a physical signal has finite rise and fall times and that distortion and shaping of the signal envelope usually takes place because of system nonlinearities and the unavoidable truncation of the signal bandwidth. Nevertheless, the present discussion assumes that a chirp signal has a strictly rectangular envelope.
3.1.4 Applications of the LFM Pulse Compression Technique

Like other pulse compression techniques, the LFM technique was originally intended (and is now often used) to make it possible for a radar system to have a long range capability (by transmitting a high energy pulse with low peak-power and long duration) along with a high range-resolution capability (by compressing the duration and increasing the effective power of the received echo) under the restrictive system peak-power constraints\textsuperscript{46,66,113,152}.

The fact that the LFM technique combines the typical capabilities of pulse compression with a relative ease of implementation, made it inevitable that great interest should be generated in extending this technique to a constantly increasing number of fields in addition to radar. Such fields include, for example, communications\textsuperscript{108,131-137,145-150,153-161}, space exploration\textsuperscript{137,162}, navigation\textsuperscript{149,163}, sonar\textsuperscript{78}, seismology\textsuperscript{164}, meteorology\textsuperscript{133}, signal processing\textsuperscript{146-148,165}, charged-particle accelerators and measurement technology\textsuperscript{166}.

The utilization of the LFM technique in the field of analogue communication can be achieved by making use of the Pulse Amplitude Modulation FM (PAM-FM) method described by S. Darlington\textsuperscript{146}. The utilization of this technique in the field of digital communications, which will be studied in this chapter, was first proposed by M. R. Winkler\textsuperscript{145}. This author noted that in a variety of applications, digital data can be advantageously transmitted by employing two identical chirps.
with reversed slopes (i.e. a slope-reversal chirp pair) in such a way that one of these two chirps conveys the bit 1 and the other chirp conveys the bit 0. This method was later considered by a number of workers\textsuperscript{131,132,134–137,153,161}. A hybrid combination of this method and frequency hopping has also been described for the protection of the command/control data links of Remotely-Piloted Vehicles (RPV) from hostile interception and measures\textsuperscript{155,159}. In addition to the slope-reversal method, two other methods for the transmission of digital data by chirp techniques have also been reported. The first method employs a suitable chirp signal in an on/off mode\textsuperscript{133,157}. The second method employs a suitable chirp signal either in a CPSK mode or in a DPSK mode\textsuperscript{154,156}. Other methods will be described later in this chapter.

It is anticipated that the utilization of the LFM technique in the field of communications as well as in other fields will continue to increase with passing time. Accordingly, it is hoped that the present study of this technique will prove to be of practical interest.

3.2 Correlation of Two LFM Signals Having Equal Slopes

This section considers the correlation of two chirp signals in particular, and that of two shaped LFM signals in general, on the assumption that the two correlated signals have equal slopes, mostly have large duration-bandwidth products and have equal or different amplitudes, phases, frequencies and durations (or bandwidths).
3.2.1 Autocorrelation Function of the Chirp Signal

Consider the kth member of the complex chirp set (3.10) and let $u_k \overset{A}{=} u$. The normalized autocorrelation function $\chi_{kk}^n(t,0)$ of this chirp can be obtained by substituting it for $s_k(\sigma)$ and putting $i=k$ and $v=0$ in (1.4a), making use of (1.1a) and (3.12). Thus,

$$\chi_{kk}^n(t,0) = \frac{e^{j(2\pi f_k t - \pi ft^2)}}{T_k} \int_0^{T_k} R_k(\sigma) R_k(\sigma-t) e^{j2\pi ft\sigma} d\sigma$$

(3.13a)

The integration limits in this relation can be obtained from (1.2) as $(-\frac{T_k}{2}, \frac{T_k}{2})$ for $t<0$ and $(t-\frac{T_k}{2}, \frac{T_k}{2})$ for $t>0$. Making use of these limits in (3.13a) shows that

$$\chi_{kk}^n(t,0) = (1 - \frac{|t|}{T_k}) \text{sinc} [\mu(T_k - |t|)] e^{j2\pi f_k t}$$

(3.13b)

A detailed study of $\chi_{kk}^n(t,0)$ is possible by making use of Subsections 1.3.2 and 1.7.1. $\chi_{kk}^n(t,0)$ describes the normalized response of the kth chirp matched filter to this chirp. This response is a constant frequency oscillation with mean frequency $f_k$. It has its peak amplitude at $t=0$ with a normalized value 1, an actual duration extending over $|t|<T_k$ and an effective duration $\frac{1}{\text{bandwidth of kth chirp}} \approx \frac{1}{|W_k|}$ if $|W_k T_k| >> 1)$. Thus, the input chirp undergoes a duration compression ratio and a processing power gain which are of the order of its duration-bandwidth product (i.e. $\approx |W_k T_k|$ if $|W_k T_k| >> 1$).
The normalized envelope \( |\chi_{kk}^n(t,0)| \) is given by

\[
|\chi_{kk}^n(t,0)| = |(1 - \frac{|t|}{T_k}) \text{sinc}[\mu t(T_k - |t|)]|
\]

(3.13c)

This relation shows that \( |\chi_{kk}^n(t,0)| \) is even in \( t \) and has its peak amplitude = 1 at \( t=0 \). It also shows that only the central part of \( |\chi_{kk}^n(t,0)| \) which lies in the vicinity of \( t=0 \) has an essentially \( |\text{sinc}(\cdot)| \) form in \( t \). Moreover, it shows that \( |\chi_{kk}^n(t,0)| \) has its first side-peak 13.2 dB below the main peak and the next few side-peaks falling off gradually with \( |t| \).

The actual shape of \( |\chi_{kk}(t,0)| \) depends on \( A_k', T_k \) and \( W_k \) and generally looks as illustrated in Fig. 1.4. According to Subsection 2.4.6., \( |\chi_{kk}(t,0)| \) can be considered as quasi-optimal under the constraint of high side-lobe level.

3.2.2 Correlation of Two Chirps with Only Phase and Frequency Mismatch

Consider a chirp which differs from the kth chirp of (3.10) only in that its phase = \( \alpha_k + \alpha \) and its mean frequency = \( f_k + \nu \). The normalized correlation function of these two chirps may be denoted as \( \chi_{kk}^n(t,\nu) \) and obtained by the same method used to obtain \( \chi_{kk}^n(t,0) \) in the previous subsection.

Thus,

\[
\chi_{kk}^n(t,\nu) = e^{j(\alpha(2\pi f_k t - \pi \mu t^2) + 2\pi f_k t)} \int_{-T_k}^{T_k} \int_{-T_k}^{T_k} e^{j2\pi(\mu t + \nu)\sigma} d\sigma d\theta
\]

(3.14a)
The integration limits in this relation are identical to those obtained for (3.13a). Accordingly,

\[ \chi_{kk}^n(t, \nu) = (1 - \frac{|t|}{T_k}) \text{sinc}[(\mu t + \nu)(T_k - |t|)] e^{j[2\pi f_k + \frac{\nu}{2}] t + \alpha} \]

(3.14b)

A detailed study of \( \chi_{kk}^n(t, \nu) \) is not intended in the present discussion. Theoretically, \( \chi_{kk}^n(t, \nu) \) exists for all \( \nu \)-values. However, it will be effectively negligible for all \( |\nu| > |W_k| \) if \( |W_k T_k| >> 1 \). This can be seen from Subsection 3.1.2(i) along with comment on (1.3), noting that the sweeps of the two chirps have the same sign. \( \chi_{kk}^n(t, \nu) \) satisfies the general properties outlined in Subsection 1.3.2.

For a given \( \nu \), \( \chi_{kk}^n(t, \nu) \) describes the normalized response of the \( k \)th chirp matched filter to an input which is a phase and frequency shifted version of this chirp. This response is a constant frequency oscillation with mean frequency = \( f_k + \frac{\nu}{2} \). Also, this response has an actual duration = 2\( T_k \) extending over the range \( |t| < T_k \) and an effective duration

\[ \frac{1}{\text{Bandwidth of reference chirp} - |\nu|} \left( \sim \frac{1}{|W_k| - |\nu|} \right. \text{ if } |W_k T_k| >> 1 \right) \]

Thus, it can be seen that the response effective duration increases with \( |\nu| \) and that the input chirp undergoes a duration compression ratio and a processing power gain which are of the order of the difference between its duration-bandwidth product and the quantity \( |T_k \nu| \) (i.e. both decrease linearly with \( |\nu| \)).

The envelope \( |\chi_{kk}^n(t, \nu)| \) corresponds to the normalized
ambiguity function of the kth chirp. This envelope can be plotted and studied as a surface extending over the t-v plane. It is given by

$$|\chi_{kk}^n(t,v)| = |(1 - \frac{|t|}{T_k})\text{sinc}[(\mu t + v)(T_k - |t|)]|$$  \hspace{1cm} (3.14c)

This relation shows that for a given v, only the part of $|\chi_{kk}^n(t,v)|$ which lies in the vicinity of t=0 has an essentially sinc(.) form in t. It also shows that $|\chi_{kk}^n(t,v)|$ has its peak amplitude at $t= -\frac{v}{\mu}$ (i.e. where $\mu t + v = 0$) with a value $1 - |\frac{v}{W_k}|$ which can be obtained by substituting $-\frac{v}{\mu}$ for t in the expression $1 - \frac{|t|}{T_k}$. Noting that this expression describes the normalized triangular autocorrelation function of the envelope $A_k R_k^T (\sigma)$ of the kth chirp, it can be seen that this function bounds $|\chi_{kk}^n(t,v)|$ and, hence, $\chi_{kk}^n(t,v)$. These are characteristic LFM properties that can be extended to the case of any shaped LFM signal (see Subsection 3.2.4).

$\chi_{kk}^n(t,0)$ corresponds to the special case of $\chi_{kk}^n(t,v)$ where $\alpha = \nu = 0$. Thus, the effects of phase and frequency mismatch between the input and reference chirps on the matched filter response can be studied by comparing $\chi_{kk}^n(t,0)$ and $\chi_{kk}^n(t,v)$. Thus, comparing (3.13b) and (3.14b) shows that an isolated phase mismatch $\alpha$ leaves $\chi_{kk}^n(t,0)$ unchanged except for an equal phase shift $\alpha$. Again, making use of the previous discussion in relation to (3.13b) through (3.14c) indicates that an isolated frequency mismatch $\nu$: (a) translates the main peak of $\chi_{kk}^n(t,0)$ in time from $t=0$ to $t= -\frac{v}{\mu}$ and reduces this peak from 1 to $1 - |\frac{v}{W_k}|$, (b) increases the effective
duration of $\chi_{kk}^n(t,0)$ and deforms its envelope $|\chi_{kk}^n(t,0)|$, and (c) shifts the mean frequency of $\chi_{kk}^n(t,0)$ from $f_k$ to $f_k + \frac{\nu}{2}$. These frequency mismatch effects form the basis of the LFM $t-$ $v$ coupling property as described in Subsection 3.1.2.

3.2.3 General Correlation Function of Two Chirps Having Equal Slopes

Consider the $i$th and $k$th members of the complex chirp set (3.10). Let $\mu_i = \mu_k = \mu$, $|\alpha_i - \alpha_k| = \alpha$, and $f_{i} - f_{k} = \frac{\nu}{2}$. The normalized correlation function $\chi_{ik}^n(t,v)$ of these two chirps can be obtained by substituting the $i$th chirp for $s_i(\sigma)e^{j2\pi v \sigma}$ and the $k$th chirp for $s_k(\sigma)$ in (1.4a) making use of (1.1a) and (3.12). Thus,

$$\chi_{ik}^n(t,v) = \frac{e^{j(\alpha + 2\pi f_k t - \pi \mu t^2)}}{\sqrt{T_i T_k}} \int_{-T_i}^{T_i} R_T(\sigma) R_T(\sigma-t)e^{j2\pi(\mu t + v)\sigma} d\sigma$$

(3.15a)

The integration limits in this relation can be obtained from (1.2). They depend on whether $T_i > T_k$, $T_i < T_k$ or $T_i = T_k$. If $T_i > T_k$, (1.2) shows that these limits are given by $(-\frac{T_i}{2}, t)$ for $t \leq -\frac{T_i - T_k}{2}$, by $(t - \frac{T_k}{2}, t + \frac{T_k}{2})$ for $|t| \leq \frac{T_i - T_k}{2}$, and by $(t - \frac{T_k}{2}, t + \frac{T_k}{2})$ for $t \geq \frac{T_i - T_k}{2}$. If $T_i < T_k$, these limits are $(-\frac{T_i}{2}, t)$ for $t \leq \frac{T_k - T_i}{2}$, by $(-\frac{T_i}{2}, \frac{T_k - T_i}{2})$ for $|t| \leq \frac{T_k - T_i}{2}$, and by $(t - \frac{T_i}{2}, \frac{T_k - T_i}{2})$ for $t \geq \frac{T_k - T_i}{2}$. If $T_i = T_k$, $T_i - T_k > 0$ and these limits reduce to those obtained for (3.13a). Making use of
these limits along with comment on (1.2) indicates that $X_{ik}^n(t,v)$ is always limited to the range $|t| \leq \frac{T_i + T_k}{2}$ in all cases $T_i < T_k$ and for all $v$.

Consider, for example, the case where $T_i < T_k$. Substituting the integration limits for this case in (3.15a) shows that:

(a) In the range $|t| \leq \frac{T_k - T_i}{2}$,

$$|X_{ik}^n(t,v)| = \left| \frac{T_i}{T_k} \right| \text{sinc} \left[ T_i (ut + v) \right]$$

(3.15b1)

$$\text{arg } X_{ik}^n(t,v) = \alpha + 2\pi f_k t - \pi \mu t^2$$

(3.15b2)

(b) In the range $\frac{T_k - T_i}{2} \leq |t| \leq \frac{T_i + T_k}{2}$,

$$|X_{ik}^n(t,v)| = \left| \frac{1}{\sqrt{T_i T_k}} \left( \frac{T_i + T_k}{2} - |t| \right) \text{sinc} \left[ (ut + v) \left( \frac{T_i + T_k}{2} - |t| \right) \right] \right|$$

(3.15c1)

$$\text{arg } X_{ik}^n(t,v) = \alpha \pm \frac{\pi v}{2} (T_k - T_i) + 2\pi (f_k + \frac{v}{2} \mu \frac{T_k - T_i}{4}) t$$

(3.15c2)

where the lower and upper signs in (3.15c2) correspond to the two cases were $t > \frac{T_k - T_i}{2}$ and $t < -\frac{T_k - T_i}{2}$ respectively.

Again, a detailed study of $X_{ik}^n(t,v)$ is beyond the scope of the present discussion. Theoretically, $X_{ik}^n(t,v)$ exists for all $v$-values. However, it will be effectively negligible for all $|v| > \frac{|W_i| + |W_k|}{2}$ if $|W_i T_i| > 1$ and $|W_k T_k| > 1$. $X_{ik}^n(t,v)$
has the general properties outlined in Subsection 1.3.2. Thus, \( \chi_{ik}^n(t,v) \) can be derived and studied through \( \chi_{ik}^n(t,v) \) itself by making use of (1.5).

For a given \( v \), \( \chi_{ik}^n(t,v) \) describes the normalized response of the kth chirp matched filter to the \( i \)-th chirp. This response vanishes outside the range \( |t| \leq \frac{T_i + T_k}{2} \) and consists of two parts lying inside and outside the range \( |t| \leq \frac{T_k - T_i}{2} \). Relation (3.15b) shows that the first part has the form of a LFM oscillation with phase \( \alpha \), mean frequency \( f_k \) and slope \( -\mu \). Relation (3.15c) shows that the second part has the form of a constant frequency oscillation with phase
\[
\alpha = \frac{\pi v}{2} (T_k - T_i)
\]
and mean frequency \( f_k + \frac{\nu}{2} \frac{W_k - W_i}{4} \).

For a given \( v \), the effective duration of \( \chi_{ik}^n(t,v) \) depends on whether the main lobe of \( |\chi_{ik}^n(t,v)| \) lies inside and/or outside the range \( |t| \leq \frac{T_k - T_i}{2} \) (see below). If the main lobe lies inside this range, (3.15bl) shows that effective duration of \( \chi_{ik}^n(t,v) \sim \frac{1}{|W_i|} \). If the main lobe lies outside this range, (3.15cl) shows that effective duration of
\[
\chi_{ik}^n(t,v) \sim \frac{1}{(|W_i| + |W_k|)/2 - |v|}.
\]

The envelope \( |\chi_{ik}^n(t,v)| \) corresponds to the normalized cross-ambiguity function of the \( i \)-th and \( k \)-th chirps. It may be plotted and studied as a surface extending over the \( t-v \) plane. For a given \( v \), it consists of two parts lying inside and outside the range \( |t| \leq \frac{T_k - T_i}{2} \). Relation (3.15bl) shows that the first part has a perfect \(|\text{sinc}(\cdot)|\) form in \( t \) while
(3.15cl) shows that the second part has a distorted \(|\text{sinc}(.)|\) form in \(t\). Both (3.15bl) and (3.15cl) indicate that the peak amplitude of this envelope is at \(t = -\frac{\nu}{\mu}\) (i.e. the envelope's main lobe is centred at this instant). This peak amplitude can be obtained from (3.15bl) or (3.15cl) depending on whether \(t = -\frac{\nu}{\mu}\) lies inside or outside the range \(|t| \leq \frac{T_k-T_i}{2}\). Thus,

(a) If \(|t| = \left| -\frac{\nu}{\mu} \right| \leq \frac{T_k-T_i}{2}\),

\[
\text{Peak amplitude} = (\frac{T_i}{T_k})^{\frac{1}{2}}
\]

which is \(\leq 1\) and independent of \(t\).

(b) If \(|t| = \left| -\frac{\nu}{\mu} \right| \geq \frac{T_k-T_i}{2}\),

\[
\text{Peak amplitude} = \frac{1}{\sqrt{T_i+T_k}} \left[ \frac{T_i+T_k}{2} - |t| \right]
\]

which is \(< (\frac{T_i}{T_k})^{\frac{1}{2}}\) and decreases linearly with \(|t|\) until it vanishes at \(|t| = \frac{T_i+T_k}{2}\).

Noting that (3.16) describes the normalized trapezoidal correlation function of the two envelopes \(A_i R_{T_i} (\sigma)\) of the \(i\)th chirp and \(A_k R_{T_k} (\sigma)\) of the \(k\)th chirp, it can be seen that this function bounds \(X_{ik}(t,\nu)\) and, hence, \(X_{ik}^n(t,\nu)\). Again, this is a characteristic LFM property that can be extended to the case of any two shaped LFM signals (see Subsection 3.2.4).
Making use of the fact that \( \frac{W_i}{T_i} \approx \frac{W_k}{T_k} \) shows that (3.16) can also be expressed as

(a) If \( |\nu| \leq \frac{|W_k| - |W_i|}{2} \),

\[
\text{Peak amplitude} = \left( \frac{W_i}{W_k} \right)^{\frac{1}{2}}
\]

which is \(\approx 1\) and independent of \(\nu\).

(b) If \( |\nu| > \frac{|W_k| - |W_i|}{2} \),

\[
\text{Peak amplitude} = \frac{1}{\sqrt{W_i W_k}} \left[ \frac{|W_i| + |W_k|}{2} - |\nu| \right]
\]

which is \(\approx \left( \frac{W_i}{W_k} \right)^{\frac{1}{2}}\) and decreases linearly with \(|\nu|\) until it vanishes at \( |\nu| = \frac{|W_k| + |W_i|}{2} \).

Relation (3.17) implies that a slight mismatch \( |W_k| - |W_i| > 0 \) reduces the peak amplitude slightly from 1 to \( \left( \frac{W_i}{W_k} \right)^{\frac{1}{2}} < 1 \) and keeps it constant for all \( |\nu| \leq \frac{|W_k| - |W_i|}{2} \).

Combining this with the fact that a frequency shift \( \nu \) translates the peak amplitude in time from \( t=0 \) to \( t=-\frac{\nu}{\mu} \) indicates that a frequency shift \( \nu \) in the range \( |\nu| \leq \frac{|W_k| - |W_i|}{2} \) can, at minimum cost of SNR, degradation, be accommodated by making the matched filter bandwidth \( \approx |W_k| \) if \( |W_k T_k| > 1 \) slightly larger than that of the input chirp \( \approx |W_i| \) if \( |W_i T_i| > 1 \). This characteristic LFM property has already been mentioned in Subsection 3.1.2.
\(\chi_{ik}^n(t,\nu)\) is a generalization of \(\chi_{kk}^n(t,\nu)\) and, hence, \(\chi_{kk}^n(t,0)\). Thus, \(\chi_{kk}^n(t,0)\) corresponds to the special case of (3.15) where \(i=k, \alpha=\nu=0\) and \(T_i=T_k\) ((3.15b) vanishes identically in this case). Similarly, \(\chi_{kk}^n(t,\nu)\) corresponds to the special case of (3.15) where \(i=k\) and \(T_i=T_k\) ((3.15b) vanishes identically in this case).

\(\chi_{kk}^n(t,0), \chi_{kk}^n(t,\nu)\) and \(\chi_{ik}^n(t,\nu)\) may be used to carry out a variety of studies related to chirps having equal slopes. These studies are concerned with such areas as weighting, signal design and mismatching effects.

Chirp weighting\(^{46,66}\) is beyond the scope of this work. However, results obtained in the next subsection may be utilized in this respect in the case of chirps having equal slopes. Signal design for chirps having equal slopes will be considered in the next section. General distortion mismatching effects were considered in Subsection 1.6.2.

Effects of phase and frequency mismatch between the \(i\)th and \(k\)th chirps on the response of the latter's matched filter to the former were considered in the previous subsection. The combined effects of phase, frequency and duration (or bandwidth) mismatch may be obtained by comparing (3.13), (3.14) and (3.15). It suffices here to consider the effects of an isolated duration (or bandwidth) mismatch.

Duration mismatch effects can be obtained by putting
\( \alpha = \nu = 0 \) in (3.15) and comparing the result with (3.13). Bandwidth mismatch effects can be obtained by applying this same procedure and substituting \( \frac{W_i}{\mu} \) for \( T_i \) and \( \frac{W_k}{\mu} \) for \( T_k \) in (3.13) and (3.15). Thus, it can be seen that duration (or bandwidth) mismatch: (a) introduces a residual LFM component with mean frequency \( f_k \) and slope \( -\mu \) as the central part of the response extending over the range \( |t| \leq \frac{T_k - T_i}{2} \), (b) leaves the response peak at \( t = 0 \) and reduces this peak from 1 to \( \left( \frac{1}{T_k} \right) < 1 \), (c) increases the response effective duration and decreases its actual duration from \( (-T_k, T_k) \) to \( (-\frac{T_i+T_k}{2}, \frac{T_i+T_k}{2}) \), and (d) shifts the mean frequency of the part of the response lying outside the range \( |t| \leq \frac{T_k - T_i}{2} \) by \( \frac{1}{4} (T_k - T_i) \) and distorts the envelope of this part changing it from the form described by (3.13c) to a form which can be obtained by putting \( \nu = 0 \) in (3.15cl).

3.2.4 Correlation of Two Shaped LFM Signals With Equal Slopes

Consider the two shaped LFM signals \( y_i(\sigma) \) and \( y_k(\sigma) \) of the complex LFM signal set (3.5). Let \( \mu_i = \mu_k \triangleq \mu \), \( |\alpha_i - \alpha_k| \triangleq \Delta \alpha \) and \( f_i - f_k \triangleq \nu \). The correlation function \( X_{ik}(t, \nu) \) of these two signals can be obtained by substituting \( y_i(\sigma) \) for \( s_i(\sigma)e^{j\pi \nu \sigma} \) and \( y_k(\sigma) \) for \( s_k(\sigma) \) in (1.4a) making use of (1.1a). Thus,

\[
X_{ik}(t, \nu) = e^{j(\alpha + 2\pi f_k t - \mu t^2)} \int_0^\infty \alpha_i(\sigma) a_k(\sigma - t) e^{j2\pi(\mu t + \nu) \sigma} d\sigma
\]

(3.18a)
which is a generalization of (3.15a) and, hence, (3.14a) and (3.13a).

Relation (3.18a) cannot be used to obtain a closed-form expression for $\chi_{ik}(t,\nu)$ unless the explicit forms of $a_i(\sigma)$ and $a_k(\sigma)$ are specified. However, a few comments are in order. Theoretically, $\chi_{ik}^n(t,\nu)$ exists for all $\nu$-values. However, it will be effectively negligible for all $|\nu| > \frac{|W_i + W_k|}{2}$ if $|W_i T_i| \gg 1$ and $|W_k T_k| \gg 1$. $\chi_{ik}(t,\nu)$ has the general properties outlined in Subsection 1.3.2.

Thus, $\chi_{ki}(t,\nu)$ can be derived and studied through $\chi_{ik}(t,\nu)$ itself by making use of (1.5). For a given $\nu$, $\chi_{ik}(t,\nu)$ describes the response of the matched filter of $y_i(\sigma)$ to $y_i(\sigma)$. This response is always limited to the range $|t| \leq \frac{T_i + T_k}{2}$ in all cases $T_i < T_k$ and for all $\nu$. It can be used to obtain the normalized response by making use of (1.4).

The envelope $|\chi_{ik}(t,\nu)|$ corresponds to the cross-ambiguity function of $y_i(\sigma)$ and $y_k(\sigma)$ and may be plotted and studied as a surface extending over the $t-\nu$ plane. It can be obtained from (3.18a) as

$$|\chi_{ik}(t,\nu)| = \int_{-\infty}^{\infty} a_i(\sigma) a_k(\sigma-t)e^{j2\pi(\mu t + \nu)\sigma} d\sigma$$

(3.18b1)

which, for small $t$, can be expressed as

$$|\chi_{ik}(t,\nu)| \approx \int_{-\infty}^{\infty} a_i(\sigma) a_k(\sigma)e^{j2\pi(\mu t + \nu)\sigma} d\sigma$$, $t \to 0$

(3.18b2)
In this relation, the integral may be viewed as the Fourier transform of the product \( a_i(\sigma)a_k(\sigma) \) with \( \nu \) taken as a parameter and \( \mu \) as a scaling factor in the \( t \)-domain. Also, the product \( a_i(\sigma)a_k(\sigma) \) is real and even in \( \sigma \). Making use of these facts and the fact that the Fourier transform of a real even function is purely real, relation (3.18b2) can be written as

\[
|X_{ik}(t,\nu)| \sim \int_0^\infty a_i(\sigma)a_k(\sigma)e^{j2\pi(\mu t+\nu)\sigma}d\sigma, \quad t \rightarrow 0
\]  

(3.18b3)

This relation implies that for a given \( \nu \), there is a Fourier pair relationship in the vicinity of \( t=0 \) between the envelope \( |X_{ik}(t,\nu)| \) of the matched filter response and the product of the two envelopes \( a_i(\sigma) \) and \( a_k(\sigma) \) of the input and reference LFM signals. This is a characteristic LFM property that may be exploited in such areas as LFM weighting, mismatching effects and signal design. It holds for any two identical or different LFM signals having equal slopes and rectangular or shaped envelopes. In fact, relations similar to (3.18b3) can be derived from (3.13a), (3.14a) and (3.15a). Such relations are special cases of (3.18b3) and lead to expressions which coincide with those obtained by putting \( t \approx 0 \ll T_k \) in (3.13c) and (3.14c) and taking \( |t| \leq \frac{T_k-T_i}{2} \) in (3.15b1). These relations and expressions reveal that there is always a Fourier pair relationship between the envelope of the matched filter response and the product of the two envelopes.
of the input and reference chirps. Such a relationship is almost exact in the vicinity of $t=0$ but becomes distorted as $t$ increases.

It can be seen from (3.18bl) that for a given $\nu$,

$$|\chi_{ik}(t,\nu)|$$

has its peak amplitude at $t= -\frac{\nu}{\mu}$ (i.e. where $\mu t+\nu=0$) and that this peak amplitude can be obtained by substituting $-\frac{\nu}{\mu}$ for $t$ in the expression $| \int a_i(\sigma)a_k(\sigma-t)d\sigma |$. Assuming that both $a_i(\sigma)$ and $a_k(\sigma)$ are positive-valued, this expression reduces to their correlation function

$$\int a_i(\sigma)a_k(\sigma-t)d\sigma.$$  

Thus, it can be seen in this case that the correlation function $\int a_i(\sigma)a_k(\sigma-t)d\sigma$ bounds $|\chi_{ik}(t,\nu)|$ and, hence, $\chi_{ik}(t,\nu)$. These are characteristic LFM properties which hold for any two identical or different LFM signals having equal slopes and rectangular or shaped envelopes. They have already been highlighted in the previous two subsections in relation to chirp signals.

It can also be seen that $|\chi_{ik}(t,\nu)|$ always has its peak amplitude at $t= -\frac{\nu}{\mu}$ irrespective of the shapes of the envelopes of the two involved LFM signals. This is another characteristic LFM property which indicates that LFM envelope shaping does not affect the peak amplitude location on the $t$-axis, although it may affect the magnitude of this amplitude and the side-lobe behaviour of $|\chi_{ik}(t,\nu)|$.

$\chi_{ik}(t,\nu)$ can be used in the case where $y_i(\sigma), y_k(\sigma)$ or
\( y_i(\sigma) \) and \( y_k(\sigma) \) reduce to corresponding FSK or PSK signals. Thus, (3.18) describes the correlation between two FSK signals in the case where \( \mu=0 \) and describes the correlation between two PSK signals in the case where \( \mu=\nu=0 \). Similar comments also apply in the case of (3.13), (3.14) and (3.15). These facts confirm a previous conclusion that FSK and PSK signal theories may be viewed as two special cases of LFM signal theory (see Subsection 3.1.2). They also indicate that (3.13), (3.14), (3.15) and (3.18) can also be used, for example, as a basis for: (a) PSK signal design, (b) FSK signal design, (c) mixed LFM, PSK and FSK signal design, and (d) LFM-FSK (or PSK) interference studies.

3.3 Signal Design for Chirps Having Equal Slopes

This section considers the problem of designing signal sets consisting of chirps having equal slopes for digital data transmission. It assumes optimum processing in an AWGN background and practically tolerable slope distortions and deviations and mutual interferences. The results obtained can be used as a basis for the corresponding case of shaped-LFM signal design.

3.3.1 The Conventional Detection Theoretical Method

This method was introduced in Subsection 1.4.1. It may
be used in both the coherent and noncoherent cases. In this method, the optimum demodulator comprises a bank of optimum predetection processors and a decision device for deciding on the outputs of these processors. Each member of the modulator signal set requires its own processor. Assuming AWGN, this processor may be a correlator or a matched filtersampler in the coherent case. In the noncoherent case, this processor is predominantly a square-envelope correlator or a matched filter-envelope detector-sampler (see Subsection 1.2).

3.3.1.1 The Coherent Case

This case is described in Subsection 1.4.2. This subsection indicated that in the coherent case, the design and performance of a particular signal set such as that of (1.10) are based on its correlation matrix \([\lambda_{ik}^n(0,\nu)]_{i,k=1}^N\). Also, this subsection was mainly concerned with the performance of signal sets which consist of real, equiprobable and equal energy signals. These sets may be \(N\)'ary equicorrelated signal sets or arbitrarily correlated signal pairs.

Consider the \(i\)th and \(k\)th chirps of the real chirp set (3.9) assuming that they are equiprobable and have the same slope \(\mu\). Also, let \(T_i < T_k\), \(|\alpha_i - \alpha_k| \leq \alpha\) and \(f_i - f_k \leq \nu\). If the bandwidth of the \(k\)th chirp does not exceed \(2\times\) mean frequency \(f_k\) and that of the \(i\)th chirp does not exceed \(2\times\) mean frequency \(f_i\), the normalized correlation coefficient of these two chirps may be obtained by making use of (3.15a) in
(1.14a). Thus,

$$\lambda_{ik}^n(O,\nu) = \left(\frac{S}{T_s}\right)^{\frac{1}{2}} \text{sinc}(T_s\nu) \cos \alpha$$

(3.19a)

where $T_s$ is the smaller and $T_\perp$ is the larger of $T_i$ and $T_k$.

This relation indicates that $\lambda_{ik}^n(O,\nu)$ is determined by $T_i$, $T_k$, $\nu$ and $\alpha$ and is independent of $\mu$. Also, the fact that $-0.218 < \text{sinc}(T_s\nu) < 1$ and $-1 < \cos\alpha < 1$ indicates that

$$-\left(\frac{T_s}{T_{\perp}}\right)^{\frac{1}{2}} \leq \lambda_{ik}^n(O,\nu) \leq \left(\frac{T_s}{T_{\perp}}\right)^{\frac{1}{2}}$$

(3.19b)

where the lower limit corresponds to the case where $\nu=0$ and $\alpha=\pi$ and the upper limit corresponds to the case where $\nu=\alpha=0$.

Relation (3.19) can be used as a basis for the design of a variety of coherent chirp signal pairs and sets of various correlation properties such as those described in Subsection 1.3.4. If these pairs and sets are assumed to consist of chirps having the same energy $E$, their performance can be obtained by making use of the appropriate expressions in Subsection 1.4.2. These pairs and sets include, for example,

3.3.1.1.1 The Antipodal Chirp Pair

The $i$th and $k$th chirps form an antipodal pair if $E_i = E_k \neq E$
and $\lambda_{1k}^n(O,\nu)=-1$. Relation (3.19a) indicates that this corresponds to the case where $T_i=T_k$, $\nu=0$ and $\alpha=\pi$. The antipodal chirp pair can be used for both CPSK signalling and DPSK signalling.

The fact that $\alpha$ should be kept equal to $\pi$ for the antipodal chirp pair and that $\lambda_{1k}^n(O,\nu)$ is sensitive to variations in $\alpha$ questions the utility of this pair in practice where such variations are usually unavoidable due to both systematic and channel instabilities. In fact, this problem has usually been considered as a limitation on the practical utility of any chirp system based on the assumption of coherent reception. However, it should be noted here that this problem is not peculiar of chirps, that great strides are being currently made in the field of phase acquisition and tracking and that: (i) chirp signalling can achieve good phase-recovery because it is capable of providing higher bit synchronization channel signal-to-noise ratio due to its pulse compression properties (see Subsection 2.4.2), (ii) small phase errors can only produce some amplitude jitter of the compressed pulses in a coherent chirp system which employs chirp pulses with large numbers of cycles, (iii) the effects of phase errors in a coherent chirp system may be reduced by slightly increasing the width of the main peak of the compressed pulse by making use of progressive pulse compression (see Subsection 1.7.3) or by introducing a
slight duration (or bandwidth) mismatch between the matched filter input and reference chirps (see Subsection 3.2.3), and (iv) in such an important application as data transmission over dispersive multipath channels, a coherent chirp system excels over ordinary coherent systems in that its echo rejection capability (see Section 2.5) enables it to consider the phase of only one multipath component instead of the phase of the resultant of many such components at a time.

3.3.1.1.2 Orthogonal Chirp Pairs

Relation (3.19a) indicates that the ith and kth chirps form an orthogonal chirp pair if: (i) \( T_i, T_k \) and \( \nu \) are arbitrary and \( \alpha = \pi / 2 \), or (ii) \( T_i, T_k \) and \( \alpha \) are arbitrary and \( T_s |\nu| \) = positive integer.

Relation (3.19a) also indicates that the ith and kth chirps form a quasi-orthogonal pair if: (i) \( \alpha \) and \( T_k \) are arbitrary and \( T_s |\nu| \) is large (e.g. >5), or (ii) \( \alpha \) and \( \nu \) are arbitrary and \( \frac{T_s}{T_\ell} = \left( \frac{N_s}{W_\ell} \right)^{1/2} \) < \( \epsilon \), where \( \epsilon \) is an arbitrarily small positive quantity.

3.3.1.1.3 An Orthogonal Chirp Set

The method of constructing such a set will be illustrated here for the case of three chirps. The case of more than three chirps can be treated similarly.
Let the first three chirps of the real chirp set of (3.9) have identical slopes as well as equal energies. Let these three chirps be chosen in such a way that $T_1 < T_2 < T_3$ and that $T_1 |f_1 - f_2| = m_1$, $T_1 |f_1 - f_3| = m_2$ and $T_2 |f_2 - f_3| = m_3$, where the $m$'s are different and may be positive integers or any large positive numbers (e.g. >5). It can readily be seen from (3.19a) that these three chirps are mutually orthogonal or quasi-orthogonal. It can also be seen that the available bandwidth determines the permissible values of $|f_1 - f_2|$, $|f_1 - f_3|$ and $|f_2 - f_3|$ and, hence, the possible $m$-values. Moreover, it can be seen that these possible $m$-values are also governed by the permissible maximum mutual interference level.

3.3.1.2 The Noncoherent Case

This case is described in Subsections 1.4.3, 1.4.4 and 1.4.5. In this case, the design and performance of a particular signal set such as that of (1.10) are both based on the in-phase component $[\rho_{ik}(0, \nu)]^N_{i,k=1}$ and the quadrature component $[\hat{\rho}_{ik}(0, \nu)]^N_{i,k=1}$ of its correlation matrix $[\lambda_{ik}(0, \nu)]^N_{i,k=1}$.

Consider the $i$th and $k$th chirps described in Subsection 3.3.1.1 disregarding their phases. The in-phase correlation coefficient $\rho_{ik}(0, \nu)$ and the quadrature correlation coefficient $\hat{\rho}_{ik}(0, \nu)$ of these two chirps may be obtained by making use of (3.15 a) in (1.27). Thus,
\[ \rho_{ik}(0, \nu) = \left( \frac{T}{T_s} \right)^\frac{1}{8} \text{sinc}\left( T_s \nu \right) \]  

(3.20a)

\[ \hat{\rho}_{ik}(0, \nu) = 0 \]  

(3.20b)

Making use of the fact that \(-0.218 \leq \text{sinc}(T_s \nu) \leq 1\), (3.20a) indicates that

\[ -0.218 \left( \frac{T_s}{T} \right)^\frac{1}{8} \leq \rho_{ik}(0, \nu) \leq \left( \frac{T_s}{T} \right)^\frac{1}{8} \]  

(3.20al)

Relation (3.20) can be used as a basis for the design of a variety of noncoherent chirp signal pairs or sets of various correlation properties such as those described in Subsection 1.4.3. For example, it can be used along with (1.29) to design noncoherent orthogonal chirp signal pairs and sets. However, it cannot be used along with (1.30) to construct a noncoherent antipodal pair. This is due to the fact that \( \rho_{ik}(0, \nu) \) cannot be made equal to \(-1\) in this case as can be seen from (3.20al). The performance of noncoherent chirp signal pairs or sets can be found by making use of the appropriate relations in Section 1.4.

It has been stated above that \( \nu \) is the shift between the mean frequencies \( f_i \) and \( f_k \) of the \( i \)th and \( k \)th chirps of equal slopes. It can be seen from (3.19a) and (3.20a) that this shift plays an important role in determining the correlation properties of these two chirps in both the
coherent and noncoherent cases. This obviously implies that strict $v$-control is generally required in implementing both coherent and noncoherent systems employing signal sets consisting of chirps of equal slopes. Such a strict $v$-control seems to be possible in view of the current advances in the field of frequency acquisition and tracking.

3.3.2 The $t-v$ Coupling Method

The conventional detection theoretical method described in Subsection 3.3.1 above requires a complex receiver which comprises an optimum predetection processor corresponding to each member of the modulator chirp signal set. However, this receiver complexity may be substantially reduced by making use of an alternative chirp signal design technique based on the characteristic LFM $t-v$ coupling property introduced in Subsection 3.1.2 and Section 3.2. This technique may be described as below.

First, consider a subset comprising the first $2M-1 \leq N$ members of the real chirp set (3.9). Assume that these members have sufficiently large duration-bandwidth products, are not necessarily phase-coherent and have different mean frequencies. Let these members have the same slope $\nu$, the same energy $E$, the same duration $T$ and the same sweep $W$. Second, consider the matched filter of the first chirp in
the assumed subset. According to Subsection 3.2.1, the normalized response of this filter to the first chirp itself has an envelope with a main peak $=1$ at $t=0$, a main lobe centred at $t=0$ and an effective duration $\approx \frac{1}{|W|}$. Third, consider the second chirp in the assumed subset and let $f_2 - f_1 = v$. According to Subsection 3.2.2, the normalized response of the matched filter of the first chirp to this second chirp has an envelope with a main peak $=1-\frac{|v|}{|W|}$ at $t=-\frac{v}{u}$, a main lobe centred at $t=-\frac{v}{u}$ and an effective duration $\approx \frac{1}{|W|-|v|}$ ($\approx \frac{1}{|W|}$ for $|v| \ll |W|$).

Assuming that $|v| \ll |W|$, the two responses in the first and second steps above will be separable if the $t$-shift between the two main peaks $\propto$ response effective duration, i.e. if $\frac{|v|}{u} \gg \frac{1}{|W|}$, i.e. if $|v| \gg \frac{1}{|W|}$. Separability of the two $t$-shifted responses implies the quasi-orthogonality of the corresponding two $v$-shifted first and second chirps. Thus, these two chirps may be considered to form a quasi-orthogonal pair if $|f_2 - f_1| \gg \frac{1}{T}$.

The preceding discussion indicates that it is possible by proper frequency selection to make the assumed chirp subset quasi-orthogonal in such a way that it may be incoherently processed by a single matched filter, namely, the matched filter of the first chirp. This may be achieved, for example, by: (a) assuming that $v_{\text{max}}$ is the maximum permissible $v$-shift
from \( f_1 \) which corresponds to the minimum acceptable degraded and shifted peak amplitude \( 1 - \frac{\nu_{\text{max}}}{W} \), (b) making
\[
f_2 \rightarrow f_1 = f_3 \rightarrow f_2 = f_4 \rightarrow f_3 = \ldots = f_M \rightarrow f_{M-1} \rightarrow \frac{1}{T},
\]
(c) assuming that
\[
\frac{1}{T} (M-1) \leq \nu_{\text{max}}, \quad \text{and} \quad (d) \text{making } f_{M+1} \rightarrow f_1 = f_{M+2} \rightarrow f_{M+1} = f_{M+3} \rightarrow f_{M+2} = \ldots = f_{2M-1} \rightarrow f_{2M-2} \rightarrow \frac{1}{T}. \]
In this manner, the \( \nu \)-shifted chirps will be mutually quasi-orthogonal because their corresponding responses through the matched filter of the first chirp will be centred at, and on both sides of, \( t=0 \) in such a way that each response occupies a \( t \)-slot of width \( \frac{1}{T} \) along the \( t \)-axis. The first, second, third, \ldots and \( M \)th chirps will have their responses centred at \( t=0 \), \( -\frac{1}{W} \), \( -\frac{2}{W} \), \ldots and \( -\frac{M-1}{W} \) respectively. The \((M+1)\)th, \((M+2)\)th, \ldots and \((2M-1)\)th chirps will have their responses centred at \( t = \frac{1}{W}, \frac{2}{W}, \ldots \) and \( \frac{M+1}{W} \) respectively.

In practice, one has to take into account the fact that the effective duration of the response of the matched filter of the first chirp to any other member of the assumed subset with mean frequency \( f_{1+\nu} \) increases with \( |\nu| \) and is of the order of \( \frac{1}{|W|-|\nu|} \). Also, one has to take into account the fact that distortions in such a response increase with, and may give rise to, intolerable side-lobe interferences.

The chirp signal set construction procedure outlined above may be improved, for example, by introducing a suitable slight duration (or sweep) mismatch between the first chirp and all other chirps. This can be achieved by: (a)
excluding the first chirp from the desired chirp signal set while retaining its matched filter for the processing of this set, and (b) increasing the duration of the first chirp to $T_1$ and its sweep to $W_1$ in such a way that $\frac{W_1}{T_1} = \nu$, $T_1 > T$ and $|W_1| > |W|$. This new procedure is advantageous because, according to Subsection 3.2.3, it: (a) makes the main lobes of the responses corresponding to chirps with mean frequency $f_{+\nu}$ assume the same perfect $|\text{sinc}(\cdot)|$ form in $t$ if $|\nu| < \frac{1}{|W_1|} - \frac{|W|}{2}$ and different distorted $|\text{sinc}(\cdot)|$ forms in $t$ if $|\nu| > \frac{1}{|W_1|} - \frac{|W|}{2}$, (b) makes all such responses have the same effective duration $\approx \frac{1}{|W|}$ if $|\nu| < \frac{1}{2}$ and nearly the same effective duration $\approx \frac{2}{|W_1| + |W|}$ if $\frac{1}{2} < |\nu| < \frac{1}{2}$, (c) reduces the output normalized peak amplitude only slightly from 1 to the stationary level $(\frac{W_1}{W})^{\frac{1}{2}} < 1$ if $|\nu| < \frac{1}{2}$ and to the lower decreasing level $\frac{1}{\sqrt{W_1}} (\frac{1}{2} - |\nu|)$ if $|\nu| > \frac{1}{2}$, and (d) leaves this peak amplitude at $t = \frac{\nu}{\mu}$ for all $\nu$. This procedure can pack a set of $|W|(T_1 - T)$ quasi-orthogonal chirps in the range $|\nu| < \frac{2}{|W_1|} - \frac{|W|}{2}$. Other chirps can be added to this set in the range $\frac{1}{2} < |\nu| < \frac{1}{2}$.

The preceding discussion implies that $\nu$-shifts play the main role in determining the correlation properties and, hence, the performance of chirp signal sets designed according to the $t-\nu$ coupling technique. This obviously implies that strict $\nu$-control is always required in this technique.
Again, such a strict \( v \)-control seems to be possible in view of the current advances in the field of frequency acquisition and tracking. In fact, frequency recovery and synchronization in the present case may be easily achieved by using a suitable member of the constructed chirp set as a synchronizing signal.

Assuming a purely AWGN background, an upper bound on the performance of the system employing a quasi-orthogonal chirp set constructed by the \( t-v \) coupling technique can be found by making use of Subsection 1.4.3. However, the exact evaluation of the performance of this system is expected to be difficult. This is due to the fact that such an exact evaluation would also have to take into account such unavoidable performance degrading factors as \( \mu \)-distortions, \( \mu \)-mismatches, sidelobe - overlapping and synchronization errors.

3.4 Correlation of Two LFM Signals Having Different Slopes

This section considers the correlation of two chirp signals in particular, and that of two shaped LFM signals in general, on the assumption that the two correlated signals have different slopes, mostly have large duration - bandwidth products and have equal or different amplitudes, phases, mean frequencies and durations (or bandwidths). The application of the results obtained to the special case
where the two slopes become equal may involve laborious limiting processes. This explains why the same $-\mu$ and the different $-\mu$ cases are treated separately in the present work.

3.4.1 General Correlation Function of Two Chirps Having Different Slopes

Consider the $i$th and $k$th members of the complex chirp set (3.10). Let $|\alpha_i - \alpha_k|^\triangleq \alpha$ and $f_i - f_k \triangleq \nu$. The normalized correlation function $\chi^n_{ik}(t,\nu)$ of these two chirps can be obtained by substituting the $i$th chirp for $s_i(\sigma)e^{j2\pi
u\sigma}$ and the $k$th chirp for $s_k(\sigma)$ in (1.4a) making use of (1.1a) and (3.12). Thus,

$$\chi^n_{ik}(t,\nu) = \frac{e^{ju}}{\sqrt{T_i T_k}} \int_{R_i}^{R_k} \left( (\mu_k t + \nu) \sigma + \frac{\mu_i - \mu_k}{2} \right)^j 2\pi \, d\sigma$$

(3.21a)

where

$$u \triangleq \alpha + 2\pi f_k t - \pi \mu_k t^2$$

(3.21b)

Theoretically, $\chi^n_{ik}(t,\nu)$ exists for all $\nu$. However, it will be effectively negligible for all $|\nu| > \frac{|W_i| + |W_k|}{2}$ if $|W_i T_i| >> 1$ and $|W_k T_k| >> 1$. This can be seen from Subsection 3.1.2(i) along with comment on (1.3), noting that $W_i$ and $W_k$
may have different signs.

Also, $\chi_{ik}^n(t,\nu)$ has the general properties outlined in Subsection 1.3.2. Thus, $\chi_{ki}^n(t,\nu)$ can be derived and studied through $\chi_{ik}^n(t,\nu)$ itself by making use of (1.5).

For a given $\nu$, $\chi_{ik}^n(t,\nu)$ describes the normalized response of the $k$th chirp matched filter to the $i$th chirp. The normalized response envelope $|\chi_{ik}^n(t,\nu)|$ corresponds to the normalized $i$th-$k$th cross-ambiguity function and may be plotted and studied as a surface extending over the $t-\nu$ plane.

Relation (3.21) reduces to (3.15a) in the special case where $\mu_i = \mu_k = \mu$. However, the following analysis generally breaks down in this latter case. This is because this analysis is based on the assumption that $\mu_i \neq \mu_k$ in such a way that the term including $\sigma^2$ in the integrand's exponent does not vanish identically. Thus, assuming that $\mu_i \neq \mu_k$ and completing the square in the integrand's phase reduce (3.21) to

$$
\chi_{ik}^n(t,\nu) = \frac{e^{j\pi}}{g \sqrt{r_t}} \int_0^{\infty} \left( \frac{\chi}{g} - h \right) R_{ik} \cdot R_{ki} \cdot e^{\pm j\pi x^2} \, dx \quad (3.22a)
$$

where $\frac{j\pi}{2} x^2$ and $-\frac{j\pi}{2} x^2$ correspond to $\mu_i > \mu_k$ and $\mu_i < \mu_k$, respectively.
\[ x \triangleq g.(\sigma+h) \quad (3.22b1) \]

\[ g \triangleq \frac{\sqrt{2|\mu_i-\mu_k|}}{\mu_i-\mu_k}, \quad \mu_i \neq \mu_k \quad (3.22b2) \]

\[ h \triangleq \frac{\nu+\mu_k t}{\mu_i-\mu_k}, \quad \mu_i \neq \mu_k \quad (3.22b3) \]

\[ z \triangleq (a-\frac{\pi \nu^2}{\mu_i-\mu_k})+2\pi(f_i-\frac{\nu \mu_k}{\mu_i-\mu_k})t-\frac{\pi \mu_i \mu_k}{\mu_i-\mu_k}t^2 \quad (3.22b4) \]

3.4.1.1 Integration Limits

The integration limits in (3.21a) depend on whether \( T_i < T_k \), \( T_i > T_k \) or \( T_i = T_k \) and are identical to those obtained for (3.15a). These limits together with comment on (1.2) indicate that \( \chi_{ik}^n(t,\nu) \) is always limited to the range \( |t| \leq \frac{i-T_{ik}}{2} \) for all \( \nu \) in all cases \( T_i < T_k \).

The integration limits in (3.22a) may be obtained from those in (3.21a) through (3.22b). If \( T_i < T_k \), these limits may be denoted as \( (x_1, x_2) \) for \( t \leq \frac{T_k-T_i}{2} \), \( (x_1, x_3) \) for \( |t| \leq \frac{T_k-T_i}{2} \) and \( (x_4, x_3) \) for \( t \geq \frac{T_k-T_i}{2} \). If \( T_i > T_k \), these limits are \( (x_1, x_2) \) for \( t \leq -\frac{T_i-T_k}{2} \), \( (x_4, x_2) \) for \( |t| \leq \frac{T_i-T_k}{2} \) and \( (x_4, x_3) \) for \( t \geq \frac{T_i-T_k}{2} \). If \( T_i = T_k \), these limits reduce to \( (x_1, x_2) \) for \( t \leq 0 \) and \( (x_4, x_3) \) for \( t \geq 0 \). The \( x \)'s are given by

\[ x_1 \triangleq \frac{gT_i}{2}(-1+\frac{2h}{T_i}) \quad (3.23a) \]

\[ x_2 \triangleq \frac{gT_k}{2}(1+\frac{2(h+t)}{T_k}) \quad (3.23b) \]
\[ x_3 \triangleq \frac{g_T}{2} \left( 1 + \frac{2h}{T_1} \right) \quad (3.23c) \]

\[ x_4 \triangleq \frac{g_T}{2} \left( -1 + \frac{2(h+t)}{T_k} \right) \quad (3.23d) \]

This relation shows that within the duration of \( \chi_{ik}^n(t,v) \): (a) \( x_1 \) and \( x_2 \) vanish together only at \( t = \frac{T_1 + T_k}{2} \) and may have different signs only in the range \( (x_1=0, x_2=0) \) where \( x_1 < 0 \) and \( x_2 > 0 \), (b) \( x_1 \) and \( x_3 \) cannot vanish together and may have different signs only in the range \( (x_1=0, x_3=0) \) where \( x_1 < 0 \) and \( x_3 > 0 \), (c) \( x_2 \) and \( x_4 \) cannot vanish together and may have different signs only in the range \( (x_2=0, x_4=0) \) where \( x_2 > 0 \) and \( x_4 < 0 \), and (d) \( x_3 \) and \( x_4 \) vanish together only at \( t = \frac{T_2 + T_k}{2} \) and may have different signs only in the range \( (x_3=0, x_4=0) \) where \( x_4 < 0 \) and \( x_3 > 0 \).

3.4.1.2 A Fresnel Function

Consider the integration limit pairs given above and denote an arbitrary pair by \( (x_p, x_q) \) where \( p=1,4 \) and \( q=2,3 \). For this pair, the integral in (3.22a) reduces to the Fresnel function \( F(x_p, x_q) \triangleq \int_{x_p}^{x_q} e^{j\pi x^2} dx \) if \( \mu_i > \mu_k \) and to \( F^*(x_p, x_q) \) if \( \mu_i < \mu_k \). \( F(x_p, x_q) \) can also be expressed as \[ [F(x_q) - F(x_p)], \] where \( F(X) \triangleq \int_{0}^{X} e^{j\pi x^2} dx \) is the complex Fresnel integral which is usually expressed as \( F(X) = C(X) + js(X) \). All \( C(X) \), \( S(X) \) and \( F(X) \) are odd functions of \( X \). Both \( C(X) \) and \( S(X) \) are available in tabulated form as functions of \( x^2 \).
For small $X$, $F(X)$ is quasi-oscillatory in $X$. However, 
\[
\lim_{X \to \infty} C(X) = \lim_{X \to \infty} S(X) = \frac{1}{2} \quad \text{and, thus,} \quad F(X) = \frac{e^{j \pi}}{\sqrt{2}} \quad \text{for large } X \quad (e.g. \quad X \gtrsim 3.5).
\]

\[
|F(x_p', x_q')|^2 = [C(x_q') - C(x_p')]^2 + [S(x_q') - S(x_p')]^2 \quad \text{and}
\]
\[
\arg F(x_p', x_q') = \tan^{-1} \frac{S(x_q') - S(x_p')}{C(x_q') - C(x_p')} . \quad \text{These two functions}
\]
are usually difficult to handle because they cannot generally be expressed in closed-form. They may have to be evaluated numerically and plotted as fluctuating functions of $x_p$ and $x_q$. However, prediction criteria concerning their behaviour can be formulated (See Subsections 4.8.2 through 4.8.6 as well as Sections 4.10 and 4.11).

If $x_p$ and $x_q$ vanish simultaneously, $|F(x_p, x_q)|$ vanishes identically. If this is not the case, $|F(x_p, x_q)|$ generally has a central region flanked by two tails (see Fig. 3.3). The central region covers the range $(x_p = 0, x_q = 0)$ in which $x_p$ and $x_q$ have different signs or either $x_p = 0$ or $x_q = 0$. In this region, $|F(x_p', x_q')|$ assumes its largest possible values fluctuating about the mean level $\sqrt{2}$ with an oscillation amplitude $\frac{2}{\pi |x_p|}$ in the $x_p = 0$ side and $\frac{2}{\pi |x_q|}$ in the $x_q = 0$ side. In the tails, $x_p$ and $x_q$ have the same sign and $|F(x_p', x_q')|$ undergoes gradual decay fluctuating about the mean level $\frac{1}{\pi |x_p|}$ in the $x_p = 0$ tail and the mean level $\frac{1}{\pi |x_q|}$ in the $x_q = 0$ tail. If the nonvanishing values of $|x_p|$ and $|x_q|$ are large (e.g. $\gtrsim 3.5$), the tails tend to disappear,
the oscillations collapse and $|F(x_p,x_q)|$ becomes mainly confined to the central region assuming a value $\approx$ the mean value $\sqrt{2}$ in this region proper and a value $\approx \frac{1}{\sqrt{2}}$ at its two edges. Conclusions concerning the $F(x_p,x_q)$ phase may be obtained in a similar manner. It suffices here to note that this phase $\approx \frac{\pi}{4}$ in the closed range ($x_p=0$, $x_q=0$) if the nonvanishing values of $|x_p|$ and $|x_q|$ are large and fluctuates about this level if these values are small.

3.4.1.3 $\chi_{ik}^n(t,\nu)$ for Large $|x|$'s

The previous discussion indicates that in all cases $\mu_i<\mu_k$, $\mu_i>\mu_k$ and $T_i\leq T_k$, $\chi_{ik}^n(t,\nu)$ can be found only if the Fresnel functions $F(x_p,x_q)$, $p=1,4$, $q=2,3$ are known. The approach whereby $\chi_{ik}^n(t,\nu)$ is determined through the numerical evaluation of these Fresnel functions cannot be followed here. This is not because this approach is normally tedious, but because it is only possible in the special case where all $T_i$, $T_k$, $W_i$, $W_k$, $t$ and $\nu$ are specified and because it does not generally lead to a closed-form expression of $\chi_{ik}^n(t,\nu)$ which can be used for analytical purposes. However, general conclusions concerning $\chi_{ik}^n(t,\nu)$ and bounds on it may be obtained by making use of those obtained for $F(x_p,x_q)$ in the previous subsection and in Sections 4.8 and 4.11.

The fact that the central region of $F(x_p,x_q)$ is confined
to the range \((x_p = 0, x_q = 0)\) implies that \(\chi_{1k}^n(t, v)\) is mainly concentrated in the \(t-v\) plane within the parallelogram whose centre is the origin and whose sides are the following four straight lines corresponding to \(x_p = 0\), \(p=1, 4\) and \(x_q = 0\), \(q=2, 3\):

\[
\mu_k t + v = (\mu_i - \mu_k) \frac{T_i}{2} : x_1 = 0 \tag{3.24a}
\]

\[
\mu_i t + v = (\mu_k - \mu_i) \frac{T_k}{2} : x_2 = 0 \tag{3.24b}
\]

\[
\mu_k t + v = (\mu_i - \mu_k) \frac{T_i}{2} : x_3 = 0 \tag{3.24c}
\]

\[
\mu_i t + v = (\mu_i - \mu_k) \frac{T_k}{2} : x_4 = 0 \tag{3.24d}
\]

The vertices of this parallelogram are the points \((\pm \frac{T_i + T_k}{2}, \frac{W_i + W_k}{2})\) and \((\pm \frac{T_k - T_i}{2}, \frac{W_k - W_i}{2})\) and its orientation in the \(t-v\) plane is determined by the signs of \(W_i\) and \(W_k\).

It provides a simple method for studying \(\chi_{1k}^n(t, v)\).

Consider, for example, the special case where \(\mu_i = 4\mu_k = 2\), \(T_k = 2T_i\). The parallelogram corresponding to this case is shown in Fig. 3.4(a). In this case, \(\chi_{1k}^n(t, v_o)\) for a given \(v=v_o\) is mainly concentrated in the range \((t_1, t_2)\). It is given by (3.22a) with the integral given by \(F(x_1, x_2)\) in the range \((\pm \frac{T_i + T_k}{2}, \pm \frac{T_k - T_i}{2})\), by \(F(x_1, x_3)\) in the range \((\pm \frac{T_k - T_i}{2}, \pm \frac{T_k - T_i}{2})\) and by \(F(x_4, x_3)\).
Fig. 3.4 \( \chi_{ik}(t,\nu) \) Spread in the \( t-\nu \) Plane

(a) \( \mu_i = 4 \nu_k = 2 \), \( T_k = 2 T_i \)

(b) \( \mu_i = -\nu_k = 2 \), \( T_k = T_{i+1} - T_i \)

\[
A \equiv \left( \frac{T_i + T_k}{2}, \frac{w_i + w_k}{2} \right)
\]

\[
B \equiv \left( \frac{T_i - T_k}{2}, \frac{w_i - w_k}{2} \right)
\]

\[
C \equiv \left( \frac{T_k + T_{i+1}}{2}, \frac{w_k + w_{i+1}}{2} \right)
\]

\[
D \equiv \left( \frac{T_k - T_{i+1}}{2}, -\frac{w_k - w_{i+1}}{2} \right)
\]
in the range \( \left( \frac{T_{k-1}}{2}, \frac{T_{i+1}}{2} \right) \). Also, consider the special case of a slope-reversal chirp pair with \( \mu_i = -\mu_k = 2 \), \( T_i = T_k \). The parallelogram corresponding to this case is shown in Fig. 3.4(b). In this case, \( \chi_{ik}^{n}(t, \nu) \) is mainly concentrated in the range \( (t_3, t_4) \) and is given by (3.22a) with the integral given by \( F(x_1, x_2) \) in the range \((-T, 0)\) and by \( F(x_4, x_3) \) in the range \((0, T)\).

The procedure used in the above-mentioned two special cases can similarly be applied to any other special case in which \( \chi_{ik}^{n}(t, \nu) \) may be treated either as a function of \( t \) for a given \( \nu \) or as a function of \( \nu \) for a given \( t \). In all cases, the contribution to \( \chi_{ik}^{n}(t, \nu) \) from a particular Fresnel function \( F(x_p, x_q) \) or its complex conjugate does not necessarily come from the central region of this function. This implies that each of the amplitude and phase functions of \( \chi_{ik}^{n}(t, \nu) \) may consist of two portions (if \( T_i = T_k \)) or three (if \( T_i \neq T_k \)) which may correspond to the central regions and/or tails of the Fresnel functions involved. The actual situation in this respect depends on the particular case under consideration.

It suffices here to consider only the case where the nonvanishing values of all \( |x| \)'s are large. This case is mathematically tractable and is the main concern of the present discussion. In this case, \( F(x_p, x_q) + \sqrt{2} e^{j\frac{\pi}{4}} \) in the
central region \((x_{p} = 0, x_{q} = 0)\) and may be treated as having neither tails nor oscillations. Consequently, contributions to both the amplitude and phase functions of \(\chi_{ik}^{n}(t, \nu)\) in this case come only from the central regions of Fresnel functions. This implies that in this case, \(\chi_{ik}^{n}(t, \nu)\) becomes effectively limited in the \(t-\nu\) plane to the region lying within the corresponding parallelogram and is given for all \(T_{i} \leq T_{k}\) by

\[
|\chi_{ik}^{n}(t, \nu)| \approx (|\nu_{i} - \nu_{k}| T_{i} T_{k})^{-\frac{1}{2}}
\]

(3.25a)

\[
\arg\chi_{ik}^{n}(t, \nu) \approx z \pm \frac{\pi}{4}
\]

(3.25b)

where \(z\) is given by (3.22b4) and \(\frac{\pi}{4}\) and \(-\frac{\pi}{4}\) correspond to \(\nu_{i} > \nu_{k}\) and \(\nu_{i} < \nu_{k}\) respectively.

Relation (3.25) indicates that for large \(|x|\)’s, the response \(\chi_{ik}(t, \nu)\) of the \(k\)th chirp matched filter to the \(i\)th chirp always has the form of a LFM oscillation with a mean frequency \(f_{k} + \frac{\nu \mu_{k}}{\mu_{k} - \mu_{i}}\) and a slope \(\frac{\mu_{i} \mu_{k}}{\mu_{k} - \mu_{i}}\). That this response has some residual LFM is due to the mismatch condition between the two chirps.

Unlike \(|F(x_{p}, x_{q})|, |\chi_{ik}^{n}(t, \nu)|\) cannot have long tails in \(t\) for small \(|x|\)’s because it vanishes outside the range
\( |t| \frac{S_{ik}}{2} \). Like \( |F(x_p, x_q)| \), however, \( |x_{ik}^n(t, \nu)| \) oscillates for small \( |x| \)'s. This oscillation takes place about the large \( |x| \)'s level of (3.25a) as a mean level. The largest oscillation amplitude is generally small compared to this mean level. These conclusions may be obtained by making use of those obtained in Section 4.8 for \( |F(x_p, x_q)| \). They imply that (3.25a) can also be taken as a basis for studying \( |x_{ik}^n(t, \nu)| \) in the small \( |x| \)'s case.

3.4.1.4 The Large \(|x| \)'s Assumption

The large \(|x| \)'s assumption made in the previous subsection will now be considered. Relation (3.23) indicates that the necessary and sufficient condition for the nonvanishing values of all \(|x| \)'s to be large may be taken as

\[ gT_s > (2\Delta)^{1/2} \]  \hspace{1cm} (3.25a)

i.e.

\[ |\mu_i - \mu_k| T_s^2 \gg \Delta \]  \hspace{1cm} (3.26b)

where \( \Delta \gg 1 \) and \( T_s \) is the smaller of \( T_i \) and \( T_k \).

The required \( \Delta \)-value depends on the desired preciseness. An acceptable such value from the viewpoint of the present
discussion may be based on the assumption that the kth chirp matched filter output is normally sampled at $t=0$ in search for any possible response characteristic of this chirp. In this case, $t=v=0$ and (3.23) gives $|x_1|=|x_3|=-\frac{gT_i}{2}$ and $|x_2|=|x_4|=-\frac{gT_k}{2}$. These values may be considered to be sufficiently large from a Fresnel viewpoint if $gT_s > 3.5$. Making use of this fact, (3.26) gives $\Delta \approx 25$.

Condition (3.26) implies that $|x_{ik}^n(t,v)|$ in (3.25a) is low compared to unity. That is, (3.25) is more suited for interference studies where the $i$th and $k$th chirps are intended to be distinct rather than distortion studies where these two chirps are understood to be slightly mismatched versions of one another. This is convenient from the viewpoint of the present discussion which is mainly concerned with interference studies and signal design. Distortion studies imply that (3.26) and, hence, (3.25) do not hold. In this case, $|x_{ik}^n(t,v)|$ and $\text{arg}x_{ik}^n(t,v)$ generally fluctuate about those of (3.25) as their means and one would have to evaluate them through (3.22) by numerical techniques or to predict their behaviour by making use of the methods of Sections 4.8 and 4.11.

3.4.1.5 $x_{ik}^n(t,v)$ Spread in the $t-v$ Plane

Subsection 3.4.1.3 indicates that the spread of
\( \chi^n_{ik}(t, \nu) \) in the \( t-\nu \) plane may be effectively limited to any desired parallelogram centred at the origin by a proper choice of \( T_i, T_k, W_i \) and \( W_k \) that satisfies (3.26). It should be noted, however, that such a choice does also affect the \( |\chi^n_{ik}(t, \nu)| \) level through (3.25a).

Condition (3.26) is both necessary and sufficient for \( \chi^n_{ik}(t, \nu) \) to be negligible for all \( |\nu| > \frac{|W_i| + |W_k|}{2} \). Thus, (3.26) relaxes the two previously stated conditions in this respect that \( |W_i T_i| > 1 \) and \( |W_k T_k| > 1 \) (see Subsection 3.4.1).

\( \chi^n_{ik}(t, \nu) \) has an effective duration \( \varepsilon \) its actual duration. This effective duration may remain constant or change with \( |\nu| \). The relationship between the centre of this duration and \( \nu \) depends on the values of \( T_i, T_k, W_i \) and \( W_k \) under consideration and may take the form of a broken line such as AEFC in Fig. 3.4(a) or a straight line such as BD in Fig. 3.4(b). This relationship corresponds to the linear \( t-\nu \) coupling law \( t = -\frac{\nu}{\mu} \) relating this centre and \( \nu \) for two chirps having the same slope \( \mu \).

If \( |\chi^n_{ik}(t, \nu)| \) of (3.25a) is plotted as a surface extending over the \( t-\nu \) plane, it will look as a flat plateau whose altitude is constant and whose projection on the \( t-\nu \) plane is the parallelogram corresponding to the values of \( T_i, T_k, W_i \) and \( W_k \) involved.

If (3.26) does not hold, (3.25a) also does not hold and
this plateau fluctuates about the level of (3.25a) as a mean altitude and its projection on the t-v plane becomes less defined.

3.4.2 Mismatch Effects

$h_{ik}(t,v)$ may be used to carry out a hierarchy of studies concerning chirps having different slopes. These studies may be related to weighting, signal design or mismatch effects. Some basic results obtained in the next subsection may be used for weighting. Signal design will be considered in the next section. The present subsection considers the effects of mismatch between the ith and kth chirps on the latter's matched filter response to the former.

Isolated and combined phase, frequency and duration (or bandwidth) mismatch effects in the $\nu_i=\nu_k$ case have already been outlined in the previous section. Thus, it remains to consider the effects of $\nu$-mismatch in isolation from, or in combination with, phase, frequency, duration and bandwidth mismatch. It also remains to compare the mismatch effects in the $\nu_i=\nu_k$ case with their counterparts in the $\nu_i\neq\nu_k$ case. A detailed analysis in this respect is not intended here and may be carried out by comparing (3.13), (3.14), (3.15) and an explicit numerical or mathematical expression of (3.22) having a validity and preciseness that match those of the desired results. In any case, a few comments are in order.
Subsection 3.4.1.3 indicates that for a given \( \nu \), \( |\chi_{ik}^n(t,\nu)| \) is rectangular in \( t \) as long as (3.26) holds, i.e. it has the same functional form as that of the envelope of the input chirp. This may be compared with a previous result that in the \( \mu_i=\mu_k \) case, \( |\chi_{ik}^n(t,\nu)| \) roughly has the form of the Fourier transform of the rectangular envelope of the input chirp.

The response level in the \( \mu_i \neq \mu_k \) case is less than that in the \( \mu_i=\mu_k \) case. While the latter has a normalized value = 1, the former has a normalized mean value

\[
\tilde{\lambda} \left( \frac{1}{(\mu_i - \mu_k)^2 T_i T_k} \right) < 1.
\]

Response level degradation in moving from the \( \mu_i=\mu_k \) condition to the \( \mu_i \neq \mu_k \) condition is mainly determined by the dominating \( \mu \)-mismatch \( |\mu_i - \mu_k| \) and is insensitive to \( \alpha \), \( t \) and \( \nu \).

Relation (3.24) can also be used in the case where \( \mu_i=\mu_k \). In this case, (3.24) reduces to the single linear relation \( \mu t + \nu = 0 \) corresponding to the main ridge of \( |\chi_{ik}^n(t,\nu)| \) when viewed as a surface extending over the \( t-\nu \) plane. This indicates that in moving from the \( \mu_i=\mu_k \) condition to the \( \mu_i \neq \mu_k \) condition, the main ridge straight line \( \mu t + \nu = 0 \) degenerates into a parallelogram whose sides are given by (3.24) and whose size is proportional to the \( \mu \)-mismatch \( |\mu_i - \mu_k| \).
3.4.3 Correlation of Two Shaped LFM Signals Having Different Slopes

Consider the two shaped LFM signals \( y_i(\sigma) \) and \( y_k(\sigma) \) of the complex LFM signal set (3.5). Let \( a_i - a_k = a \) and \( f_i - f_k = \Delta_f \). The correlation function \( \chi_{ik}(t,\nu) \) of these two signals can be obtained by substituting \( y_i(\sigma) \) for \( s_i(\sigma)e^{j2\pi\nu\sigma} \) and \( y_k(\sigma) \) for \( s_k(\sigma) \) in (1.4a) making use of (1.1a). Thus,

\[
\chi_{ik}(t,\nu) = e^{jut} \int_{-\infty}^{\infty} a_i(\sigma)a_k(\sigma-t)e^{j2\pi[(\mu_k t+\nu)\sigma+\frac{\Delta f}{2}\sigma^2]} d\sigma
\]

(3.27a)

where \( u \) is given by (3.21b).

Relation (3.27a) is a generalization of, and has the same integration limits as, (3.21). However, it is more difficult to handle even if \( a_i(\sigma) \) and \( a_k(\sigma) \) are specified. Such a specification does not necessarily simplify the integral or reduce it to a Fresnel form which can be treated in a manner similar to that used for (3.21a). Thus, an exact closed-form expression of (3.27a) is not generally possible. However, it is sometimes possible to obtain an approximate explicit expression for (3.27a) even without specifying \( a_i(\sigma) \) and \( a_k(\sigma) \). This may be achieved by applying the stationary phase method to the integral and is possible only if the conditions underlying this method are satisfied. Such a satisfaction is conceivable as long as \( a_i(\sigma) \) and
\( a_k(\sigma) \) are two well behaved physical time functions which are slowly varying in contrast with the integrand's exponential function (i.e. \(|\mu_i - \mu_k|\) is sufficiently large).

The stationary phase method implies that in the first approximation, the main contribution to the value of the integral in (3.27a) comes from the vicinity of the integrand's stationary phase where \( \frac{d}{d\sigma} \left[ (\mu_k + \nu)\sigma + \frac{\mu_i - \mu_k \sigma^2}{2} \right] = 0 \), i.e. from the vicinity of \( \sigma_o = \frac{\mu_k - \mu_i}{\mu_k + \nu} \). Thus, this integral \( z \int_{\sigma_o}^{\sigma_o} \ldots d\sigma \).

Since \( a^i(\sigma) \) and \( a_k(\sigma) \) are assumed to be slowly varying functions of \( \sigma \), the product \( a^i(\sigma) a_k(\sigma - t) z a^i(\sigma_o) a_k(\sigma_o - t) \) for \( \sigma \approx \sigma_o \) and, hence, can be taken outside the integration sign. Thus, the integral

\[
za^i(\sigma_o) a_k(\sigma_o - t) \int_{\sigma \approx \sigma_o} e^{\frac{\mu_i - \mu_k \sigma^2}{2}} \, d\sigma.
\]

Also, since \( \sigma_o \) is the only integrand's stationary phase point, the integration may be carried out over all \( \sigma \) and not only over \( \sigma \approx \sigma_o \). In this manner, the integral \( za^i(\sigma_o) a_k(\sigma_o - t) \), where \( I \) is the integral in (3.21a). Making use of these facts, (3.27a) reduces to

\[
\chi_{ik}(t, \nu) \approx a^i \left( \frac{\mu_k + \nu}{\mu_k - \mu_i} \right) a_k \left( \frac{\mu_k + \nu}{\mu_k - \mu_i} \right) e^{ju} I
\]

(3.27b)

where \( u \) is given by (3.21b) and \( I \) is the integral in (3.21a).

It suffices here to consider only the case where condition (3.26) holds. In this case, \( I = \frac{e^{j(z-u+i/4)}}{|\mu_i - \mu_k|^2} \) and (3.27b) reduces
for all $T_i < T_k$ to
\[ |\chi_{ik}(t,v)| = \frac{a_i(\frac{\mu_i - \mu_i}{\mu_i - \mu_k})^\frac{t}{\mu_i - \mu_k}}{|\mu_i - \mu_k|^\frac{1}{2}}, \quad \mu_i \neq \mu_k \] (3.27c1)

\[ \arg \chi_{ik}(t,v) = z \frac{\pi}{4} \] (3.27c2)

where in (3.27c2), $z$ is given by (3.22b4) and $\frac{\pi}{4}$ and $-\frac{\pi}{4}$ correspond to $\mu_i > \mu_k$ and $\mu_i < \mu_k$ respectively.

Relation (3.27c) can be used as a basis for a variety of studies concerning LFM signals having different slopes such as weighting, mismatching and signal design. It can be studied in a manner similar to that used to study (3.25).

The normalized form of (3.27c) can be obtained through (1.4). This form is a generalization of (3.25). Although (3.27a) reduces to (3.18a) in the special case where $\mu_i = \mu_k$, (3.27c) is like (3.25) in that it can only be used in the case where $\mu_i \neq \mu_k$. As given by (3.27), $\chi_{ik}(t,v)$ has the general properties outlined in Subsection 1.3.2 and can be used to derive $\chi_{ki}(t,v)$ through (1.5).

For a given $v$, $\chi_{ik}(t,v)$ describes the response of the $Y_k(\sigma)$ matched filter to $Y_i(\sigma)$. For all $v, T_i < T_k, \mu_i > \mu_k$ and $\mu_i < \mu_k$, this response is always limited to the range $|t| < \frac{T_i + T_k}{2}$. The response envelope $|\chi_{ik}(t,v)|$ may be plotted
and studied as a surface extending over the $t-v$ plane.

$\chi_{ik}(t,v)$ is effectively limited in the $t-v$ plane to the region lying inside the parallelogram whose sides are given by (3.24). This conclusion may be reached in a manner similar to that used for $\chi_{ik}^n(t,v)$ of (3.25). This conclusion may also be directly based on (3.27c). Thus, noting that $a_i(\sigma)$ and $a_k(\sigma)$ are limited to the ranges $|\sigma| \lesssim \frac{i}{2}$ and $|\sigma| \lesssim \frac{k}{2}$ respectively, it can be seen that the product $a_i(\frac{\mu_{k+t+v}}{\mu_{k}-\mu_i}) a_k(\frac{1}{\mu_{k}-\mu_i})$ and, hence, $\chi_{ik}(t,v)$ in (3.27c) are confined between the straight lines $\frac{\mu_{k+t+v}}{\mu_{k}-\mu_i} = \frac{\sigma}{2}$ and $\frac{\mu_{k+t+v}}{\mu_{k}-\mu_i} = \frac{\sigma}{2}$, which are identical to those of (3.24).

The fact that $\chi_{ik}(t,v)$ of (3.27c) is effectively confined to the same $t-v$ parallelogram as $\chi_{ik}(t,v)$ of (3.25) indicates that the former has all the properties of Subsection 3.4.1.5. However if $|\chi_{ik}(t,v)|$ of (3.27c) is plotted as a surface extending over the $t-v$ plane, it will generally look as an uneven plateau whose projection on this plane is the parallelogram defined by (3.24) and whose shape and altitude are determined by the product $a_i(\frac{\mu_{k+t+v}}{\mu_{k}-\mu_i}) a_k(\frac{1}{\mu_{k}-\mu_i})$. A vertical cut through this plateau will essentially have the same shape as the product $a_i(\cdot)a_k(\cdot)$ as long as (3.26) holds. If (3.26) does not hold, this cut will assume a distorted shape fluctuating about the product $a_i(\cdot)a_k(\cdot)$ as its mean.

For a given $v$ and as long as (3.26) holds, the response
envelope $|\chi_{ik}(t,\nu)|$ has the functional form of the product $a_i(\cdot) a_k(\cdot)$ of the envelopes of the two correlated LFM signals $y_i(\sigma)$ and $y_k(\sigma)$. This conclusion is a generalization of that obtained for chirp signals in Subsection 3.4.2.

Relation (3.27a) indicates that $|\chi_{ik}(t,\nu)| < \int_{\sigma} a_i(\sigma) a_k(\sigma-t) e^{jc} d\sigma | \int_{\sigma} a_i(\sigma) a_k(\sigma-t) d\sigma |$, where $c$ is the integrand's stationary phase. This implies that $\int_{\sigma} a_i(\sigma) a_k(\sigma-t) d\sigma$ is a loose bound on $|\chi_{ik}(t,\nu)|$ and, hence, on $\chi_{ik}(t,\nu)$ itself. This can be compared with a corresponding result obtained in Subsection 3.2.4 for the $\mu_i = \mu_k$ case and indicated that $\int_{\sigma} a_i(\sigma) a_k(\sigma-t) d\sigma$ is a tight bound on $|\chi_{ik}(t,\nu)|$ and, hence, on $\chi_{ik}(t,\nu)$. This difference between the $\mu_i = \mu_k$ and $\mu_i \neq \mu_k$ cases is expected, however, because the $\mu$-mismatch is bound to reduce the response level.

As compared to $\chi_{ik}(t,\nu)$ in the $\mu_i = \mu_k$ case, $\chi_{ik}(t,\nu)$ in the $\mu_i \neq \mu_k$ case can only be used for LFM studies involving a single FSK or PSK element. This is because a different $-\mu$ LFM set can accommodate only one FSK or PSK element with a slope=0.

3.5 **Signal Design For Chirps Having Different Slopes**

This section considers the problem of designing signal sets consisting of chirps having different slopes for digital
data transmission. It assumes optimum processing in an AWGN background and practically tolerable mutual interferences and slope distortions and deviations. The results obtained may be taken as a basis for the corresponding case of shaped-LFM signal design.

Signal design for chirps with different slopes may be achieved by the conventional detection theoretical method in both the coherent and noncoherent cases (see Subsection 3.3.1).

3.5.1 The Coherent Case

Signal design for chirps having different slopes in the coherent case may be considered through the ith and kth members of the real chirp set (3.9). To this end, let $\mu_i \neq \mu_k$, $|\alpha_i - \alpha_k| \leq \frac{\Delta}{2}$ and $f_i - f_k \leq \frac{\Delta}{2}$ and assume that $T_i$, $T_k$, $\tilde{W}_i$ and $\tilde{W}_k$ satisfy condition (3.26). If the kth chirp bandwidth $<2f_k$ and the ith chirp bandwidth $<2f_i$, the normalized correlation coefficient $\lambda_{ik}^n(0,\nu)$ of these two chirps may be obtained by making use of (3.25) in (1.14a). Thus,

$$\lambda_{ik}^n(0,\nu) = \frac{\cos(\frac{\pi\nu}{4} - \frac{\pi\nu^2}{\nu_i - \nu_k})}{(|\nu_i - \nu_k| T_i T_k)^{\frac{1}{2}}}$$

(3.28)

where $\frac{\pi}{4}$ and $-\frac{\pi}{4}$ correspond to $\nu_i > \nu_k$ and $\nu_i < \nu_k$ respectively.
Relation (3.28) indicates that $\lambda_{ik}^n(O,\nu)$ oscillates about zero-level between the lower and upper bounds

$$\pm \frac{1}{(|\mu_i-\mu_k|T_iT_k)^{1/2}}$$

with an oscillation amplitude

$$\left(\frac{2}{(|\mu_i-\mu_k|T_iT_k)^{1/2}}\right)$$

Relation (3.28) also indicates that $\lambda_{ik}^n(O,\nu)$ depends on $\alpha$, $\nu$ and $|\mu_i-\mu_k|T_iT_k$. However, since $|\mu_i-\mu_k|T_iT_k >> 1$ according to (3.26), $\lambda_{ik}^n(O,\nu)$ is mainly determined by the factor

$$\frac{1}{(|\mu_i-\mu_k|T_iT_k)^{1/2}}$$

in such a way that it is essentially $\approx 0$ and relatively insensitive to variations in $\alpha$ and $\nu$. Thus, the two chirps under consideration can practically be seen to form a quasi-orthogonal pair in the coherent case. Assuming AWGN and equiprobable chirps with the same energy $E$, the performance of this pair can be obtained from (1.26).

If $\alpha$- and $\nu$- control is both possible and desirable, proper selection of $\alpha$ and $\nu$ can make $\lambda_{ik}^n(O,\nu)$ assume any required value between its lower and upper bounds (e.g. $\lambda_{ik}^n(O,\nu) = 0$). If either $\mu_i = 0$ or $\mu_k = 0$, the ith and kth chirp pair reduces to an FSK-chirp pair. Moreover, if condition (3.26) is not strictly satisfied, $\lambda_{ik}^n(O,\nu)$ will have two new bounds which fluctuate about their flat counterparts mentioned above as mean levels and, hence, the preceding results will still hold in the mean (see Subsection 3.6.1).

The preceding discussion indicates that in the coherent case, quasi-orthogonality is the only practically conceivable correlation relationship between two or more chirps having
different slopes. Signal sets comprising such chirps will be considered in Subsection 3.5.3 below.

3.5.2 The Noncoherent Case

Signal design for chirps having different slopes in the noncoherent case may be elucidated by considering the ith and kth chirps described in the previous subsection disregarding their phases. The in-phase and quadrature correlation coefficients \( \rho_{ik}(0,\nu) \) and \( \beta_{ik}(0,\nu) \) of these two chirps may be obtained by making use of (3.25) in (1.27). Thus,

\[
\rho_{ik}(0,\nu) = \cos\left(-\frac{\pi\nu^2}{\mu_i - \mu_k} \pm \frac{\pi}{4}\right)
\]

\[
\beta_{ik}(0,\nu) = \sin\left(-\frac{\pi\nu^2}{\mu_i - \mu_k} \pm \frac{\pi}{4}\right)
\]

where \( \frac{\pi}{4} \) and \( -\frac{\pi}{4} \) correspond to \( \mu_i > \mu_k \) and \( \mu_i < \mu_k \) respectively.

Except for their independence of \( \alpha \) and that they are in phase-quadrature, \( \rho_{ik}(0,\nu) \) and \( \beta_{ik}(0,\nu) \) have the same properties as \( \lambda_{ik}^n(0,\nu) \) of (3.28). This implies that also in the noncoherent case, the ith and kth chirps under consideration can be seen to form a quasi-orthogonal pair. Assuming AWGN and equiprobable chirps with the same energy \( E \),
the performance of this pair in the noncoherent case may be obtained by making use of the appropriate $P_e$-expressions characteristic of this case (see Section 1.4).

Again, quasi-orthogonality is the only practically conceivable correlation relationship between two or more chirps having different slopes in the noncoherent case. Signal sets comprising such chirps will be considered in the next subsection.

3.5.3 Chirp Packing

This subsection considers the problem of constructing quasi-orthogonal sets of chirps with different slopes by packing the members of each set in a given $\mu$-space in such a way that the mutual interference between any two members does not exceed a maximum admissible level.

3.5.3.1 Introduction

Let the chirp set to be designed comprise the first $M$ members of the real chirp set (3.9), $M\&N$. Let each member of this set have its distinct slope and assume that the durations and sweeps of any two of its members may be arbitrarily chosen in such a way that condition (3.26) is satisfied.
The optimum demodulator of the real chirp set to be designed is assumed to comprise an optimum predetection processor for each of its members. Assuming AWGN, this processor may be a correlator or a matched filter-sampler in the coherent case and a square-envelope correlator or a matched filter-envelope detector-sampler in the noncoherent case.

Assume coherent reception and consider the optimum predetection processor of chirp \( r_k(\sigma) \), say, of the set to be designed. This processor gives a response \( \lambda_{kk}(0,0) \) to \( r_k(\sigma) \) itself and a response \( \lambda_{ik}(0,\nu) \) to the \( i \)th member of the set, i.e., to \( r_i(\sigma) \). Making use of (1.12a) and (1.4),

\[
(3.13b) \quad \lambda_{kk}(0,0) = E_k \quad \text{and} \quad (3.25) \quad \lambda_{ik}(0,\nu) = \frac{E_i E_k}{\mu_i - \mu_k} \cos(\pi \frac{\nu}{4} - \frac{\pi \nu^2}{\mu_i - \mu_k}).
\]

This indicates that in the coherent case, the maximum expected power Interference-to-Signal Ratio (ISR) at the output of \( r_k(\sigma) \)'s processor due to \( r_i(\sigma) \) is

\[
\left( \frac{\lambda_{ik}(0,\nu)}{\lambda_{kk}(0,0)} \right)^2 = \frac{E_i}{E_k} \frac{\mu_i - \mu_k}{T_i T_k} \Delta \beta_{i,k}^{-1},
\]

where \( \beta_{i,k} \) is the corresponding Signal-to-Interference Ratio (SIR). Similarly, it can be seen in the coherent case that the maximum expected ISR at the output of \( r_i(\sigma) \)'s processor due to \( r_k(\sigma) \) is

\[
\left( \frac{\lambda_{ki}(0,\nu)}{\lambda_{ii}(0,0)} \right)^2 = \frac{E_k}{E_i} \frac{\mu_i - \mu_k}{T_i T_k} \Delta \beta_{k,i}^{-1}. \]

It can also be seen that \( \beta_{i,k} > \beta_{k,i} \) implies \( E_k < E_i \).

Again, assume noncoherent reception and consider the
optimum predetection processor of \( r_k(\sigma) \). This processor gives a response \( \text{Envelope}[\lambda_{kk}(t,0)]_{t=0} \) to \( r_k(\sigma) \) itself and a response \( \text{Envelope}[\lambda_{ik}(t,v)]_{t=0} \) to \( r_i(\sigma) \). Making use of (1.12b) and (1.4), (3.13c) gives \( \text{Envelope}[\lambda_{kk}(t,0)]_{t=0} = \hat{E}_k \) and (3.25a) gives \( \text{Envelope}[\lambda_{ik}(t,v)]_{t=0} = \left( \frac{\hat{E}_i E_k}{|k_i - k_k|^2 T_i T_k} \right)^{\frac{1}{2}} \).

This indicates that in the noncoherent case the maximum expected ISR at the output of \( r_k(\sigma) \)'s processor due to \( r_i(\sigma) \) is \( \beta_{i,k}^{-1} \). Similarly, it can be seen in the noncoherent case that the maximum expected ISR at the output of \( r_i(\sigma) \)'s processor due to \( r_k(\sigma) \) is \( \beta_{k,i}^{-1} \).

The preceding facts indicate that in both the coherent and noncoherent cases, the interference caused by \( r_i(\sigma) \) at the output of \( r_k(\sigma) \)'s processor does not exceed the ISR level \( \beta_{i,k}^{-1} \) and that the interference caused by \( r_k(\sigma) \) at the output of \( r_i(\sigma) \)'s processor does not exceed the level \( \beta_{k,i}^{-1} \). These facts also indicate that \( \beta_{i,k} \) is generally different from \( \beta_{k,i} \) unless \( E_i = E_k \).

The previous paragraph implies that in both the coherent and noncoherent cases, the maximum interference levels characterizing the different pairs of the chirp set under consideration may not necessarily be the same. Accordingly, it is desired to construct this set in such a way that the interference between any two of its members does not exceed a maximum admissible ISR level \( \beta_{0}^{-1} \), say. Thus, the problem is to construct this set in such a way that: (a) it satisfies
condition (3.26), (b) each of its members has its distinct slope, (c) no member can have a slope outside the specified $\mu$- range ($\mu_{\text{min}}$, $\mu_{\text{max}}$), and (d) the mutual ISR level of any two members does not exceed $\beta_0^{-1}$, i.e. 
$\beta_i \neq \beta_k^{-1}$; $i \neq k$; $i,k=1,2,3,\ldots,M$. This problem may be tackled by either of the two construction methods suggested below.

3.5.3.2 First Packing Method

This method requires the selection of the energy, slope and duration (or sweep), or any other equivalent set of parameters, of each member of the chirp set to be constructed. It may be outlined in the following four steps:

(i) Assign the energies of the members in such a way that

$$E_m \leq E_{m+1}; \; m=1,2,3,\ldots,M-1 \quad (3.30a)$$

(ii) Assign the slopes of the members in an ascending order in such a way that

$$\mu_1 = \mu_{\text{min}} \quad \text{and}$$

$$\mu_m < \mu_{m+1} \leq \mu_{\text{max}}; \; m=1,2,3,\ldots,M-1 \quad (3.30b1)$$

Alternatively, assign the slopes of the members in a descending order in such a way that

$$\mu_1 = \mu_{\text{max}} \quad \text{and}$$

$$\mu_{\text{min}} \leq \mu_{m+1} < \mu_m; \; m=1,2,3,\ldots,M-1 \quad (3.30b2)$$
(iii) Assign the durations of the consecutive members in any suitable manner is such a way that

\[ |u_m - u_{m+1}| = \beta_{OE_m} \frac{E_{m+1}}{T_m} \frac{1}{m+m+1} ; \ m=1,2,3,\ldots,M-1 \] (3.30c1)

Alternatively, assign the sweeps of the consecutive members in any suitable manner in such a way that

\[ \frac{1}{|u_m - u_{m+1}|} = \beta_{OE_m} \frac{E_{m+1}}{W_m} \frac{1}{W_{m+1}} ; \ m=1,2,3,\ldots,M-1 \] (3.30c2)

Relation (3.30c1) implies that \( \beta_{m+1,m} = \beta_0 \), i.e. the ISR caused by any member at the output of the processor of the preceding member is equal to the maximum admissible level \( \beta_0^{-1} \). Also, (3.30a) implies that \( \beta_{m,m+1} \beta_{m+1,m} \geq \beta_0 \). These facts imply that the mutual relative interference between any consecutive pair of the chirp set under construction does not exceed the ISR level \( \beta_0^{-1} \). It should be noted here that (3.30c1) and (3.30c2) are equivalent. In fact, dividing (3.30c1) by \( |u_m u_{m+1}| \) reduces it to (3.30c2).

(iv) Assign the durations of the nonconsecutive members in any suitable manner in such a way that

\[ |u_p - u_q| \geq \beta_0 \frac{E_p}{E_q} \frac{1}{T_p T_q} ; \] (3.30d1)

\[ q=1,2,3,\ldots,M-2; \]
\[ p=q+2, q+3,\ldots,M. \]
Alternatively, assign the sweeps of the nonconsecutive members in any suitable manner in such a way that

\[
\left| \frac{1}{\mu_p} - \frac{1}{\mu_q} \right| \beta_0 \geq \left| \frac{E_p}{E_q} \right| \left| \frac{W_p}{W_q} \right| \left( 3.30d2 \right)
\]

\( q=1, 2, 3, \ldots, M-2; \)

\( p=q+2, q+3, \ldots, M. \)

Relation (3.30d1) indicates that \( \beta_{p,q} \geq \beta_0 \). Also, (3.30a) implies that \( \beta_{q,p} \geq \beta_{p,q} \geq \beta_0 \). These facts imply that the mutual relative interference between any two nonconsecutive members of the chirp set under construction does not exceed the required ISR level \( \beta_0^{-1} \). Thus, (3.30c) and (3.30d) guarantee that the relative interference between any two different members of this subset does not exceed the maximum admissible ISR level \( \beta_0^{-1} \). Again, it should be noted that (3.30d1) and (3.30d2) are equivalent.

This method is capable of packing chirps in the given \( \mu \)-space in the most compact manner under the specified ISR ceiling \( \beta_0^{-1} \), i.e. in such a way that \( \beta_{i,k}^{-1} \leq \beta_0^{-1}; i \neq k; i, k=1, 2, 3, \ldots, M. \) The number \( M \) of chirps that can be packed by this method under such constraints may be obtained from (3.30c1) or (3.30c2) by letting \( m \) assume all its possible values and summing the results. Thus,
\[ |\mu_1 - \mu_M| = \beta_0 \sum_{m=1}^{M-1} \frac{E_{m+1}}{E_m} \frac{1}{T_m T_{m+1}} \tag{3.30e1} \]

or

\[ \left| \frac{1}{\mu_1} - \frac{1}{\mu_M} \right| = \beta_0 \sum_{m=1}^{M-1} \frac{E_{m+1}}{E_m} \frac{1}{|W_m W_{m+1}|} \tag{3.30e2} \]

where (3.30e1) is to be used if the durations are specified and (3.30e2) is to be used if the sweeps are specified.

Relation (3.30e) does not give an explicit expression for \( M \) except in the case where

\[ \frac{E_{m+1}}{E_m} \frac{1}{T_m T_{m+1}} = \text{constant} \]

or

\[ \frac{1}{|W_m W_{m+1}|} = \text{constant} \]

for all \( m=1,2,3,...,M-1 \). This case includes, for example, the two special cases where:

(a) the ratio \( \frac{E_{m+1}}{E_m} \) is fixed (i.e. \( E_2 = \sqrt{E_1 E_3}, \ E_3 = \sqrt{E_2 E_4} \ldots \) etc)

and either \( T_m T_{m+1} \) is fixed (i.e. \( T_1 = T_3 = T_5 = \ldots; T_2 = T_4 = T_6 = \ldots \))

or \( |W_m W_{m+1}| \) is fixed (i.e. \( |W_1| = |W_2| = |W_5| = \ldots; |W_2| = |W_4| = |W_6| \ldots \))

and (b) all chirps have the same energy and either have the same duration or have the same sweep (see Subsection 3.5.3.4 below). Other special cases in this category can readily be defined. In any case, it can be seen that relation (3.30e) always implies the logical conclusion that \( M \) increases with the available \( \mu \)-range \((\mu_{\text{min}}, \mu_{\text{max}})\) as well as with the admissible ISR level \( \beta_0^{-1} \) and is determined by the actual values of the energies and durations (or sweeps).
In the case where the chirps to be packed have equal energies, \( \beta_{i,k}^i = \beta_{k,1} = |W_{i,k} - W_{k,1}| \) for any two consecutive or nonconsecutive chirps and the packing steps become much easier and their associated relations become simpler. For example, (3.30c) reduces to \( |W_{m,T_{m+1}} - W_{m+1,T_m}| = \beta_0 \) for a consecutive pair, (3.30d) reduces to \( |W_{i,k} - W_{k,1}| \geq \beta_0 \) for a nonconsecutive pair and (3.30e) reduces to

\[
|\mu_1 - \mu_M| = \beta_0 \frac{1}{\sum_{m=1}^{M-1} \frac{1}{T_m T_{m+1}}} \tag{3.30f1}
\]

or

\[
\left| \frac{1}{\mu_1} - \frac{1}{\mu_M} \right| = \beta_0 \frac{1}{\sum_{m=1}^{M-1} \frac{1}{W_m W_{m+1}}} \tag{3.30f2}
\]

3.5.3.3 Second Packing Method

The first packing method outlined above is rather difficult to implement and does not give an explicit M-expression except in some special cases. Accordingly, an alternative method will now be described which may not necessarily have a comparable packing capability but is generally easier to implement and does always give an explicit M-expression. Like the first method, this method also requires the selection of the energy, slope and duration (or sweep) of each member of the chirp set to be constructed. Unlike the first method, however, this method
does not give identical results in terms of both durations and sweeps. This can be seen from the following steps underlying this method:

(i) Assign the energies and slopes of the members as described in steps (i) and (ii) of the first method.

(ii) Assign a minimum admissible duration $T_{\text{min}}$.

Alternatively, assign a minimum admissible sweep $|W|_{\text{min}}$.

(iii) Assign the slopes of the members in such a way that the slope difference between any two consecutive members is constant and let

$$|\mu_m - \mu_{m+1}| = \beta_0 \frac{E_M}{E_1} \frac{1}{T_{\text{min}}^2};$$

(3.31a1)

or

$$\left| \frac{1}{\mu_m} - \frac{1}{\mu_{m+1}} \right| = \beta_0 \frac{E_M}{E_1} \frac{1}{|W|_{\text{min}}^2};$$

(3.31a2)

$m=1, 2, 3, \ldots, M-1$.

This relation can readily be seen to imply that the mutual relative interference between any two consecutive or nonconsecutive members does not exceed the maximum admissible ISR level $\beta_0^{-1}$ as required.

In this method, an expression for $M$ can be obtained from (3.31a) by letting $m$ assume all its possible values
and summing the results. Thus

\[ M = 1 + \frac{1}{\beta_0} \left| \mu_1 - \mu_M \right| \frac{E_1}{E_M} T_{\text{min}}^2 \]  \hspace{1cm} (3.31b1)

or

\[ M = 1 + \frac{1}{\beta_0} \left| \mu_1 \right| - \frac{1}{\mu_M} \frac{E_1}{E_M} |W|_{\text{min}}^2 \]  \hspace{1cm} (3.31b2)

This relation explicitly shows that \( M \) increases with the available \( \mu \)-range \( (\mu_{\text{min}}, \mu_{\text{max}}) \) as well as with the admissible ISR level \( \beta_0^{-1} \).

In the case where the chirps to be packed have equal energies, \( \beta_{i,k} = \beta_{k,i} = |W_{i,k} T_i - W_{k,i} T_k| \) for any two consecutive or nonconsecutive chirps and the packing steps become slightly easier and their associated relations become simpler. For example, (3.31a1) reduces to \( |\mu_m - \mu_{m+1}| = \frac{\beta_0}{T_{\text{min}}^2} \), (3.31a2) reduces to \( |\mu_m - \mu_{m+1}| = \frac{1}{|W|_{\text{min}}^2} \) and (3.31b) reduces to

\[ M = 1 + \frac{1}{\beta_0} |\mu_1 - \mu_M| T_{\text{min}}^2 \]  \hspace{1cm} (3.31c1)

or

\[ M = 1 + \frac{1}{\beta_0} \left| \mu_1 \right| - \frac{1}{\mu_M} |W|_{\text{min}}^2 \]  \hspace{1cm} (3.31c2)
3.5.3.4 Packing of Chirps Having Equal Energies

The preceding two chirp packing methods have been formulated in quite general terms. They may be applied to a variety of special cases concerning the parameters forming the ISR expression, namely, the energy, duration and sweep and their combinations. Such special cases include, for example, those cases where the chirps to be packed have energies, durations, bandwidths (\( \Xi \) sweeps), duration-bandwidth products or average powers that are constrained to lie within specific ranges or to satisfy certain algebraic relations (e.g. equal, form an arithmetic progression). A detailed study of such special cases cannot be given here due to space considerations. It suffices here to consider the special case where the chirps to be packed have equal energies. This case is singled out due to its practical importance and because it is the case normally assumed in deriving \( P_e \)-expressions in detection theory (see Section 1.4).

Consider for example, the two special cases where the chirps to be packed have equal energies and either have the same duration \( T \) or have the same sweep \( |W| \). In the former case, the chirps have equal average powers and may be employed to transmit digital data at a fixed rate from
one or more transmitters. In the latter case, the chirps nearly have equal average spectral powers (assuming large duration-bandwidth products so that common bandwidth \( \tau |W| \)) and may be used to transmit digital data from different transmitters over a common channel in a spread spectrum multiple-access mode. Mathematically, these two special cases reduce to one another through the transformation \( T \leftrightarrow |W| \). Thus, it suffices to consider only the former case. In this case, both packing methods become identical. In fact, it can be seen in this special case that step (3.30c) for the consecutive chirps in the first method implies and, hence, cancels the need for step (3.30d) concerning the nonconsecutive chirps. It can also be seen that this step becomes identical to step (3.31a) in the second method requiring only that the duration-bandwidth product difference between any two consecutive chirps be made equal to \( \beta_0 \). Moreover, it can be seen that in this special case, both methods give \( M \) as

\[
M = 1 + \frac{|W_1^T - W_M^T|}{\beta_0} \tag{3.32a}
\]

This relation implies that in the special case under consideration, the problem of chirp packing in a given \( \mu \)-space \((\mu_{\text{min}}, \mu_{\text{max}})\) reduces to a problem of chirp packing in an equivalent duration-bandwidth product space.
\((W_{\text{min}}^T, W_{\text{max}}^T)\) in such a way that the maximum number \(M\) of chirps that can be packed in this space is given by

\[ M = 1 + \text{largest integer in } \frac{|W_{\text{max}}^T - W_{\text{min}}^T|}{\beta_0} \]  

(3.32b)

This relation implies that \(M\) increases with the available duration-bandwidth product range as well as with the maximum admissible ISR level \(\beta_0^{-1}\).

3.5.3.5 Packing Efficiency

Relation (3.30b2) implies that in the first method, the \(|\Delta \mu|\) separation between any two nonconsecutive chirps exceeds that between any two consecutive ones. Also, relation (3.30c) implies that in this method, the \(|\Delta \mu|\) separation between consecutive chirps is not necessarily fixed. These facts indicate that in the first method, the minimum \(|\Delta \mu|\) separation may be obtained from (3.30c) as

\[ |\mu_i - \mu_k|_{\text{min}} = \beta_0 \left( \frac{E_{m+1}}{E_m} \right) \left( \frac{1}{m \cdot m + 1} \right) \]  

(3.33a)

\(i \neq k, \ i, \ k = 1, 2, 3, \ldots, M,\)
\(m = 1, 2, 3, \ldots, M - 1.\)

Again, relation (3.30b2) implies that in the second
method, the $|\Delta \mu|$-separation between any two nonconsecutive chirps exceeds that between any two consecutive ones. Also, relation (3.31a) implies that in this method, the $|\Delta \mu|$-separation between consecutive chirps is fixed. These facts indicate that in the second method, the minimum $|\Delta \mu|$-separation may be obtained from (3.31a) as

$$
|\mu_i - \mu_k|_{\text{min}} = \beta_0 \frac{E_M}{E_1} \frac{1}{T_{\text{min}}} \tag{3.33b}
$$

if $k, i, k=1,2,3,\ldots,M$;

$m=1,2,3,\ldots,M-1$

Assuming the same $\beta_0$ and the same $E$- and $T$- ranges in (3.33a) and (3.33b), the minimum $|\Delta \mu|$-separation in the second method exceeds that in the first method except in the special case of equal energies and durations. These facts imply that given the same $\beta_0$, the same $\mu$-space ($\mu_{\text{min}}, \mu_{\text{max}}$) and the same $E$- and $T$- ranges, the first method is generally more capable of compact chirp packing than the second method. These facts also imply a previous result that both methods become equally capable in this respect in the case where all packed chirps have equal energies and durations.

3.5.3.6 Admissible TSR Levels

In the two chirp packing methods outlined above, it
has been assumed that any two members \( r_i(\sigma) \) and \( r_k(\sigma) \) of the constructed chirp set satisfy condition (3.26). As applied to this entire set, condition (3.26) requires that

\[
|\mu_i - \mu_k|_{\min} \cdot T^2_{\min} \gg \Delta; \quad i \neq k; \quad i,k=1,2,3,\ldots,M.
\]  

(3.34)

Multiplying both (3.33a) and (3.33b) by \( T^2_{\min} \) and comparing the results with (3.34) shows that

\[
\beta_0 \left( \frac{E_{m+1}}{E_m} \right)_{\min} \left( \frac{T^2_{\min}}{T_m T_{m+1}} \right) \gg \Delta,
\]  

(3.35a)

\[
m=1,2,3,\ldots,M-1;
\]

\[
\beta_0 \left( \frac{E_M}{E_1} \right) \gg \Delta
\]  

(3.35b)

where (3.35a) corresponds to the first method and (3.35b) corresponds to the second method.

It can be seen that (3.35b) and not (3.35a) represents the stronger largeness constraint on \( \beta_0 \) except in the case of equal durations and energies where both become identical. Thus, it can be stated that for the entire chirp packing theory developed here to be consistent with condition (3.26),
$\beta_0$ must be assigned in such a way that it satisfies (3.35b).

It was shown in Subsection 3.4.1.4 that for (3.26) to be reasonably satisfied, $\Delta$ may be as low as 25. Making use of this fact in (3.35b) indicates that as far as the present chirp packing theory is concerned, the minimum admissible SIR level $\beta_0$ may be as low as 25 (\sim 14$ dB) in the case of equal energies and may even be lower in the case of different energies. This is a logical conclusion since it has been assumed in the present theory (see (3.30a,b)) that the $\mu$-mismatch between any two chirps increases with their E-mismatch, and vice versa.

The fact that the present chirp packing theory will normally be valid for $\beta_0 \geq 25$ implies that this theory can accommodate amplitude ISR levels which may be as high as $1/5$. Since such a level would generally be high from a practical point of view, it may well be assumed that this theory holds in all practical situations.

The previous paragraph indicates that requiring the present chirp packing theory to satisfy condition (3.34) does not inconveniently constraint the maximum ISR level $\beta_0^{-1}$ admissible in this theory. It remains thus to realize the intuitively obvious fact that the validity of this theory is also not undermined by any low choice of $\beta_0^{-1}$ which may be desirable. In fact, low values of $\beta_0^{-1}$ would make condition (3.34) more than satisfied.
3.6 The Slope-Reversal Chirp Pair

This section considers the slope-reversal chirp pair and highlights its place within the framework of the general theory concerning LFM signals having different slopes.

3.6.1 Introduction: Correlation of Two Real Chirps Having Different Slopes

Consider the ith and kth members of the real chirp set (3.9) and let $\mu_i \neq \mu_k$, $f_i - f_k \triangleq \nu$ and $|a_i - a_k| \triangleq a$.

If the kth chirp bandwidth $<2f_k$ and the ith chirp bandwidth $<2f_i$, the normalized correlation function $\chi_{ik}^n(t, \nu)$ of these two real chirps may be obtained through the normalized correlation function $\chi_{ik}(t, \nu)$ of their exponential complex representations by making use of (1.14a). The resulting $\chi_{ik}^n(t, \nu)$ expression can then be used to obtain the normalized correlation coefficient $\chi_{ik}^n(0, \nu)$. In this manner, one has

$$
\chi_{ik}^n(0, \nu) = \frac{|F(x_p, x_q)|}{(2|\mu_i - \mu_k|T_i T_k)^{\frac{1}{2}}} \cos \left[ a - \frac{\nu^2}{\mu_i - \mu_k} \pm \arg F(x_p, x_q) \right]
$$

(3.36)

where $+\arg(.)$ and $-\arg(.)$ correspond to $\mu_i > \mu_k$ and $\mu_i < \mu_k$. 


respectively, p=1 and q=3 if $T_i < T_k$, p=4 and q=2 if $T_i > T_k$, p=1 (or 4) and q=2 (or 3) if $T_i = T_k$ and $x_1$ through $x_4$ may be obtained by putting $t=0$ in (3.23).

Relation (3.36) underlies the design and performance of signal sets comprising chirps having different slopes. Coherent transmission is based on $\lambda_{ik}^n(O,v)$ itself and noncoherent transmission may be based on $|\lambda_{ik}^n(O,v)|$ or on $\rho_{ik}(O,v)$ and $\tilde{\rho}_{ik}(O,v)$.

As described by (3.36), $\lambda_{ik}^n(O,v)$ oscillates in the $v - \lambda_{ik}^n(O,v)$ plane about the $v$-axis (i.e. about the level $\lambda_{ik}^n(O,v)=0$) with a varying instantaneous frequency and with an envelope given by $\frac{|F(x_p,x_q)|}{(2|v_i-v_k|T_iT_k)^{1/2}}$. Three cases may be identified in this respect, namely,

(i) The case where $|v_i-v_k|$ is large in such a way that condition (3.26) is satisfied with a sufficiently large $\Delta$. In this case, $|F(x_p,x_q)| \rightarrow \sqrt{2}$, $\arg F(x_p,x_q) \rightarrow \frac{\pi}{4}$ and (3.36) reduces to (3.28). This implies that the instantaneous frequency of $\lambda_{ik}^n(O,v) \rightarrow \frac{v}{v_k-v_i}$ (which varies linearly and slowly with $v$) and its envelope $\frac{1}{(2|v_i-v_k|T_iT_k)^{1/2}}$ (which is low and constant).

(ii) The case where condition (3.26) is not satisfied with
a sufficiently large $\Delta$ but $|\mu_i - \mu_k|$ is still large enough to make $|\mu_i - \mu_k|^2 T_S > 7$ (see (iii) below). In this case, the instantaneous frequency and the envelope of $l_{ik}^n(0, \nu)$ fluctuate about the levels $\frac{\nu}{\mu_k - \mu_i}$ and $\frac{1}{(|\mu_i - \mu_k|^2 T_i T_k)^{\frac{1}{2}}}$ as their respective means. The fluctuation amplitude decreases with $|\mu_i - \mu_k|$ (see Fig. 3.3).

(iii) The case where $|\mu_i - \mu_k| \to 0$ in such a way that $|\mu_i - \mu_k|^2 T_S < 7$. In this case, fluctuation about the mean comes to an end. In fact, it can be shown by methods which will be outlined in Section 4.11 in relation to the chirp spectrum that as $\mu_i - \mu_k \to 0$, the envelope of $l_{ik}^n(0, \nu) \to \left(\frac{T}{T_k}\right)^{\frac{1}{2}} |\text{sinc} \nu T_S|$, assuming an essentially $|\text{sinc}(\cdot)|$ form in $\nu$ that persists as long as $|\mu_i - \mu_k|^2 T_S < 7$. This conclusion is in full agreement with the fact that as $\mu_i - \mu_k \to 0$, $|\chi_{ik}^n(0, \nu)|$ of (3.22) approaches $|\chi_{kk}^n(0, \nu)|$ of (3.14c) if $T_i = T_k$, and $|\chi_{ik}^n(0, \nu)|$ of (3.15b) if $T_i < T_k$.

The behaviour of $l_{ik}^n(0, \nu)$ in case (i) has already been considered in the previous section. In this case, $l_{ik}^n(0, \nu)$ would assume its smallest possible positive and negative values describing an essentially orthogonal chirp pair.

In case (ii), $l_{ik}^n(0, \nu)$ may assume relatively larger positive
and negative values. In case (iii), $\lambda_{ik}^n(0,v)$ would assume its largest possible positive and negative values. These facts imply that if a large negative $\lambda_{ik}^n(0,v)$ value is desirable (which is usually the case in coherent transmission), one would choose $|\mu_i - \mu_k|$ in such a way that condition (3.26) is not properly satisfied and then choose $v$ in such a way as to obtain the corresponding largest possible negative $\lambda_{ik}^n(0,v)$ value. However, such a conclusion is of no practical significance. This is due to the fact that $\lambda_{ik}^n(0,v)$ in both cases (ii) and (iii) is difficult to compute and is highly sensitive to $v$-variations that it may jump from its largest possible negative value to its largest possible positive value for a slight change in $v$. This explains why the theory of "signal design for chirps having different slopes" has been based in the previous section on case (i), i.e. on the case where condition (3.26) is properly satisfied.

As mentioned above, $\lambda_{ik}^n(0,v)$ assumes its largest possible positive value in case (iii). Thus, assuming that $\mu_i - \mu_k \to 0$ and taking $\alpha = 0$ in (3.36), the largest possible positive value of $\lambda_{ik}^n(0,v)$ corresponds to $v = 0$ and is given by \( \left( \frac{T_s}{T} \right)^{\frac{1}{2}} \). If, in addition, $T_i \to T_k$, the two chirps become identical and the largest possible positive value $\to 1$ as expected (see (1.15)).

Also, $\lambda_{ik}^n(0,v)$ assumes its largest possible negative
value in case (iii). However, the precise evaluation of this value is not easy because of the presence of the rapidly fluctuating $|F(x_p,x_q)|$ and $\arg F(x_p,x_q)$ in (3.36). Nevertheless, if $x_p=0$ and $\mu_i > \mu_k$, an estimate of this value has been found numerically to be $\sim -0.258 \left( \frac{T_s}{T_{\ell}} \right)^{\frac{1}{2}}$ for $|\mu_i - \mu_k| T_s^2 \sim 4.7493$ at $|v| \approx 1.09 |\mu_i - \mu_k|$ (i.e. for $x_p \succsim 0$ and $x_q \sim 3.082$ or $x_p \sim -3.082$ and $x_q \preceq 0$ in (3.36)). It can be seen that as $|\mu_i - \mu_k|$ increases, this value decreases (unless $T_{\ell} = T_{\ell}'$, where it remains fixed at $-0.258$) and its location along the $\nu$-axis moves away from $\nu = 0$.

It can readily be seen that for fixed $T$'s and $W$'s, $x_p$ and $x_q$ in (3.36) are functions of $\nu$ only and have different signs only in the range $|\nu| \lesssim \frac{|\mu_i - \mu_k| T_s}{2}$ (i.e. in the range $(x_p = 0, x_q = 0)$). This implies that the central region of $|F(x_p,x_q)|$ and, hence, the central region of $\lambda_{1k}^n(0,\nu)$ extend over the range $|\nu| \lesssim \frac{|\mu_i - \mu_k| T_s}{2}$. The preceding paragraphs have been mainly concerned with the behaviour of $\lambda_{1k}^n(0,\nu)$ in this central region. Outside this region, i.e. in the tail region, $\lambda_{1k}^n(0,\nu)$ is generally small. This indicates that the orthogonality of the two chirps would be enhanced in case (i) above and that they may be made essentially orthogonal in cases (ii) and (iii) by making $|\nu|$ sufficiently large. In this manner, the point $(0,\nu)$ lies outside the parallelogram characterizing the effective $\lambda_{1k}^n(t,\nu)$ spread in the $t$-$\nu$ plane (see Fig. 3.4). That is,
the kth matched filter response to ith chirp will be of low level at the sampling instant \( t=0 \), may be centred at another instant away from \( t=0 \) and generally has an effective duration\(<\)effective duration of \( \lambda_{ik}^{n}(t,0) \). Thus, \( \nu \)-shifting may be used to prevent intersystem interference accumulation in the case of chirp packing presented in the previous section.

3.6.2 The Generalized Slope-Reversal Chirp Pair

The real ith-kth Arbitrary Chirp Pair (ACP) studied in the previous subsection reduces to a Generalized Slope-Reversal Chirp Pair (GSRCP) in the case where \( \mu_i=-\mu_k=\mu \).
Accordingly, the results obtained for the ACP can readily be applied to the GSRCP through the transformation \( \mu_i \rightarrow \mu, \mu_k \rightarrow -\mu \). This implies, for example, that the only practically conceivable GSRCP is one which satisfies condition (3.26). For such a pair, (3.36) reduces to

\[
\lambda_{ik}^{n}(0,\nu) = \frac{\cos(\alpha \pm \frac{\pi}{4} - \frac{\pi}{2} \frac{\nu^2}{\mu})}{(2|\mu|T_i T_k)^{\frac{1}{2}}}
\]  

(3.37)

where \( + \frac{\pi}{4} \) and \( - \frac{\pi}{4} \) correspond to \( \mu>0 \) and \( \mu<0 \) respectively.

Relation (3.37) underlies the design and performance
of the GSRCP in both the coherent and noncoherent modes. It implies that the GSRCP is essentially orthogonal under condition (3.26). Thus, assuming that the energy ratio $E_i / E_k$ is the same for both the ACP and GSRCP, comparing (3.37) and (3.28) indicates that under (3.26), the GSRCP and ACP would roughly have the same performance capability in both coherent and noncoherent transmission. That is, the GSRCP performance would be insensitive to deviation from the slope-reversibility condition (or to any other parameter distortion) as long as the two $\mu$'s remain different and constant over signal duration and (3.26) is satisfied. In fact, such a deviation would slightly improve or degrade the performance of the GSRCP depending on whether $\lambda_{ik}^n(0,\nu)$ of (3.28) is larger or less than $\lambda_{ik}^n(0,\nu)$ of (3.37).

Assuming that the two members forming the chirp pair have equal energies and satisfy (3.26), the highest possible ACP interference level may be obtained from (3.28) as $(|\mu_i - \mu_k| T_i T_k)^{-\frac{1}{2}}$. Similarly, the highest possible GSRCP interference level may be obtained from (3.37) as $(2|\mu| T_i T_k)^{-\frac{1}{2}}$. These two levels form the basis for comparing the ACP worst performance with that of the GSRCP.

Consider, for example, the class $C(\gamma,WT)$, say, comprising all ith-kth chirp pairs in such a way that each
pair consists of two real chirps with equal energies that: (i) satisfy (3.26), (ii) have opposite, but not necessarily exactly reversed, slopes (e.g. $\mu_i > 0$, $\mu_k < 0$, $|\mu_i| > |\mu_k|$), and (iii) satisfy the condition

$$W_i T_i = -\gamma^2 W_k T_k \Delta WT$$

for all $i$ and $k$ \hspace{1cm} (3.38)

where $\gamma$ is a real constant and $WT$ is a fixed reference product.

The highest possible interference level for any pair belonging to this class is given by $z^{-\frac{k}{2}}$, where $z \triangleq |W_i T_k - W_k T_i|$. Writing $\frac{W_i}{W_k} \triangleq y$ and making use of (3.38), $z = |WT \left(\frac{y}{\gamma^2} + \frac{1}{\gamma}\right)|$. It can readily be seen that $z$ assumes its minimum value $2\left|\frac{WT}{\gamma}\right|$ at $y = \mp \gamma$. This corresponds through (3.38) to $\mu_i = -\mu_k$, i.e. to a GSRCP. This implies that compared to all other pairs belonging to class $C(\gamma, WT)$, the GSRCP assumes the maximum "highest possible interference level". That is, all GSRCP's in class $C(\gamma, WT)$ perform equally and are inferior to all other pairs in this class. Thus, any deviation from the slope-reversibility condition within class $C(\gamma, WT)$ would improve the pair performance. This improvement increases as $\frac{W_i}{W_k} \rightarrow 0$, away from $\frac{W_i}{W_k} = \pm \gamma$.

3.6.3 A Special Slope-Reversal Chirp Pair

According to the present discussion, both the ACP
and GSRCP introduced above may be employed to convey the
bits 1 and 0 in a coherent or noncoherent mode. In contrast
reported work in this area has been concerned with
conveying these two bits, mainly in an incoherent
mode, through a Special Slope-Reversal Chirp Pair (SSRCP)
comprising two chirps which, in addition to being slope-
reversed, may differ only in their mean frequencies
(see Subsection 3.1.4). Obviously, this pair is a special
case of the GSRCP and may be treated accordingly.

Consider the ith-kth SSRCP for which \( A_i = A_k \), \( \alpha = 0 \),
\( \mu_i = -\mu_k \), \( T_i = T_k \), \( W_i = -W_k \). For this pair,
the effective \( \lambda_{ik}^{(t,v)} \) spread in the \( t-v \) plane is confined
to a parallelogram such as that shown in Fig. 3.4(b). Also,
\( \lambda_{ik}^{(0,v)} \) for this pair may be obtained through (3.36) as

\[
\lambda_{ik}^{(0,v)} = \frac{|P(x_p, x_q)|}{2(WT)^{\frac{1}{2}}} \cos \left[ -\frac{\pi}{2} \frac{v^2}{\mu} + \arg \xi(x_p, x_q) \right] \quad (3.39a)
\]

where

\[
x_p \triangleq (WT)^{\frac{1}{2}} (-1 + \frac{v}{W}) \quad (3.39b1)
\]

\[
x_q \triangleq (WT)^{\frac{1}{2}} (1 + \frac{v}{W}) \quad (3.39b2)
\]

This relation underlies the design and performance
of the SSRCP in both the coherent and noncoherent modes.
It may be studied in a manner similar to that used for studying (3.36). For example, making use of the general results obtained in Subsection 3.6.1, relation (3.39)
gives an estimate of the SSRCP largest possible negative 
\( \lambda_{ik}^n (O, v) \) value as \(-0.258\) for \(2(WT)^{1/2} \approx 3.082\) at \(|v| \approx 1.541 \mu^{1/2}\).
This corresponds either to the case where the two SSRCP chirps have the same initial frequency and a \[|\text{final frequency separation}| \approx \frac{4.75}{T} \] (if \(v > 0\)) or to the case where these two chirps have the same final frequency and an \[|\text{initial frequency separation}| \approx \frac{4.75}{T} \] (if \(v < 0\)). In both cases, the SSRCP has a total bandwidth occupancy \(\approx 2W \approx \frac{4.75}{T}\).

Relation (3.39) is based on the assumption that \(T\) covers the range \((-\frac{T}{2}, \frac{T}{2}\)). If \(T\) covers the range \((0, T)\), (3.39) is replaced by

\[
\lambda_{ik}^n (O, v') = \frac{|F(x'_p, x'_q)|}{2(WT)^{1/2}} \cos \left[ -\frac{T}{2} \frac{v'^2}{\mu} + \arg F(x'_p, x'_q) \right]
\]

(3.40a)

where \(v' \triangleq \) ith initial frequency - kth initial frequency = \(v-W\) and

\[
x'_p \triangleq \frac{v'}{\mu^{1/2}} \quad \text{and} \quad x'_q \triangleq 2(WT)^{1/2} + \frac{v'}{\mu^{1/2}}
\]

(3.40b1)

(3.40b2)

Relation (3.40) may be reduced to the less informative
form

\[ \lambda_{ik}^{n}(O,v') = \frac{1}{v} \left[ [C(u) - C(u-v)] \cos \frac{\pi}{2} u^2 + \right. \\
\left. [S(u) - S(u-v)] \sin \frac{\pi}{2} u^2 \right] \]

(3.41a)

where \( C(.) \) and \( S(.) \) are Fresnel cosine and sine integrals introduced in Subsection 3.4.1.2 and

\[ u \overset{\Delta}{=} -\frac{v'}{\mu^k} \]

(3.41b1)

\[ v \overset{\Delta}{=} 2(WT)^{\frac{1}{k}} \]

(3.41b2)

Relation (3.41) checks with a relation obtained by Berni and Gregg\(^{153}\) in the context of comparing the SSRCP with the PSK and FSK pairs. A detailed analysis of the results obtained by these authors is not intended, but the following comments are in order:

(i) Berni and Gregg base their comparison on the largest possible negative \( \lambda_{ik}^{n}(O,v') \) value. They obtain this value for the SSRCP as \(-0.629\) for \( v=2.5 \) and \( u=-1.53 \), i.e. for \( 2(WT)^{\frac{1}{k}}=2.5 \) at \( v'=1.53 \mu^k \) (i.e. at \( v=2.78\mu^k \)), corresponding to an overall bandwidth occupancy = \( v' \approx \frac{1.9}{T} \). However, these estimates are doubtful.
This may be seen from the fact that putting $v=2.5$ and $u=-1.53$ in (3.40) or (3.41) gives $\lambda_{ik}^n(0,v') \approx +0.015$ and not $-0.629$. This may also be seen from the fact that for $v=2.5$, i.e. for $WT \gtrsim 1.56$, the SSRCP virtually has no LFM modulation and approaches a narrowband FSK pair. That is, the largest possible negative $\lambda_{ik}^n(0,v')$ value for the SSRCP is expected to approach that of the FSK pair which can be shown to be $= -0.218$ ($\gg -0.629$) at $|v'| \approx \frac{0.7}{T}$. These conclusions indicate that our estimates given in the paragraph following (3.39) are more realistic in this respect. Thus, the results obtained by Berni and Gregg would have to be modified accordingly. For example, the largest possible negative $\lambda_{ik}^n(0,v')$ values for the PSK pair, the FSK pair and the SSRCP would respectively be $-1$, $-0.218$ and $-0.258$ (instead of $-0.629$) corresponding to the overall bandwidth occupancies $\frac{2}{T}$, $\frac{2.7}{T}$ and $\frac{4.75}{T}$ (instead of $\frac{1.9}{T}$). Assuming these $\lambda_{ik}^n(0,v')$ values and coherent reception in AWGN, the PSK pair, the FSK pair and the SSRCP would respectively require the relative signal energies $E_o'$, $1.64 E_o$ and $1.59 E_o$ (instead of $1.22 E_o$) in order to give (through (1.26)) the same $P_e$. That is, assuming coherent reception in AWGN, the PSK pair excels over the FSK pair and the SSRCP in terms of both bandwidth
and signal energy requirements. However, the SSRCP excels over the FSK pair only in terms of required signal energy (and not in terms of both required bandwidth and signal energy). Similar modifications may be extended to the results obtained by Berni and Gregg for partially coherent reception and nonselective fading channels. This can be achieved through $\rho_{ik}(O,v')$ and $\hat{\rho}_{ik}(O,v')$ making use of Section 1.4.

(ii) That Berni and Gregg base their comparison on the largest possible negative $\lambda^n_{ik}(O,v')$ value implies that this comparison is misleading from the practical viewpoint. This due to: (a) the fact that the SSRCP with the largest possible negative $\lambda^n_{ik}(O,v')$ value virtually has no LFM modulation and can hardly be treated as a chirp pair, and (b) the fact that the precise "largest possible negative $\lambda^n_{ik}(O,v')$ value" is difficult to compute and is highly sensitive to $v'$-variations that it may jump to the "largest possible positive $\lambda^n_{ik}(O,v')$ value" for a slight change in $v'$.

(iii) In carrying out their comparison, Berni and Gregg did not take into account the merits of the chirp as a pulse compression signal.

According to Subsection 3.6.1, it is more realistic to base the SSRCP design and performance as well as its
comparison with any other signal pair (e.g. the PSK, FSK and \( \mu_i = \mu_k \) pairs) on the case where it properly satisfies condition (3.26), i.e. on the case where \( WT \geq \Delta \) (with \( \Delta \) sufficiently large). This case accommodates all practically usable chirps and corresponds through (3.39) to

\[
\lambda^n_{ik}(O, \nu) = \frac{\cos\left(\frac{\pi}{4} - \frac{\pi}{2} \cdot \frac{\nu}{\mu}\right)}{(2WT)^\frac{1}{2}}
\]  (3.42)

This relation indicates that a coherent SSRCP and, through \( \rho_{ik}(O, \nu) \) and \( \hat{\rho}_{ik}(O, \nu) \), a noncoherent SSRCP are essentially orthogonal under (3.26), i.e. for sufficiently large WT. This implies that: (i) the coherent and noncoherent SSRCP's would roughly have the same performance as their ACP and GSRCP counterparts as long as (3.26) is satisfied, i.e. the SSRCP performance would be insensitive to parameter distortion as long as the two \( \mu \)'s remain different and constant over signal duration and (3.26) is satisfied, (ii) all SSRCP's in class C(1,WT) perform equally and are inferior to all other pairs in this class, (iii) under (3.26), the coherent SSRCP in particular, and the coherent ACP and GSRCP in general, are inferior to the PSK pair and roughly equivalent to the coherent orthogonal FSK pair from the viewpoint of minimizing \( P_e \) in AWGN, and (iv) the noncoherent SSRCP, GSRCP and ACP are roughly
equivalent to the noncoherent FSK pair in this respect.

The incoherent SSRCP may also be dealt with through the envelope of \( \lambda_{ik}^{n}(0, \nu) \) in particular, and through the envelope of \( \lambda_{ik}^{n}(t, \nu) \) in general. Assuming that the chirp bandwidth < 2 \times \text{the smaller of } f_{i} \text{ and } f_{k}, \text{ an expression for the envelope of } \lambda_{ik}^{n}(t, \nu) \text{ may be obtained through (3.22) and (1.14b) as}

\[
\text{Envelope of } \lambda_{ik}^{n}(t, \nu) = |\chi_{ik}^{n}(t, \nu)|
\]

\[
= \frac{|F(x_{p}, x_{q})|}{2(WT)^{1/2}}
\]  

(3.43)

where \( p=1, q=2 \text{ for } t < 0, p=4, q=3 \text{ for } t > 0 \) and \( x_{1} \text{ through } x_{4} \) may be obtained from (3.23) by putting \( \mu_{i} = \mu_{k} = \mu > 0, \)
\( T_{i} = T_{k} = T \text{ and } W_{i} = W_{k} = W > 0. \)

Relation (3.43) implies that \( |\chi_{ik}^{n}(t, \nu)| \text{ is even in } t. \) For \( \nu = 0, \) (3.43) reduces to

\[
\text{Envelope of } \lambda_{ik}^{n}(t, 0) = |\chi_{ik}^{n}(t, 0)|
\]

\[
= \frac{|F(x_{q})|}{(WT)^{1/2}}
\]

(3.44)

where \( q=2 \text{ for } t < 0 \) and \( q=3 \text{ for } t > 0. \)
Relation (3.44) checks with a relation obtained by Zaytsev and Zhuravlev in the context of considering the candidacy of a SSRCP with $v=0$ for incoherent binary digital data transmission. These authors plot (3.44) as a function of $t/T$ for different $WT$. They also plot (3.44) as a function of $WT$ for $t=0$ showing that for $WT>20$ (i.e. under condition (3.26)), $\frac{|F(x,q)|}{(WT)^{\frac{1}{2}}} + \frac{1}{(2WT)^{\frac{1}{2}}}$ and, hence, the SSRCP with $v=0$ is essentially orthogonal in incoherent reception.
THE LFM SPECTRUM

This chapter presents a systematic study of the LFM spectrum. It formulates rather simple and accurate prediction criteria concerning the form and behaviour of this spectrum as a function of the LFM pulse parameters. Such criteria can readily be used to establish bounds on this spectrum and to find its oscillations in the different frequency regions. They may also be used to establish bounds on the LFM power spectrum. The results may be extended to the dual case concerning the time amplitude function of a passive LFM pulse having a strictly limited bandwidth. They may also be extended to any other quantity which may be expressed in a mathematical form similar to that of the LFM spectrum (e.g. the correlation function of two LFM signals with different slopes).
4.1 Introduction

No signal can be handled properly without an adequate knowledge of its spectrum and the class of LFM signals is no exception in this regard. The LFM spectrum cannot generally be expressed in closed-form (excluding the case where the LFM pulse has a Gaussian envelope). For every single set of pulse parameters, this spectrum usually has to be obtained through carefully prepared and laborious computations (using a digital computer) or to be approximated by the closed-form stationary phase relation (3.7) which can be strictly valid only in the case of infinite duration-bandwidth products.

The LFM signal in common use is the chirp signal introduced in Section 3.1. Previous workers have commonly assumed a chirp pulse with an ideally rectangular envelope, having neither rise nor fall times. Again, the spectrum of this pulse has usually to be obtained through laborious computations or through the closed-form stationary phase relation (3.11) corresponding to an infinite duration-bandwidth product.

The previous two paragraphs imply that it would be constructive to develop rather accurate and manageable
methods for handling the LFM spectrum which obviate the need for the laborious computations and which take the finiteness of the duration-bandwidth product and the rise and fall times of the physical LFM pulse into consideration. Such methods would facilitate the handling of the LFM pulse compression technique in theory and practice and would enhance its utilization in an ever increasing number of fields of application.

The spectrum of a given signal may be studied through the well known methods for evaluating, and finding bounds on, Fourier transforms. However, such methods are generally of little use in the case of the LFM spectrum. This spectrum usually involves the Fresnel integral which is neither reducible to a closed-form nor can be easily precisely computed by numerical methods. Nevertheless, asymptotic, series and rational expansions of this integral are available in the literature. Accordingly, the present work studies the LFM spectrum mainly through these expansions. It employs detailed rational and series expansions for the rather accurate numerical computations and short series and asymptotic expansions for the rather approximate theoretical analysis. The adoption of a particular Fresnel expansion for theoretical analysis has been based on intuition with an aim of being consistent and obtaining
reasonably accurate and simple relations which can be easily handled in practice.

The Fresnel integral contributes to both the amplitude and phase functions of the LFM spectrum. The contribution to the phase function is sometimes called the 'residual phase' because it is generally ignored in practice. Accordingly, the present discussion is mainly concerned with the LFM amplitude spectrum. The residual phase may also be studied. It should be noted, however, that this phase is highly sensitive to approximation errors.

The physical chirp has short, but finite, rise and fall times and, hence, its envelope may be modelled by a trapezoid. Accordingly, the trapezoidal LFM spectrum is studied first with a view of applying the results to the spectrum of the physical chirp as a special case. If the fall and rise times of the physical chirp are too small to be taken into consideration, it may be treated as having an ideally rectangular envelope. Thus, the rectangular LFM spectrum is considered next. The remaining discussion is mainly concerned with the spectrum of the arbitrarily weighted LFM pulse as well as with the limiting case where the LFM spectrum approaches that of a monotone whose duration-bandwidth
product is unity.

For convenience, the results have been obtained for a complex baseband LFM pulse whose central instant is the origin of the time-axis and whose initial phase is zero. These results can readily be extended to a real LFM pulse whose mean frequency \( \sigma_0 > 0 \), whose central instant is shifted from the origin of the time-axis and/or whose initial phase \( \neq 0 \) (See Subsection A.5, Appendix A).

4.2 The Spectrum of a Trapezoidal LFM Pulse

Consider the following baseband complex LFM pulse with duration \( T \), rise time \( T_r < \frac{T}{2} \), fall time \( T_f < \frac{T}{2} \) and trapezoidal envelope (see Fig. 4.1)

\[
y(\sigma) = y_1(\sigma) + y_2(\sigma) + y_3(\sigma)
\] (4.1a)

where

\[
y_1(\sigma) \triangleq \frac{1}{T_r}(\sigma + \frac{T}{2})e^{j\pi \sigma^2}, \quad \sigma_1 \leq \sigma \leq \sigma_2 \quad (4.1b)
\]

\[
y_2(\sigma) \triangleq e^{j\pi \mu \sigma^2}, \quad \sigma_2 \leq \sigma \leq \sigma_3 \quad (4.1c)
\]

\[
y_3(\sigma) \triangleq \frac{1}{T_f}(-\sigma + \frac{T}{2})e^{j\pi \mu \sigma^2}, \quad \sigma_3 \leq \sigma \leq \sigma_4 \quad (4.1d)
\]

and \( \sigma_1 = -\sigma_4 = -\frac{T}{2}, \sigma_2 = \sigma_1 + T_r \) and \( \sigma_3 = \sigma_4 - T_f \).
Making use of the linearity property of Fourier transform, the spectrum \( Y(f) \) of \( y(\sigma) \) is given by

\[
\begin{align*}
Y(f) &= Y_1(f) + Y_2(f) + Y_3(f) \\
\text{let} \\
x &\equiv 2\mu \left| \frac{1}{\sigma - \frac{f}{\mu}} \right|^{\frac{1}{2}} \\
\text{Substituting for } \sigma \text{ from this transformation reduces (4.2) to} \\
&\text{(4.4a)}
\end{align*}
\]

\[
Y_1(f) = \frac{1}{T_r} \left( \frac{T}{2} + \frac{f}{\mu} \right) I_1 + \frac{1}{T_r} I_2
\]

\[
Y_2(f) = I_1
\]

\[
\text{Fig. 4.1 Trapezoidal Envelope}
\]
\[ Y_3(f) = \frac{1}{T_f} \left( \frac{T}{2} - \frac{f}{\mu} \right) I_1 - \frac{1}{T_f} I_2 \]  \hspace{1cm} (4.4c)

where

\[ I_1 \overset{\Delta}{=} \frac{e^{-j\pi f^2 / \mu}}{|2\mu|^{\frac{1}{2}}} \int_{-\infty}^{\infty} e^{\pm j\pi x^2 / 2} dx \]  \hspace{1cm} (4.4d)

\[ I_2 \overset{\Delta}{=} \frac{e^{-j\pi f^2 / \mu}}{\pm j\pi |2\mu|} \int_{-\infty}^{\infty} d(e^{\pm j\pi x^2 / 2}) \]  \hspace{1cm} (4.4e)

in which \( \pm j\pi x^2 \) and \(- j\pi x^2\) correspond to \( \mu > 0 \) and \( \mu < 0 \) respectively.

Integrals \( I_1 \) and \( I_2 \) may be compared with that of (3.22a). The integration limits are \( (x_1, x_2) \) in the expression for \( Y_1(f) \), \( (x_2, x_3) \) in the expression for \( Y_2(f) \) and \( (x_3, x_4) \) in the expression for \( Y_3(f) \), where

\[ x_1 \overset{\Delta}{=} \left| \frac{WT}{2} \right| (-1-\eta) \]  \hspace{1cm} (4.5a)

\[ x_2 \overset{\Delta}{=} \left| \frac{WT}{2} \right| (-1-\eta + \frac{2T_f}{2}) \]  \hspace{1cm} (4.5b)

\[ x_3 \overset{\Delta}{=} \left| \frac{WT}{2} \right| (1-\eta - \frac{2T_f}{2}) \]  \hspace{1cm} (4.5c)

\[ x_4 \overset{\Delta}{=} \left| \frac{WT}{2} \right| (1-\eta) \]  \hspace{1cm} (4.5d)

in which

\[ \eta \overset{\Delta}{=} \frac{f}{\bar{W}/2} \]  \hspace{1cm} (4.5e)
is a normalized frequency variable.

Assuming \(\mu>0\) and substituting for \(\frac{T}{\pi} \pm \frac{x}{\mu}\) in (4.4) from (4.3) using the proper \(\sigma\)-value, (4.2) gives

\[
Y^n(\eta) = \sum_{\ell=1}^{4} \frac{1}{T_\ell} \left[ x_\ell F(x_\ell) + \frac{j\pi x_\ell^2}{2} \right]
\]  

(4.6a)

where \(F(x)\) is the complex Fresnel integral introduced in Section 3.4 and

\[
Y^n(\eta) = Y^n(f) = 2\mu |e^{j\pi f^2/\mu} Y(f)
\]  

(4.6b)

\[
T_1 = -T_2 = T_r \quad T_4 = -T_3 = T_f
\]  

(4.6c)

Relation (4.6a) implies that \(|Y^n(\eta)|\) will be symmetric in \(\eta\) only if \(|y(\sigma)|\) is symmetric in \(\sigma\). Also, this relation remains valid for \(\mu<0\) except that the bracketed quantity is its complex conjugate and \(\eta\rightarrow-\eta\). These facts imply that

\[
|Y(\eta)|_{\mu<0} = |Y(\eta)|_{\mu>0} \quad \text{if} \quad |y(\sigma)| \text{ is symmetric in } \sigma
\]

and

\[
|Y(\eta)|_{\mu<0} = |Y(-\eta)|_{\mu>0} \quad \text{if} \quad |y(\sigma)| \text{ is asymmetric in } \sigma
\]

These relations can be used to adapt the following discussion concerning the \(\mu>0\) case to the \(\mu<0\) case.

Relation (4.6) may be used to compute and plot the amplitude and phase spectra of any symmetric or asymmetric
trapezoidal LFM pulse for different $|W_T|$ products (see Figs. 4.2 through 4.4).

4.3 The Trapezoidal LFM Spectrum for $|W_T| \to \infty$

The fact that $|W_T| \to \infty$ implies that the nonvanishing values of all $|x|$'s are large over the entire $\eta$-axis and one may adopt the following asymptotic expansion for all $F(x)$ in (4.6) even in the immediate vicinity of a vanishing $x$

$$F(x) \sim \frac{e^{j\pi \frac{x}{2}}}{\sqrt{2}} - \frac{je^{j\pi x^2}}{\pi x}$$  \hspace{1cm} (4.7)

which has been found numerically to give acceptable results for $|x| \geq 0.8$.

Thus, assuming $\mu \geq 0$ and noting the signs of the $x$'s in the different regions of the $\eta$-axis, one has

$$|y_n^\eta(\eta)|_{\infty} = 0, \quad |\eta| > 1$$  \hspace{1cm} (4.8a)

$$= |y_1^\eta(\eta)|_{\infty} = \frac{|WT|^{\frac{1}{2}}}{T_x} (1+\eta), \quad -1 < \eta < -1 + \frac{2T_x}{T}$$  \hspace{1cm} (4.8b)

$$= |y_2^\eta(\eta)|_{\infty} = 2|\mu|^{\frac{1}{2}}, \quad -1 + \frac{2T_x}{T} < \eta < 1 - \frac{2T_f}{T}$$  \hspace{1cm} (4.8c)

$$= |y_3^\eta(\eta)|_{\infty} = \frac{|WT|^{\frac{1}{2}}}{T_f} (1-\eta), \quad 1 - \frac{2T_f}{T} < \eta < 1$$  \hspace{1cm} (4.8d)
Fig. 4.2 Trapezoidal LFM Amplitude Spectrum; $T = 10^{-3}$ sec., $T_R = 1.5$, $T_f = 0.3T$ (increasing $|\omega|$).
Fig. 4.3 Trapézoidal LFM Amplitude Spectrum; $f_0=10^5$ Hz, $T=1$ ms (symmetry effects).
Fig. 4.4 Trapezoidal LFM Residual Phase Spectrum; $W=10^5$ Hz, $T=10^{-3}$ sec., $T_r=1.5$ $T_f=0.3$ $T$. 
This relation is valid even in the immediate vicinities of the edges \( \eta = 1, -1 + \frac{2T_f}{T} \) and \( 1 - \frac{2T_f}{T} \) and is illustrated in Fig. 4.5. It predicts that as \( |WT| \to \infty \), \( |Y(f)| \) assumes the functional form of \( |y(\sigma)| \) in agreement with the stationary phase relation (3.7). This prediction is confirmed by the computer plot corresponding to \( |WT| = 1,000 \) in Fig. 4.2.

![Diagram](image)

Fig. 4.5 Amplitude Spectrum of a Trapezoidal LFM Pulse; \( |WT| \to \infty \).

Relation (4.8) is expected to be most accurate in the vicinities of the frequencies \( \eta = -1 + \frac{T_f}{T}, 0 \) and \( 1 - \frac{T_f}{T} \), where all the \(|x|'s\) assume their largest values. In fact, (4.8) may remain accurate at these frequencies in general, and at \( \eta = 0 \) in particular, even for relatively moderate \( |WT| - \) products. However, the
accuracy of (4.8) generally degrades as $\eta$ moves towards the critical edge frequencies $\eta=-1, -1+\frac{2T}{T}, 1-\frac{2T}{T}$ and 1. These predictions are confirmed by the computer plots of Fig. 4.2.

4.4 The Trapezoidal LFM Spectrum for Finite $|WT|$ - Introduction

The previous section indicates that for a LFM pulse $y(\sigma)$ with $|WT| \to \infty$, $|y^R(\eta)|$ is nonoscillatory and is confined to the range $|\eta| \leq 1$. A physical $y(\sigma)$, however, can only have a finite $|WT|$ and, thus, its $|y^R(\eta)|$ may be expected to fluctuate about that of (4.8) forming both rising and falling tails flanking the central region $|\eta| \leq 1$. Accordingly, the following discussion considers the case where $|WT|$ is finite but large enough to make $|y^R(\eta)|$ assume a characteristic LFM form. The case where $|WT|$ is small will be considered in Section 4.11.

Expansion (4.7) may not be adopted for all $F(x)$'s in the finite $|WT|$ case as it was adopted in the $|WT| \to \infty$ case. Such an adoption would give the same $|WT| \to \infty$ results and reflect no effects concerning the finiteness of $|WT|$. Thus, expansion (4.7) may have to be modified or even replaced in the finite $|WT|$ case. However, not any such modification or replacement may lead to acceptable results or manageable mathematics. A compromise between the required accuracy and mathematical complexity is
desirable in this respect. This can be achieved only if a rather localized, but systematic, expansion scheme is followed which takes the comparative largeness of each of the four $|x|$'s in the various $\eta$-regions into consideration.

4.5 The Trapezoidal LFM Spectrum For Finite $|WT| - The Tail ($|\eta|>1$)

4.5.1 The $T_r$-Tail Proper ($\eta<-1$)

This tail extends from $\eta=-\infty$ to $\eta_r$, say, where it meets the edge $\eta=-1$ outside vicinity. In this tail in general, and in its near side in particular, one may expect that the rising effects exceed those of falling. Such an expectation would imply that for the moderately large $|\eta|$ in the near $T_r$-tail, it may be reasonable to assume that both $|x_3|$ and $|x_4|$ have roughly the same largeness which comparatively exceeds that associated with $|x_1|$ and $|x_2|$. That is, it may be reasonable in the near $T_r$-tail to retain expansion (4.7) for $F(x_3)$ and $F(x_4)$ and to adopt the following rather more accurate form of this expansion for $F(x_1)$ and $F(x_2)$.

$$F(x) \approx \frac{j\pi}{4} \frac{e^{-\frac{j\pi}{2}x^2}}{\sqrt{\pi x}} - \frac{j\pi}{2} \frac{e^{-\frac{j\pi}{2}x^2}}{\pi^2 x^3}$$

(4.9)
Adopting the above-mentioned expansion scheme and noting that all x's are positive in the $T_x$-tail, (4.6) gives

$$y^{(n)}(\eta) = \frac{1}{T_x} \sum_{\lambda=1}^{2} \frac{e^{\frac{j \pi x_{\lambda}^2}{\lambda}}} {e \left( \frac{\pi x_{\lambda}}{\lambda} \right)^2}$$

which leads through (4.5) to

$$|y^{(n)}(\eta)| \leq \frac{2}{\pi^2 |W_T| T_x} \left[ \frac{1}{\sqrt{|\eta|}-1} \right]^2 + \frac{1}{\sqrt{|\eta|} - 1 + \frac{2 T_x}{T}}$$

$$|y^{(n)}(\eta)| \geq \frac{2}{\pi^2 |W_T| T_x} \left[ \frac{1}{\sqrt{|\eta|}-1} \right]^2 - \frac{1}{\sqrt{|\eta|} - 1 + \frac{2 T_x}{T}}$$

$$|y^{(n)}(\eta)|_{\text{mean}} \leq \frac{2}{\pi^2 |W_T| T_x} \cdot \frac{1}{\sqrt{|\eta|}-1}$$

Relation (4.11) predicts that $|y^{(n)}(\eta)| \to 0$ as $|W_T| \to \infty$ in full agreement with Section 4.3. It also predicts that $|y^{(n)}(\eta)| \to 0$ as $|\eta| \to \infty$ in full agreement with Fourier transform theory.

Relation (4.10) predicts that $|y^{(n)}(\eta)|$ is oscillatory. Oscillation may be seen to take place between the upper and lower bounds about $|y^{(n)}(\eta)|_{\text{mean}}$ with an oscillation amplitude $A(\eta)$ given by
\[ A(\eta) \approx \frac{4}{\pi^2 |WT| T_r^2 \left(|\eta|-1+\frac{2T_f}{T}\right)^2} \] (4.12)

This relation predicts that \( A(\eta) \) decreases with \( |WT| \) and \( T_r \) and is insensitive to \( T_f \). These predictions are in good agreement with reality as can be seen from the computer plots of Fig. 4.6. Relation (4.12) also predicts that \( A(\eta) \) decreases with \(|\eta|\). This prediction is confirmed by Figs. 4.6 through 4.9. Moreover, (4.12) predicts that \( \frac{A(\eta)}{|Y^m(\eta)|_{\text{mean}}} \approx 2 \) for \(|\eta| >> \frac{T_f}{T}\) and that this ratio decreases slowly as \(|\eta|\) decreases. This implies that \( A(\eta) \) is comparatively large and, hence, the oscillations can readily be detected. These predictions are confirmed by Figs. 4.8 and 4.9.

The frequencies \( \eta_{\text{max}}^k \) where the oscillations have their maxima would be approximately those frequencies where the modulus of (4.10) equals the upper bound of (4.11a). Similarly, the frequencies \( \eta_{\text{min}}^k \) where the oscillations have their minima would be approximately those frequencies where the modulus of (4.10) equals the lower bound of (4.11b). Thus,

\[ \eta_{\text{max}}^k \approx -1+\frac{T_f}{T} - \frac{2k+1}{|WT| T_r/T} \] (4.13a)

\[ \eta_{\text{min}}^k \approx -1+\frac{T_f}{T} - \frac{2k}{|WT| T_r/T} \] (4.13b)
Fig. 4.6 Oscillation Amplitude and Density in the $T_r$-Tail (drawings are to the same scale).
Fig. 4.7 Predicted Extrema in the $T_r$-Tail; $W=10^5$ Hz, $T=1$ ms, $T_r=1.5$ $T_f=0.3$ $T$. 
Fig. 4.8 Bounds in the $T_r$-Tail; $W=10^5$ Hz, $T=10^{-3}$ sec., $T_r=1.5$ $T_x=0.3$ $T$. 
Fig. 4.9 Boundary Between the $T_r$-Tail and the Edge $\eta=-1$ Outside Vicinity;

$W=10^5$ Hz, $T=10^{-3}$ sec., $T_r=1.5T_f=0.3T$. 

[Diagram showing the boundary with graphs representing upper, mean, and lower bounds, with $\eta_{r2} = -1.25$.]
In this relation, \( k \) may be zero or a positive integer indicating extrema order. This order increases along the negative \( \eta \)-axis in the present case.

Relation (4.13) can be used to predict the oscillations in any given range in the near \( T_r \)-tail. A computer program was written in this respect and applied to a few arbitrary cases including a study case with \( W=100 \) KHz, \( T = 1 \) ms and \( T_r = 1.5 \) \( T_f = 0.3T \) in different \( \eta \)-ranges. The results were then compared with those obtained by detailed and relatively precise computer analyses of these ranges based directly on (4.6). Such a comparison revealed that (4.13) is more capable of predicting those extrema where \( |Y^n(\eta)| \) has broad or pronounced fluctuations (see Fig. 4.7). This comparison also showed that the \( |Y^n(\eta_{\text{max}})| \) and \( |Y^n(\eta_{\text{min}})| \) values predicted by making use of (4.13) in (4.11) may deviate slightly from their actual counterparts (see Fig. 4.8).

Relation (4.13) predicts that the oscillation density is uniform in \( \eta \) and is given by \( \frac{1}{2}|WT|\frac{T_r}{T} \) per unit of \( \eta \). That is, this density increases with both \( |WT| \) and \( \frac{T_r}{T} \) and is insensitive to both \( \eta \) and \( T_f \). These predictions are in good agreement with reality as can be seen from Figs. 4.6 through 4.9.

So far, only the near \( T_r \)-tail region has been
considered. Flanking this region from the left is the far $T_r$-tail region and flanking it from the right is the edge $\eta = -1$ outside vicinity. The boundary between these three regions cannot be exactly defined. The far $T_r$-tail region is considered below. The edge $\eta = -1$ outside vicinicy will be considered in Subsection 4.7.1.

The boundary between this vicinity and the $T_r$-tail proper may be taken as $\eta_{r2} \Delta -1 - \frac{3}{2} \left| \frac{2}{WT} \right|^\frac{1}{2}$. Beyond $\eta_{r2}$, $x_1 > \frac{3}{2}$ and adopting expansion (4.9) for $F(x_1)$ and $F(x_2)$ in the $T_r$-tail proper is expected to give reliable results.

Obviously, $\eta_{r2}$ is determined by $|WT|$. As $|WT| \rightarrow \infty$, $\eta_{r2}$ to the edge $\eta = -1$ itself. In the special case where $|WT| = 100$, for example, the present theory predicts that $\eta_{r2} = -1.21213$. This is in good agreement with reality as can be seen from Fig. 4.9, which shows that $\eta_{r2} = -1.25$ implying that the $T_r$-tail bounds of (4.11) become invalid for $\eta > -1.25$ where they $\rightarrow \infty$.

For relatively large $|\eta|$, $\frac{2T_r}{T}$ may be neglected in (4.11). The required $|\eta|$ largeness in this respect depends on the actual value of $\frac{T_r}{T}$. In this case, the upper bound of (4.11a) reduces to

$$|Y^\eta(\eta)|_{\text{large}}|\eta| \leq 2 \times |Y^\eta(\eta)|_{\text{mean}}$$  \hspace{1cm} (4.14)

For still larger $|\eta|$-values in the far $T_r$-tail, all
\[ |x|'s \text{ become of comparable magnitude and it becomes more appropriate to use expansion (4.9) for all } F(x)'s. \]

In this manner, (4.6) yields

\[
[y^\eta(\eta)]_{\text{far}} \approx \frac{4}{\pi} \sum_{\lambda=1}^{\infty} \frac{1}{T_\lambda} \frac{e^{\frac{j\pi x^2}{\lambda}}}{(\pi x^2)^2}
\] (4.15)

which leads through (4.5) to the following 'far' upper bound

\[
|y^\eta(\eta)|_{\text{far}} \leq \frac{4}{\pi^2 |WT| \eta^2} \left( \frac{1}{\frac{T_r}{T}} + \frac{1}{\frac{T}{T_r}} \right)
\] (4.16)

This relation displays the well known fact that the amplitude spectrum of a given time pulse exhibits far-tail symmetry in the frequency-domain even if the envelope of this pulse is not symmetric in the time-domain. In the particular LFM case under consideration, this can be seen from Fig. 4.3. Relation (4.16) also indicates that the LFM amplitude spectrum in the far tails decreases with \(|WT|, T_r, T_f\) and \(\eta^2\) and that the rise and fall effects on this spectrum diminish as \(|\eta|\) increases.

The frequency \(\eta_{rl}\), say, separating the two \(T_r\)-tail regions in which the two approximations (4.14) and (4.16) are used is the frequency where both these approximations can be made. That is, \(\eta_{rl}\) is the solution of the equation
resulting from equating the right hand sides of (4.14) and (4.16). Thus,

$$\eta_{rl} = -1 - \left[ \frac{T_f}{T_r} + \sqrt{\frac{T_f^2}{T_r^2} + \left( \frac{T_f}{T_r} \right)^2} \right]$$

(4.17)

This relation indicates that $|\eta_{rl}|$ is determined only by, and increases with, the ratio $\frac{T_f}{T_r}$. In the special case where $|y(\sigma)|$ is symmetric in $\sigma$, $\eta_{rl} \approx -3.4142$.

Also, in the special case where $|y(\sigma)|$ is asymmetric with $\mu > 0$ and $\frac{T_f}{T_r} = \frac{2}{3}$, $\eta_{rl} \approx -2.72077$. This latter case is illustrated in Fig. 4.8, which confirms the tightness of the bounds in the regions where they are intended to be used.

4.5.2 The $T_f$-Tail Proper ($\eta > 1$)

The $T_f$-tail is a replica of the $T_r$-tail except that $x_1 + x_4$, $x_2 + x_3$ and $T_r \rightarrow T_f$. In this manner, $T_r \rightarrow T_f$ in (4.11) and (4.12), (4.16) remains unchanged and both (4.13) and (4.17) have to be multiplied by $-1$ with $T_r \rightarrow T_f$.

4.6 The Trapezoidal LFM Spectrum for Finite $\|WT\|$ - The Central Region ($|\eta| < 1$) Excluding Edge Vicinities

4.6.1 Introduction

While all x's are positive in the $T_r$-tail and negative
in the $T_f$-tail, they are of mixed signs in the central region. Accordingly, this region may be conveniently divided into the three partial regions $\ -1 < \eta < -1 + \frac{2T_f}{T}$, where only $x_1$ is negative, $\ -1 + \frac{2T_f}{T} < \eta < 1 - \frac{2T_f}{T}$, where only $x_1$ and $x_2$ are negative and $\ 1 - \frac{2T_f}{T} < \eta < 1$ where only $x_4$ is positive (see Fig. 4.5).

The $F(x)$ expansions found suitable, and manageable, in the central region are: (a) expansion (4.9) for $F(x_1)$ and expansion (4.7) for the rest in the range $\ -1 < \eta < -1 + \frac{T_f}{T}$, (b) expansion (4.9) for $F(x_2)$ and expansion (4.7) for the rest in the range $\ -1 + \frac{T_f}{T} < \eta < 0$, (c) expansion (4.9) for $F(x_3)$ and expansion (4.7) for the rest in the range $\ 0 < \eta < 1 - \frac{T_f}{T}$, and (d) expansion (4.9) for $F(x_4)$ and expansion (4.7) for the rest in the range $\ 1 - \frac{T_f}{T} < \eta < 1$. In order that this expansion scheme gives acceptable results, the conditions that $\ |x_2| > 0.8$ at $\eta = -1 + \frac{T_f}{T}$, 0 and that $\ |x_3| > 0.8$ at $\eta = 1 - \frac{T_f}{T}$, 0 must be satisfied. This implies that $\ |WT|$, $\frac{T_f}{T}$ and $\frac{T_f}{T}$ are constrained by

$$\frac{4}{5} \frac{2}{|WT|} \leq \frac{T_f}{T} \leq \frac{T_f}{T} \leq \frac{1}{2} - \frac{2}{5} \frac{2}{|WT|}$$

(4.18)

This relation shows that the admissible $\frac{T_f}{T}$ range is determined only by, and increases with, $\ |WT|$. For example, this range extends roughly from $\frac{1}{3}$ to $\frac{2}{5}$ for
\(|WT| = 32\) and from 0.1131 to 0.4434 for \(|WT| = 100\).

For all practically important \(|WT|\), the upper constraint in (4.18) can always be assumed to be satisfied in the present discussion which is mainly concerned with the case where \(\frac{Tr}{T}, \frac{ Tf }{ T } < \frac{T}{2}\). That is, it is only the lower constraint in (4.18) which determines the validity of the theory developed in this section.

### 4.6.2 The Region \(-1 < \eta < -1 + \frac{T_f}{T}\)

This region extends from \(\eta_4\), say, where it meets the edge \(\eta = -1\) inside vicinity to \(\eta = -1 + \frac{T_f}{T}\). In this region, (4.6) yields

\[
y^n(\eta) = -\frac{\sqrt{2}x_1}{Tr} e^{\frac{j\pi}{4}} - \frac{e^{\frac{j\pi x_2}{T_1(\pi x_1)^2}}}{T_1(\pi x_1)}
\]

which leads through (4.5) to

\[
|y^n(\eta)| \leq |y^1_n(\eta)| + \frac{2}{\pi^2 Tr |WT| (1 - |\eta|)^2}
\]

\[
|y^n(\eta)| \geq |y^1_n(\eta)| - \frac{2}{\pi^2 Tr |WT| (1 - |\eta|)^2}
\]

\[
|y^n(\eta)|_{\text{mean}} \approx |y^1_n(\eta)|_{\infty}
\]
where \( |Y^\eta_1(\eta)|_\infty \) is given by (4.8b).

These relations predict that \( |Y^\eta(\eta)| \) would oscillate in this region with an oscillation amplitude \( A(\eta) \) which is insensitive to \( T_f \), increases with \( |\eta| \), decreases with \( |WT| \) and \( T_r \) and is practically negligible compared to \( |Y^\eta(\eta)|_{\text{mean}} \). These predictions are in good agreement with reality as can be seen from Fig. 4.10. These relations also predict that

\[
\eta^k_{\text{max}} \sim -1 + \left( \frac{8k + 5}{|WT|} \right)^{\frac{1}{2}} 
\]

(4.21a)

\[
\eta^k_{\text{min}} \sim -1 + \left( \frac{8k + 1}{|WT|} \right)^{\frac{1}{2}} 
\]

(4.21b)

where the order of extrema \( k \) increases along the positive \( \eta \)-axis.

Relation (4.21) predicts that the oscillation density is nonuniform, decreases with \( |\eta| \) (see Fig. 4.10), increases with \( |WT| \) and is insensitive to \( T_f \).

In the special case where \( |WT| = 100 \) and \( \frac{T_r}{T} = \frac{3}{10} \), for example, (4.21a) predicts only one maximum \( \eta^o_{\text{max}} \sim -0.77639 \) and (4.21b) predicts two minima \( \eta^o_{\text{min}} \sim -0.9 \) and \( \eta^l_{\text{min}} \sim -0.7 \). These results are in good agreement with reality as can be seen from Fig. 4.10.
Fig. 4.10 \(|y^n(\eta)|\) in the Region \(-1<\eta\leq -1+\frac{T_r}{T}\); \(W=10^5\text{Hz}, T=10^{-3}\text{sec.}, T_r=1.5, T_f=0.3T\).
4.6.3 The Region \(-1+ \frac{T}{T} \geq \eta \leq -1+ \frac{2T}{T}\)

This region extends from \(\eta=-1+\frac{T}{T}\) to \(\eta_5\), say, where it meets the edge \(\eta=-1+\frac{2T}{T}\) external vicinity. In this region, (4.6) yields

\[
y^n(\eta) \approx -\frac{\sqrt{2x_1}}{T} e^{\frac{j\pi}{4}} + \frac{e^{\frac{j\pi x_2^2}{2}}}{T (\pi x_2)^2}
\]

(4.22)

This relation implies that (4.20) still holds in this region and that

\[
\eta_{\text{max}} \approx -1 + \frac{2T}{T} - \left(\frac{8k+1}{|W|}\right)^{\frac{1}{2}}
\]

(4.23a)

\[
\eta_{\text{min}} \approx -1 + \frac{2T}{T} - \left(\frac{8k+5}{|W|}\right)^{\frac{1}{2}}
\]

(4.23b)

where the order of extrema \(k\) increases along the negative \(\eta\)-axis.

Relation (4.23) predicts that the oscillation density is nonuniform, increases with \(|W|\) and \(|\eta|\) (see Fig. 4.11) and is insensitive to \(T_f\).

In the special case where \(|W|=100\) and \(\frac{T}{T} = \frac{3}{10}\), for example, (4.23a) predicts two maxima \(\eta_{\text{max}}^0 \approx -0.5\) and \(\eta_{\text{max}}^1 \approx -0.7\) and (4.23b) predicts one minimum \(\eta_{\text{min}}^0 \approx -0.62361\).
Fig. 4.11 $|y^n(\eta)|$ in the Region $-1+\frac{T_x}{T} \leq \eta < -1+\frac{2T_x}{T}$; $W=10^5$ Hz, $T=10^{-3}$ sec., $T_r=1.5$ $T_f=0.3$ $T$. 

X Predicted extremum
These results are in good agreement with reality as can be seen from Fig. 4.11.

4.6.4 The Region \(-1+\frac{2T}{T_r} < \eta < 0\)

This region extends from \(\eta = -1+\frac{2T}{T}\) internal vicinity to \(\eta = 0\). In this region, (4.6) yields

\[
y^n(\eta) \approx 2|\mu|^\frac{1}{4}e^{\frac{j\pi}{4}} + \frac{e^{\frac{j\pi^2}{2\pi}}}{{T_r(\pi^2)^2}}
\] (4.24)

which leads through (4.5) to

\[
|x^n(\eta)| \ll |y^n_{2}(\eta)| \_\_ + \frac{2}{\pi^2|WT|T_r(1-|\eta|-\frac{2T}{T})^2} \quad (4.25a)
\]

\[
|x^n(\eta)| \gg |y^n_{2}(\eta)| \_\_ - \frac{2}{\pi^2|WT|T_r(1-|\eta|-\frac{2T}{T})^2} \quad (4.25b)
\]

\[
|y^n(\eta)|_{\text{mean}} \approx |y^n_{2}(\eta)| \_\_ \quad (4.25c)
\]

where \(|y^n_{2}(\eta)| \_\_\) is given by (4.8c).

These relations predict that \(|y^n(\eta)|\) oscillates in this region with an oscillation amplitude \(A(\eta)\) which is insensitive to \(T_f\), increases with \(|\eta|\) and decreases with \(|WT|\) and \(T_r\). These relations also predict that the ratio \(\frac{A(\eta)}{|y^n(\eta)|_{\text{mean}}}\) is lower in this region than that.
in the $T_2$-tail and higher than that in the region $-1 < \eta < -1 + \frac{2T}{T}$. These predictions are in good agreement with reality as can be seen from Figs. 4.2, 4.3 and 4.12. Moreover, these relations predict that

\begin{equation}
\eta_{\text{max}} \approx -1 + 2T \frac{R}{T} + \frac{8k+1}{\sqrt{|WT|}} \quad (4.26a)
\end{equation}

\begin{equation}
\eta_{\text{min}} \approx -1 + 2T \frac{R}{T} + \frac{8k+5}{\sqrt{|WT|}} \quad (4.26b)
\end{equation}

where the order of extrema $k$ increases along the positive $\eta$-axis.

Relation (4.26) predicts that the oscillation density is nonuniform, decreases with $|\eta|$, increases with $|WT|$ and is insensitive to $T_f$. These predictions are in good agreement with reality as can be seen from Figs. 4.2, 4.3 and 4.12.

In one example where $|WT|=100$ and $T_2 = 3 \frac{T}{10}$, (4.26a) predicts two maxima $\eta_{\text{max}}^0 \approx -0.3$ and $\eta_{\text{max}}^1 \approx -0.1$ and (4.26b) predicts two minima $\eta_{\text{min}}^0 \approx -0.17639$ and $\eta_{\text{min}}^1 \approx -0.03944$. These results are in good agreement with reality as can be seen from Fig. 4.12. In another example where $|WT|=100$ and $T_f = \frac{T}{10}$, (4.26) predicts eight maxima and eight minima corresponding to $k=0$ through $k=7$. This is in full agreement with reality as shown in
Fig. 4.12 Oscillations in the Region
\[-1 + \frac{2T_f}{T} < \eta \leq 0; \ W = 10^5 \text{ Hz}, \ T = 10^{-3} \text{ sec., } T_f = 0.2T.\]
Fig. 4.13, which also confirms the validity of the bounds (4.25) in this region.

4.6.5 The Region $0 < \eta < 1$

The previous three subsections have dealt with the left hand side of the central region. The present subsection deals with the right hand side of this region. This side may be divided into the three regions where

$$0 < \eta < 1 - \frac{2T_f}{T}, \quad 1 - \frac{2T_f}{T} < \eta < 1 - \frac{T_f}{T} \quad \text{and} \quad 1 - \frac{T_f}{T} < \eta < 1.$$ 

The region $0 < \eta < 1 - \frac{2T_f}{T}$ is a replica of the region $-1 + \frac{2T_f}{T} < \eta < 0$ except that $x_2 \rightarrow x_3$ and $T_r \rightarrow T_f$ in (4.24). In this manner, $T_r \rightarrow T_f$ in (4.25) and (4.26) has to be multiplied by $-1$ with $T_r \rightarrow T_f$.

The region $1 - \frac{2T_f}{T} < \eta < 1 - \frac{T_f}{T}$ is a replica of the region $-1 + \frac{T_f}{T} < \eta < -1$ except that $x_1 \rightarrow x_4$, $x_2 \rightarrow x_3$ and $T_r \rightarrow T_f$ in (4.22). In this manner, (4.23) has to be multiplied by $-1$ with $T_r \rightarrow T_f$.

The region $1 - \frac{T_f}{T} < \eta < 1$ is a replica of the region $-1 < \eta < -1 + \frac{T_f}{T}$ except that $T_r \rightarrow T_f$ and $x_1 \rightarrow x_4$ in (4.19). In this manner, $T_r \rightarrow T_f$ in (4.20) and (4.21) has to be multiplied by $-1$. 
N.B. All extrema have been predicted

Fig. 4.13 Oscillations and Bounds in the Region

\(-1 + \frac{2T_f}{T} < n < 0; \ W = 10^5\text{Hz}, \ T = 10^{-3}\text{sec.}, \ T_f = T = 0.1T\)
4.7 The Trapezoidal LFM Spectrum - The Edge Vicinities

The previous discussion has avoided any detailed consideration of the vicinities associated with the edges \( n = \pm 1, -1 + \frac{2T_f}{T} \) and \( 1 - \frac{2T_f}{T} \). However, this discussion has shown that the preceding results do not hold in these vicinities. Accordingly, these vicinities will be considered below.

4.7.1 The Edge \( n = -1 \) Outside Vicinity (\( n \neq -1 \))

This vicinity extends from the edge \( n = -1 \) to \( \eta_{12} = -1 - \frac{3}{2} \frac{|2W|}{WT} \), where it meets the \( T_r \)-tail proper. In this vicinity, one may expect the initial rising effects to exceed those of subsequent rising as well as those of falling. Thus, one may treat \( x_2, x_3 \) and \( x_4 \) as being comparatively larger than \( x_1 \). As one moves towards the near \( T_r \)-tail, the subsequent rising effects become comparable with those of initial rising and the largeness of \( x_1 \) becomes comparable with that of \( x_2 \).

This vicinity may be conveniently divided into two parts. The first part extends from the edge \( n = -1 \) itself to \( \eta_{13} \), say. The second part extends from \( \eta_{13} \) to \( \eta_{12} \). In the first part, one may use expansion (4.7) for \( F(x_2) \), \( F(x_3) \) and \( F(x_4) \) and use the following series expansion for \( F(x_1) \)

\[
F(x) \approx x
\] (4.27)
This expansion has been found numerically to give reliable results for $|x| \leq 0.6$. Accordingly, it is reasonable to let

$$\eta \approx -1 - \frac{2}{5} |WT|^\frac{1}{4}.$$

Adopting the above-mentioned expansion scheme, (4.6) gives

$$Y_n^*(\eta) \approx \frac{1}{T} (x_1^2 - \frac{x_1 e}{\sqrt{2}} + \frac{je}{2} x_1^2)$$

This relation has been found numerically to predict that in the vicinity part in question, $|Y_n^*(\eta)|$ decreases slowly and monotonically from a maximum initial value $z \frac{1}{\pi T}$ at the edge $\eta = -1$ itself to a minimum value $z \frac{0.115}{T}$ at $\eta T$ (see Fig. 4.14). Making use of these facts and noting that the vicinity is practically short, $|Y_n^*(\eta)|$ may be treated in this part as a linear function of $\eta$ given by the relation

$$|Y_n^*(\eta)| \approx \frac{1}{T} \left[ \frac{1}{\pi} + \frac{1}{3} |WT|^\frac{1}{4} (1 + \eta) \right]$$

whose validity may be judged from Fig. 4.14 concerning the special case where $|WT| = 100$ and $T = 3 \times 10^{-4}$ sec.

Relations (4.28) and (4.29) may not be used in the second part of this vicinity where $x_1 > 0.6$ and expansion (4.27) may not give acceptable results. In fact, (4.28)
Curve abode : from (4.6)
Curve fgcdh : from (4.28)
Line bi : from (4.29)
Line ij : from (4.31)
Line kj : from (4.20c)

Fig. 4.14 The Edge $\eta=1$ Vicinity

$\omega = 10^5$ Hz, $T = 10^{-3}$ sec., $T_r = 1.5T_f = 3 \times 10^{-4}$ sec.
predicts that $|Y^\eta(\eta)|$ increases monotonically with $|\eta|$ in this part and (4.29) predicts that it decreases linearly with $|\eta|$ until it vanishes (see Fig. 4.14). These two predictions cannot be reliable because one expects $|Y^\eta(\eta)|_{\text{mean}}$ in this part to be $>0$ decreasing monotonically with $|\eta|$ as it does in the neighbouring regions. Thus, a more reliable representation of $|Y^\eta(\eta)|$ in this part is desirable. Such a representation may be obtained by treating $|Y^\eta(\eta)|$ as a linear function of $\eta$ describing the straight line joining the two points in the $\eta-|Y^\eta(\eta)|$ plane corresponding to the two ends of this part. The first of these points is $(\eta^3, \frac{0.115}{T^r})$ and the second point is $(\eta^2, \frac{4}{9\pi^2 T^r})$.

The ordinate of the second point has been conveniently obtained by substituting $\eta^2$ in $|Y^\eta(\eta)|_{\text{mean}}$ of (4.11c). Thus, $|Y^\eta(\eta)|$ may be represented in this part by the linear relation

$$
|Y^\eta(\eta)| \approx \frac{1}{T^r} \left[ \frac{1}{2\pi} + \frac{1}{12} \frac{WT}{T^r} \right]^{\frac{1}{2}} (1+n) \tag{4.30}
$$

whose validity may be judged from Fig. 4.15 concerning the special case where $|WT|=100$ and $T^r=3\times10^{-4}$ sec.

4.7.2 The Edge $\eta=-1$ Inside Vicinity ($\eta>1$)

This vicinity extends from the edge $\eta=-1$ to $\eta^4$ where it meets the region $-1<\eta<-1+\frac{T^r}{T^r}$. In this vicinity, (4.28)
Fig. 4.15 The Edge \( \eta = -1 \) Outside Vicinity: Second Part;

\[ W = 10^5 \text{Hz}, \ T = 10^{-3} \text{sec.}, \ T_r = 1.5 \ T_f = 0.3 \ T. \]
still holds and predicts that \( |Y^n(\eta)| \) increases slowly and monotonically from a minimum initial value \( \frac{1}{\pi T_T} \) at the edge \( \eta = -1 \) itself until it meets \( |Y^n(\eta)| \) mean of (4.20c) at \( \eta \approx -1 + 0.425 \frac{2}{WT} \) assuming the value 0.601 \( T_T^{-1} \).

Accordingly, it is reasonable to let \( \eta_T^4 \Delta \approx -1 + 0.425 \frac{2}{WT} \).

It is also reasonable to represent \( |Y^n(\eta)| \) in this vicinity by the following linear relation describing the straight line joining the two points corresponding to its two ends in the \( \eta - |Y^n(\eta)| \) plane:

\[
|Y^n(\eta)| \approx \frac{1}{T_T} \left[ \frac{1}{\pi} + \frac{2}{3} \left| \frac{WT}{Z} \right|^\frac{1}{2} (1 + \eta) \right]
\] (4.31)

whose validity may be judged from Fig. 4.14 concerning the special case where \( |WT| = 100 \) and \( T_T = 3 \times 10^{-4} \) sec.

4.7.3 The Edge \( \eta = -1 + \frac{2T_T}{T} \) External Vicinity (\( \eta \ll -1 + \frac{2T_T}{T} \))

This vicinity extends from the edge \( \eta = -1 + \frac{2T_T}{T} \) to \( \eta_T^5 \) where it meets the region \(-1 + \frac{T_T}{2T} \leq \eta < -1 + \frac{T_T}{2T} \). In this vicinity, one may expect the final rising effects to exceed those of initial rising as well as those of falling. Thus, one may use expansion (4.7) for \( F(x_1) \), \( F(x_3) \) and \( F(x_4) \) and use expansion (4.27) for \( F(x_2) \). In this manner, (4.6) gives

\[
Y^n(\eta) \approx 2|\mu| \left[ \frac{1}{2} \left( \frac{j \pi}{4} X_2 + \frac{x_2 e}{\sqrt{2}} + \frac{j \pi x_2}{\pi} \right) \right]
\] (4.32)
In this relation, the bracketed quantity is identical to the right hand side of (4.28) with \(-x_1^\alpha x_2\). This fact helps in studying (4.32) which is, however, much more difficult to handle because it includes the additional term \(2|\mu| e^{\frac{3n}{4}}\). In any case, (4.32) can be shown to predict that in this vicinity, \(|\gamma^n(\eta)|\) decreases slowly and monotonically from a maximum initial value \(\approx 2|\mu| - \frac{\sqrt{2}}{2\pi T}r\) at the edge \(\eta = -1 + \frac{2T}{r} - 0.3841|\frac{2}{WT}| \frac{1}{2}\) assuming the value \(2|\mu| - 0.543\). Accordingly, it is reasonable to let \(\eta_{r5} = -1 + \frac{2T}{r} - 0.3841|\frac{2}{WT}| \frac{1}{2}\). It is also reasonable to represent \(|\gamma^n(\eta)|\) in this vicinity by the following linear relation describing the straight line joining the two points corresponding to its two ends in the \(\eta - |\gamma^n(\eta)|\) plane

\[|\gamma^n(\eta)| = 2|\mu| - \frac{1}{Tr} \left[ \frac{\sqrt{2}}{2\pi} - \frac{4}{5} \frac{WT}{2} \right] \frac{1}{2} \left( \eta - \frac{2T}{r} \right) \]  

(4.33)

whose validity may be judged from Fig. 4.16 concerning the special case where \(W = 10^5\) Hz, \(T = 10^{-3}\) sec and \(T_r = 0.3\) T.

4.7.4 The Edge \(\eta = -1 + \frac{2T}{r}\) Internal Vicinity (\(\eta > -1 + \frac{2T}{r}\))

This vicinity extends from the edge \(\eta = -1 + \frac{2T}{r}\) to \(\eta_{r6}\) where it meets the region \(-1 + \frac{2T}{r} < \eta \leq 0\). In this
Fig. 4.16 The Edge \( n = -1 \pm \frac{2T_f}{T_T} \) Vicinity: \( W = 10^5 \text{Hz}, T = 10^{-3} \text{sec.}, T_T = 1.5 \ T_f = 0.3 \ T. \)
vicinity, (4.32) still holds and predicts that \(|Y^n(\eta)|\)
increases slowly and monotonically from a minimum initial
value \(\approx 2|\mu| - \frac{\sqrt{2}}{2\pi T_r}\) at the edge until it meets \(|Y^n(\eta)|_{\text{mean}}\)
of (4.25c) at \(\eta \approx -1 + \frac{T_f}{T} + 0.3841\left|\frac{2}{WT}\right|^\frac{1}{2}\)
assuming the value \(2|\mu|\). Accordingly, it is reasonable to let
\(\eta_{r6} \approx -1 + \frac{T_f}{T} + 0.3841\left|\frac{2}{WT}\right|^\frac{1}{2}\).
It is also reasonable to represent \(|Y^n(\eta)|\) in this vicinity by the following linear
relation describing the straight line joining the two
points corresponding to its two ends in the \(\eta-|Y^n(\eta)|\)
plane

\[
|Y^n(\eta)| \approx 2|\mu| - \frac{1}{T_f} \left[ \frac{\sqrt{2}}{2\pi} - \frac{3}{5} \left|\frac{WT}{2}\right|^\frac{1}{2} (1 + \eta - \frac{2T_f}{T}) \right]
\]  

(4.34)

whose validity is evident from Fig. 4.16 concerning the
special case where \(W = 10^5\) Hz, \(T = 10^{-3}\) sec and \(T_r = 0.3 T_r\).

4.7.5 Vicinities of the Edges \(\eta = 1 - \frac{2T_f}{T}\) and \(\eta = 1\)

The edge \(\eta = 1 - \frac{2T_f}{T}\) vicinity is a replica of that of
the edge \(\eta = -1 + \frac{T_f}{T}\) except that \(T_r \rightarrow T_f\) and \(x_2 \rightarrow x_3\) in
(4.32). In this manner, \(T_r \rightarrow T_f\) and \(\eta \rightarrow -\eta\) in (4.33) and
(4.34).

The edge \(\eta = 1\) vicinity is a replica of that of the
edge \(\eta = -1\) except that \(T_r \rightarrow T_f\) and \(x_1 \rightarrow x_4\) in (4.28). In this
manner, $T_r \to T_f$ and $n \to -n$ in (4.29), (4.30) and (4.31).

4.8 The Spectrum of the Ideal Chirp Pulse

4.8.1 Introduction

The preceding theory can only handle the spectrum of a LPM pulse or a physical chirp pulse having a trapezoidal envelope for which

$$\frac{T_r}{T}, \frac{T_f}{T} > \frac{2}{5} \frac{2}{||WT||}$$  \hspace{1cm} (4.35)

It suffices to explain the reasons underlying this constraint in the case of $\frac{T_r}{T}$. To this end, consider the $T_r$-region where $-1 \leq n \leq 1$. The methods of Subsections 4.6.2 and 4.6.3 can handle this region's proper for $\frac{T_r}{T} > \frac{4}{5} \frac{2}{||WT||}$$ and, less accurately, for $\frac{4}{5} \frac{2}{||WT||} > \frac{T_r}{T} > \frac{2}{5} \frac{2}{||WT||}$. This region's two edge vicinities can be handled by the methods of Subsections 4.7.2 and 4.7.3.

Thus, the previous theory would not be reliable concerning the $T_r$-side, the $T_f$-side or both sides depending on whether (4.35) is not satisfied by $\frac{T_r}{T}, \frac{T_f}{T}$ or by both $\frac{T_r}{T}$ and $\frac{T_f}{T}$ respectively. Again, it suffices to consider the case where $\frac{T_r}{T}$ does not satisfy (4.35). In this case, the edge $n = -1 + \frac{2T_r}{T}$ of the region $-1 \leq n \leq 1 + \frac{2T_r}{T}$ moves towards the edge $n = -1$ and the two
edge vicinities overlap over a range given by

\[
\text{Overlapping range } \approx 2 \left( \frac{2}{5} \frac{|\Delta w|}{\Delta T} \right)^{\frac{1}{2}} - \frac{T_r}{T}
\]  

(4.36)

This relation indicates that the overlapping range increases as \(|\Delta w|\) and/or \(\frac{T_r}{T}\) decrease(s). It also indicates that no overlapping corresponds to \(\frac{T_r}{T} \gg \frac{2}{5} \frac{|\Delta w|}{\Delta T}\), partial overlapping corresponds to \(\frac{T_r}{T} \gg \frac{2}{5} \frac{|\Delta w|}{\Delta T}\), and complete overlapping corresponds to \(\frac{T_r}{T} \approx \frac{1}{5} \frac{|\Delta w|}{\Delta T}\).

In the region where the two vicinities overlap, one may use expansion (4.27) for both \(F(x_1)\) and \(F(x_2)\) and expansion (4.7) for both \(F(x_3)\) and \(F(x_4)\). In this manner, (4.6) gives

\[
Y^n(\eta) \approx |\mu|^\frac{1}{2} j_4 \pi e \left( \frac{x_1^2 - x_2^2}{T_r} + \frac{e \pi x_1^2}{j \pi T_r} - e \pi x_1^2 \right)
\]  

(4.37)

which gives

\[
|Y^n(\eta)|_{\text{mean}} \approx |\mu| \left[ 1 + 2|\Delta w| \left( 1 + \frac{T_r}{T} \right) \right]
\]  

(4.38)

A detailed study of the overlapping of edge vicinities and the associated limiting processes is not intended here. It should be noted, however, that (4.38) describes a
straight line in the \( n-|Y^n(\eta)| \) plane whose slope is determined by \( |W| \) and whose length is determined by \( \frac{T_r}{T} \).

As \( \frac{T_r}{T} \) decreases, i.e. as overlapping increases, the values of \( |Y^n(\eta)| \) at the two edges \( \eta=-1 \) and \( \eta=-1+\frac{2T_r}{T} \) approach its value at the midpoint \( \eta=-1+\frac{T_r}{T} \) from below and above respectively. As \( \frac{T_r}{T} \to 0 \), i.e. as the trapezoidal pulse \( T_r \)-side becomes rectangular, the edge \( \eta=-1+\frac{2T_r}{T} \) of its spectrum moves into the edge \( \eta=-1 \) with line (4.38) reducing to a single point at this edge and

\[
|Y^n(-1)| \sim |Y^n(-1)|_{\text{mean}} \sim |u|^{\frac{1}{2}}.
\]

The preceding paragraph implies that if \( \frac{T_r}{T} \ll \frac{1}{5}|\frac{2}{WT}| \), it is possible to assume that \( \frac{T_r}{T} \to 0 \) and to treat the \( T_r \)-side of the trapezoidal pulse as being ideally rectangular. Thus, any physical chirp pulse may be treated as being an ideally symmetric rectangular pulse if

\[
\frac{T_r}{T} , \quad \frac{T_f}{T} < \frac{1}{5}|\frac{2}{WT}|^{\frac{1}{2}} \tag{4.39}
\]

This relation implies that a trapezoidal LFM pulse with \( W=10^5 \) Hz and \( T=10^{-3} \) sec, for example, may be treated as being ideally rectangular if \( T_r, T_f < 2.8 \times 10^{-5} \) sec. The validity of such a conclusion may be judged by comparing Figs. 4.17a and 4.17b which are drawn to the same scale.

The approach whereby an ideally rectangular chirp
Fig. 4.17a Amplitude Spectrum of a Trapezoidal LFM Pulse; \( W=10^5 \text{Hz}, \ T=10^{-3} \text{sec.}, \ T_r=T_f=5\times10^{-6} \text{sec.} \)
Fig. 4.17b Amplitude Spectrum of a Rectangular Chirp Pulse; $\Omega = 10^5$ Hz, $T = 10^{-3}$ sec.
pulse may be treated as a limiting case of the corresponding trapezoidal LFM pulse is rather cumbersome and lengthy. A direct approach in this respect is simpler and straightforward. Accordingly, the following discussion treats the rectangular chirp pulse as an independent case. However, the limiting approach will also be briefly considered in Section 4.9.

4.8.2 The Spectrum of a Rectangular Chirp Pulse

Consider the following baseband complex rectangular chirp pulse

\[ y(\sigma) = R_T(\sigma) \ e^{j\pi \mu \sigma^2} \quad (4.40) \]

The spectrum \( Y(f) \) of this pulse is given by

\[ Y(f) = \int R_T(\sigma) \ e^{j\pi (-2f \sigma + \mu \sigma^2)} \ d\sigma \quad (4.41a) \]

which reduces through transformation (4.3) to

\[ Y(f) = \frac{e^{-j\pi f^2/\mu}}{2\mu^{1/2}} \int_{x_p}^{x_q} e^{\pm j\pi x^2/2} \ dx \quad (4.41b) \]

where \( +j\pi x^2 \) and \( -j\pi x^2 \) correspond to \( \mu > 0 \) and \( \mu < 0 \) respectively and

\[ x_p \overset{\Delta}{=} -\left| \frac{WT}{2} \right| (1+\eta) \quad (4.42a) \]

\[ x_q \overset{\Delta}{=} \left| \frac{WT}{2} \right| (1-\eta) \quad (4.42b) \]
where $\eta$ is given by (4.5e).

Thus, making use of (4.41b) in (4.6b) shows that for $\mu > 0$,

$$\lambda^n(\eta) = 2\mu \frac{1}{1} F(x_p, x_q)$$  \hspace{1cm} (4.43a)

where $F(x_p, x_q)$ is a Fresnel function first introduced in Section 3.4 as

$$F(x_p, x_q) = F(x_q) - F(x_p)$$  \hspace{1cm} (4.43b)

The following discussion is mostly formulated in terms of $F(x_p, x_q)$. The results can readily be applied to $\lambda^n(\eta)$ through (4.43a).

4.8.3 $|F(x_p, x_q)| \text{ for } |WT| \to \infty$

For $|WT| \to \infty$, the nonvanishing values of $|x_p|$ and $|x_q|$ are large over the entire $\eta$-axis. In this case, it is convenient to use the first term of expansion (4.7) for both $F(x_p)$ and $F(x_q)$. In this manner, (4.43b) gives

$$|F(x_p, x_q)|_\infty = 0, \quad |\eta| > 1$$  \hspace{1cm} (4.44a)

$$= \frac{1}{\sqrt{2}}, \quad |\eta| < 1$$  \hspace{1cm} (4.44b)

$$= \frac{1}{\sqrt{2}}, \quad |\eta| = 1$$  \hspace{1cm} (4.44c)
This relation is illustrated in Fig. 4.18. It predicts that as \( |WT| \to \infty \), \( |\gamma(f)| \) assumes the functional form of \( |\gamma(\sigma)| \) in agreement with the stationary phase relation (3.7). This prediction is confirmed by the computer plots of Fig. 4.19.

\[
|\mathcal{F}(x_p, x_q)|
\]

\[
\sqrt{2}
\]

-1 0 1

\( x_p = 0 \)

\( x_p < 0 \)

\( x_q > 0 \)

\( x_q = 0 \)

Fig. 4.18 Amplitude Spectrum of an Ideal Chirp; \( |WT| \to \infty \).

4.8.4 \( |\mathcal{F}(x_p, x_q)| \) For Finite \( |WT| \) - The Tail Proper (\( |\eta| > 1 \))

For finite \( |WT| \), \( |\mathcal{F}(x_p, x_q)| \) is expected to fluctuate about the limiting level of (4.44) forming both forward
Fig. 4.19 Amplitude Spectrum of an Ideal Chirp; $\mu > 0$, $\mu < 0$, $T = 10^{-3}$ sec. (increasing $|WT|$).
and trailing tails flanking the central region as shown in Fig. 4.17b (see also Fig. 3.3).

Consider the left hand side tail. This tail extends from \( n = -\infty \) to \( n_c l \), say, where it meets the edge \( n = -1 \) outside vicinity. In this tail, it is convenient to expand both \( F(x_p) \) and \( F(x_q) \) according to (4.7). This gives

\[
F(x_p', x_q) \approx \frac{e^{\frac{j\pi x_p^2}{2}}}{x_p} - \frac{e^{\frac{j\pi x_q^2}{2}}}{x_q}
\]

which implies that

\[
|F(x_p', x_q)| \approx \frac{2\sqrt{2}}{\pi |WT|^{\frac{1}{2}} |n| (|n|^2 - 1)} \quad (4.46a)
\]

\[
|F(x_p', x_q)| \approx \frac{2\sqrt{2}}{\pi |WT|^{\frac{1}{2}}} \cdot \frac{1}{|n|^2 - 1} \quad (4.46b)
\]

\[
|F(x_p', x_q)|_{\text{mean}} \approx \frac{\sqrt{2}}{\pi |WT|^{\frac{1}{2}}} \cdot \frac{1}{|n|-1} \quad (4.46c)
\]

where it can be seen that the upper bound =\( |n| \) the lower bound.

These relations predict that \( |F(x_p', x_q)| \) oscillates with an oscillation amplitude \( A(n) \) which decreases with both \( |WT| \) and \( |n| \) and that

\[
\frac{A(n)}{|F(x_p', x_q)|_{\text{mean}}} = \frac{2(|n|-1)}{|n|+1} \to 2
\]

for large \( |n| \). These relations also predict that
\[ |F(x_p, x_q)| \to 0 \text{ as } |WT| \text{ and/or } |\eta| \to \infty \text{ and that} \]

\[ |\eta_{\text{max}}^k| \approx \frac{2k+1}{|WT|} \quad (4.47a) \]

\[ |\eta_{\text{min}}^k| \approx \frac{2k}{|WT|} \quad (4.47b) \]

where the order of extrema \( k \) increases along the negative \( \eta \)-axis.

Relation (4.47) predicts that the oscillation density is uniform in \( \eta \) and is given by \( \frac{1}{2} |WT| \) per unit of \( \eta \).

The above-mentioned predictions are in full agreement with reality as can be seen from Figs. 4.20 through 4.22. Also, these predictions remain valid for the right hand side tail due to perfect symmetry.

4.8.5 \( |F(x_p, x_q)| \) for Finite \( |WT| \) - The Central Region

\((|\eta| < 1)\) Excluding Edge Vicinities

Consider the left hand side of the central region. This side extends from \( \eta_{c3} \), say, where it meets the edge \( \eta = -1 \) inside the vicinity to \( \eta = 0 \). In this side, it is convenient to use expansion (4.7) for \( F(x_p) \) and the first term of this expansion for \( F(x_q) \). This gives
$$|F(x_p, x_q)| \cdot 2\mu^{\frac{1}{2}} = |Y^n(\eta)|$$

N.B. All extrema have been predicted

Fig. 4.20 The Tail of the Amplitude Spectrum of an Ideal Chirp; $W=10^5$ Hz, $T=10^{-3}$ sec.
\[ |F(x_p, x_q)| \cdot |2\mu|^{1/2} = |Y^{n}(\eta)| \]

N.B. All extrema for \( n_{\text{cl}} \) have been predicted.

Fig. 4.21 The Tail of the Amplitude Spectrum of an Ideal Chirp; \( W=10^5 \text{Hz}, T=10^{-3} \text{sec.} \)
Fig. 4.22 Variation of $A(n)$ with $|W_T|$ and $|n|$ in the Tail of the Amplitude Spectrum of an Ideal Chirp;

$T = 10^{-3}$ sec. (drawings are to the same scale).
\[ F(x_p, x_q) \approx \frac{\sqrt{\pi}}{4} e^{\frac{3\pi}{4}} + \frac{\sqrt{\pi} x^2_p}{\pi x_p} \]  
(4.48)

which implies that

\[ |F(x_p, x_q)| \approx \sqrt{2} + \frac{\sqrt{2}}{\pi |WT|^{\frac{1}{2}} (1 - |n|)} \]  
(4.49a)

\[ |F(x_p, x_q)| \approx \sqrt{2} - \frac{\sqrt{2}}{\pi |WT|^{\frac{1}{2}} (1 - |n|)} \]  
(4.49b)

\[ |F(x_p, x_q)|_{\text{mean}} \approx \sqrt{2} \]  
(4.49c)

These relations predict that \( |F(x_p, x_q)| \) oscillates with an oscillation amplitude \( A(n) \) which decreases with \( |WT| \) and increases with \( |n| \). They also predict that

\[ |\eta_{\text{max}}^k| \approx 1 - \left( \frac{8k+3}{|WT|} \right)^{\frac{1}{2}} \]  
(4.50a)

\[ |\eta_{\text{min}}^k| \approx 1 - \left( \frac{8k+7}{|WT|} \right)^{\frac{1}{2}} \]  
(4.50b)

where the order of extremal \( k \) increases along the positive \( \eta \)-axis.

Relation (4.50) predicts that the oscillation density is nonuniform, decreases with \( |n| \) and increases with \( |WT| \).

The above-mentioned predictions are in full agreement with reality as can be seen from Figs. 4.19 and 4.23. Also,
\[ |F(x_p, x_q)| \cdot \left| 2\mu \right|^\frac{1}{2} (=|Y_n(\eta)|) \]

N.B. All extrema have been predicted

Fig. 4.23 Oscillations and Bounds in the Central Region of the Spectrum of an Ideal Chirp Pulse;

\[ W = 10^5 \text{Hz}, \quad T = 10^{-3} \text{sec}. \]
these predictions remain valid for the right hand side of the central region due to perfect symmetry.

4.8.6 \( |F(x_p, x_q)| \) - The Edge Vicinities

4.8.6.1 The Edge \( \eta = -1 \) Outside Vicinity (\( \eta \leq -1 \))

This vicinity extends from the edge \( \eta = -1 \) to \( \eta_{cl} = -1 + \frac{3}{2} \left| \frac{2}{W_T} \right|^\frac{1}{2} \) where it meets the left hand tail. It may be divided into two parts. The first part extends from the edge \( \eta = -1 \) itself to \( \eta_{c2} = -1 - \frac{1}{2} \left| \frac{2}{W_T} \right|^\frac{1}{2} \) and the second part extends from \( \eta_{c2} \) to \( \eta_{cl} \). In the first part \( 0 \leq x_p \leq \frac{1}{2} \) and one may conveniently use expansion (4.27) for \( F(x_p) \) and the first term of expansion (4.7) for \( F(x_q) \) to get

\[
F(x_p, x_q) = \frac{e^{j\pi/4}}{\sqrt{2}} - x_p
\]

(4.51a)

implying that

\[
|F(x_p, x_q)|^2 = (x_p - \frac{1}{2})^2 + (\frac{1}{2})^2
\]

(4.51b)

which can readily be identified as the upper branch of a vertical hyperbola in the \( x_p - |F(x_p, x_q)| \) plane.

Relation (4.51) predicts that \( |F(x_p, x_q)| \) decreases slowly and monotonically from a maximum initial value
\[ z = \frac{1}{\sqrt{2}} \] at the \( n=-1 \) edge itself where \( x_p = 0 \) to a minimum value \( z = \frac{1}{2} \) at \( \eta_{c2} \) where \( x_p = \frac{1}{2} \). Noting that the vicinity part under consideration is practically short, one may represent \( |F(x_p, x_q)| \) in it by the following linear relation representing the straight line joining the two points corresponding to its two ends in the \( \eta^- \) plane:

\[
|F(x_p, x_q)| \approx \frac{1}{\sqrt{2}} + \left( \sqrt{2} - 1 \right) \frac{|WT|}{2} \left( 1 + \eta \right) \tag{4.52}
\]

whose validity may be judged from Fig. 4.24 concerning the special case where \( |WT| = 100 \).

In the second part of the edge \( n=-1 \) outside vicinity, \( |F(x_p, x_q)| \) may be approximated as a linear function of \( \eta \) representing the straight line joining the two points \( (\eta_{c2}, \frac{1}{2}) \) and \( (\eta_{c1}, \frac{2}{3\pi}) \) in the \( \eta^- \) plane. The ordinate of the second point has been conveniently obtained by substituting \( \eta_{c1} \) for \( \eta \) in (4.46c). Thus, \( |F(x_p, x_q)| \) may be represented in this part by the linear relation

\[
|F(x_p, x_q)| \approx \left( \frac{3}{4} - \frac{1}{3\pi} \right) + \left( \frac{1}{2} - \frac{2}{3\pi} \right) \frac{|WT|}{2} \left( 1 + \eta \right) \tag{4.53}
\]

whose validity may be judged from Fig. 4.24 concerning the special case where \( |WT| = 100 \).
Fig. 4.24 The Edge $n=-1$ Outside Vicinity; $\omega = 10^5$ Hz, $T = 10^{-3}$ sec.
4.8.6.2 The Edge $n=1$ Inside Vicinity ($n>1$)

This vicinity extends from the edge $n=-1$ to $n_{c3}$ where it meets the central region. In this vicinity, (4.51) still holds and predicts that $|F(x_p, x_q)|$ increases slowly and monotonically from a minimum initial value $\frac{1}{n_{c3}}$ at the edge $n=1$ itself until it meets $|F(x_p, x_q)|$ mean of (4.49c) at $\eta = -1 + \frac{\sqrt{7}-1}{2} |\frac{2}{W_T}|^{\frac{1}{2}}$. Accordingly, it is reasonable to let $n_{c3} = -1 + \frac{\sqrt{7}-1}{2} |\frac{2}{W_T}|^{\frac{1}{2}}$. It is also reasonable to represent $|F(x_p, x_q)|$ in this vicinity by the following linear relation describing the straight line joining the two points $(-1, \frac{1}{\sqrt{2}})$ and $(n_{c3}, \sqrt{2})$ in the $n-|F(x_p, x_q)|$ plane

$$|F(x_p, x_q)| \geq \frac{1}{\sqrt{2}} + \frac{\sqrt{2}}{\sqrt{7}-1} |\frac{2}{W_T}|^{\frac{1}{2}} (1+n)$$

(4.54)

whose validity may be judged from Fig. 4.25 concerning the special case where $|W_T| = 100$.

4.8.6.3 The Edge $n=1$ Vicinities

These vicinities can be treated in the same manner as their counterparts associated with the edge $n=-1$. In fact, results for the former can be obtained by interchanging $x_p$ and $x_q$ in the results for the latter.
\[ |F(x_p, x_q)|_{\text{mean}} = \sqrt{2} \]

Fig. 4.25 The Edge \( \eta = -1 \) Inside Vicinity; \( W = 10^5 \) Hz, \( T = 10^{-3} \) sec.
4.9 The Limiting Approach

Consider the trapezoidal LFM pulse of (4.1). Let, for example, \(|WT| \to \infty\). In this case, all nonvanishing \(|x|\)-values are large over the entire \(\eta\)-axis and one may assume that \(\frac{j\pi x_1}{2} \approx \frac{j\pi x_2}{2} \) and \(\frac{j\pi x_3}{2} \approx \frac{j\pi x_4}{2} \). Thus, noting that \(e^{\frac{j\pi x_1}{2}} e^{\frac{j\pi x_2}{2}} \) and \(F(\frac{|x_1|}{\sqrt{2}}) + F(\frac{|x_2|}{\sqrt{2}})\) faster than \(\frac{x_1}{\sqrt{2}} \approx \frac{x_2}{\sqrt{2}}\), that \(e^{\frac{j\pi x_3}{2}} e^{\frac{j\pi x_4}{2}} \) and \(F(\frac{|x_3|}{\sqrt{2}}) + F(\frac{|x_4|}{\sqrt{2}})\) faster than \(\frac{x_3}{\sqrt{2}} \approx \frac{x_4}{\sqrt{2}}\) and that \(\lim_{x \to \infty} F(x) = \frac{e^{\frac{j\pi}{4}}}{\sqrt{2}}\), (4.6) gives

\[
|Y^n(\eta)| = \frac{1}{\sqrt{2}} \sum_{k=1}^{4} \frac{|x_k|}{T_k}
\]  

(4.55)

which can readily be seen through (4.5) to be identical to (4.8).

The limiting approach described above underlies the use of expansion (4.7) in Section 4.3 to obtain (4.8) from (4.6). This is obviously due to the fact that this expansion leads to the same results as, but obviates the need for the details of, this limiting approach. Such a limiting approach can also be used to establish the consistency of the \(F(x)\) expansions used for the trapezoidal LFM spectrum in the different \(\eta\)-regions.

The limiting approach can also be applied to the cases where the rising side, the falling side or both sides
of the trapezoidal LFM pulse \( y(\sigma) \) of (4.1) become rectangular.

Consider first the case where only the rising side of \( y(\sigma) \) becomes rectangular, i.e. where \( T_f \rightarrow 0 \). In this case, the spectrum \( Y^R(\eta) \) of \( y(\sigma) \) can be obtained by making \( x_2 \rightarrow x_1 \) through \( x_2 = 0 \rightarrow x_1 = 0 \) in (4.6). Thus, noting that \( e^{j\frac{\pi}{2}x_2^2} \rightarrow e^{j\frac{\pi}{2}x_1^2} \) and \( F(x_2) \rightarrow F(x_1) \) faster than \( x_2 \rightarrow x_1 \), (4.6) reduces in this case to

\[
Y^R(\eta) = -j2\mu \left| F(x_1) + \sum_{\ell=3}^{4} \frac{1}{\ell!} \left[ x_\ell F(x_{\ell}) + \frac{ie^{j\frac{\pi}{2}x_{\ell}^2}}{\pi} \right] \right| \quad (4.56)
\]

Similarly, if \( T_f \rightarrow 0 \) and only the falling side of \( y(\sigma) \) becomes rectangular, \( x_3 \rightarrow x_4 \) through \( x_3 = 0 \rightarrow x_4 = 0 \) and (4.6) reduces to

\[
Y^R(\eta) = \sum_{\ell=1}^{2} \frac{1}{\ell!} \left[ x_\ell F(x_{\ell}) + \frac{ie^{j\frac{\pi}{2}x_{\ell}^2}}{\pi} \right] + j2\mu \left| F(x_4) \right| \quad (4.57)
\]

Finally, if \( T_f \), \( T_f \rightarrow 0 \) and the trapezoidal LFM pulse of (4.1) reduces to the rectangular LFM pulse of (4.40), \( x_2 \rightarrow x_1 \) and \( x_3 \rightarrow x_4 \) and (4.6) reduces to (4.43).

The limiting approach whereby (4.6) \( \rightarrow \) (4.43) may be used to justify the \( F(x) \) expansions used for the spectrum of the rectangular LFM pulse and to establish that they are consistent with those used for the spectrum of the trapezoidal LFM pulse. This can be achieved by making
use of the fact that the exponential terms in (4.6) disappear through the limiting process.

The limiting approach whereby \((4.6) \to (4.43)\) may also be used to derive the relations obtained for the amplitude spectrum of the rectangular LFM pulse from those obtained for the amplitude spectrum of the trapezoidal LFM pulse.

A comparison of the appropriate relations and plots in the previous sections shows that the mean value (in the tail) as well as the oscillation amplitude and density of the amplitude spectrum of the rectangular LFM pulse exceed their trapezoidal counterparts for any given \(|WT|\) and \(\eta\). These discrepancies are related to edge effects and increase with \(\frac{T_r}{T}\) and \(\frac{T_f}{T}\). They may be explained by noting that as \((4.6) \to (4.43)\), the \(x_1\) and \(x_2\) phasors as well as the \(x_3\) and \(x_4\) phasors add arithmetically rather than vectorially. Also, these discrepancies indicate that the physical chirp pulse has actually less tail power and less pronounced ripples than what is usually assumed by treating it as an ideally rectangular LFM pulse.

4.10 The Spectrum of an Arbitrarily Shaped LFM Pulse

Consider the following arbitrarily weighted complex LFM pulse
\[ y(\sigma) = a(\sigma) e^{j\pi \sigma^2}, |\sigma| \leq \frac{T}{2} \]  

(4.58)

The spectrum \( Y(f) \) of this pulse is given by

\[ Y(f) = \int_{\sigma} a(\sigma) e^{j\pi (-2f\sigma + \mu \sigma^2)} d\sigma \]  

(4.59a)

This relation may be compared with (3.27a). Its exact evaluation would require an explicit specification of \( a(\sigma) \). However, this relation may be studied through the stationary phase method in the case where \( a(\sigma) \) is a well behaved physical function whose rate of variation is small compared with that of the integrand's exponential function (i.e. \( |\mu| \) is sufficiently large). In this case, (4.59a) reduces to

\[ Y(f) \approx a(\sigma_0) \int_{\sigma} e^{j\pi (-2f\sigma + \mu \sigma^2)} d\sigma \]  

(4.59b)

where \( \sigma_0 \equiv \frac{f}{\mu} \) is the integrand's stationary phase point.

Relation (4.59b) reduces through transformations (4.3) and (4.6b) for \( \mu > 0 \) to

\[ y^\eta(\eta) = \left| 2\mu \right| a\left( \frac{\eta T}{2} \right) F(x_p, x_q) \]  

(4.59c)

where \( \eta \) is given by (4.5e), \( x_p \) and \( x_q \) are given by (4.42) and \( F(x_p, x_q) \) is given by (4.43b).

Since \( a(\sigma) \) is assumed to vanish identically for
\[|\sigma| > \frac{T}{2}, \] (4.59c) predicts that \(Y^\eta(\eta)\) also vanishes identically for \(|\eta| > 1\). Thus, (4.59c) is only capable of handling \(Y^\eta(\eta)\) in the central region \(|\eta| \leq 1\). In fact, this result is characteristic of the stationary phase method on which (4.59c) is based.

In the case where \(|WT| \to \infty\), \(|F(x_p', x_q')|\) is given by (4.44) and (4.59c) predicts that \(|Y(f)|\) assumes the functional form of \(a(\sigma)\) in agreement with (3.7).

In the case where \(|WT|\) is finite, (4.59c) may be studied through the relations obtained for \(F(x_p', x_q')\) in Subsections 4.8.5 and 4.8.6.2. In this manner, (4.50) remains unchanged and (4.49) and (4.54) have to be multiplied by \(\frac{1}{2} |2\mu| a(\frac{\eta^T}{2})\).

Relation (4.59) can readily be used for the approximate handling of the spectrum of any arbitrarily weighted LFM pulse in the central region where \(|\eta| \leq 1\). Such arbitrarily weighted LFM pulses include, for example, the trapezoidal and the Hamming-weighted\(^{46}\) pulses. The approximate handling of the tails of the spectra of such pulses will be considered in the next section.

4.11 The LFM and the Monotone Spectra

4.11.1 The LFM Spectrum in the Tail Region

The central part of the spectrum of an arbitrarily
shaped LFM signal was considered in the previous section. It remains to consider the tail of this spectrum. To this end, let \( s(\sigma) \) be an arbitrary physical signal whose duration covers the range \( \sigma_1 < \sigma < \sigma_2 \). The spectrum \( S(f) \) of this signal is given by

\[
S(f) = \int_{\sigma_1}^{\sigma_2} s(\sigma) e^{-j2\pi f \sigma} d\sigma \quad (4.60a)
\]

If \( s(\sigma) \) is \( K \) times continuously differentiable, (4.60a) reduces through repeated integration by parts to

\[
\lim_{|f| \to \infty} S(f) = \sum_{k=0}^{K} \frac{(-j)^{k-1}}{(2\pi f)^{k+1}} \left[ e^{-j2\pi f \sigma_1} \frac{d^k s(\sigma)}{d\sigma^k} \right]_{\sigma_1}^{\sigma_2} \quad (4.60b)
\]

which is an asymptotic approximation of \( S(f) \) in the tail region.

Substituting the envelope \( a(\sigma) \) of the arbitrarily shaped LFM pulse \( y(\sigma) \) of (4.58) as well as \( y(\sigma) \) itself for \( s(\sigma) \) in (4.60b) putting \( k = 0, 1 \) gives

\[
\left[ A(f) \right]_{|f| > 0} = \frac{1}{2\pi f} \left[ e^{-j2\pi f \sigma} a(\sigma) \right]_{\sigma_1}^{\sigma_2} T^2 + \frac{1}{(2\pi f)^2} \left[ e^{-j2\pi f \sigma} \frac{da(\sigma)}{d\sigma} \right]_{\sigma_1}^{\sigma_2} T^2 \quad (4.61)
\]
\[
[Y(f)] \begin{cases} 
\left. \frac{\pi WT}{4} \left[ e^{-j2\pi f_0 a_0} (1 + \frac{u_0}{f}) \right] \frac{T}{2} 
\right|_{f > \frac{|W|}{2}} 
+ \frac{\pi WT}{4} \left[ e^{-j2\pi f_0} \frac{da_0}{d\sigma} \right] \frac{T}{2} 
\end{cases}
\]

(4.62)

where \(A(f)\) is the spectrum of \(a(\sigma)\).

Given \(a(\sigma)\), (4.62) may be used to obtain an approximate expression for \(Y(f)\) in the tail region where \(|f| > \frac{|W|}{2}\). Such an approximate expression may also be obtained through (4.61). This alternative approach is based on the fact that except for the phase factor \(e^{j\frac{\pi WT}{4}}\), (4.62) reduces to (4.61) for \(|f| > \frac{|W|}{2}\). Also, this alternative approach may be preferable in practice, especially for finding bounds on \(|Y(f)|\) through \(|A(f)|\) for \(|f| > \frac{|W|}{2}\). This is because expressions for, and bounds on, \(A(f)\) are usually available for the envelopes \(a(\sigma)\) in common use²⁴,¹⁶⁸.

Relations (4.61) and (4.62) can be expressed in closed-form only if \(a(\sigma)\) is specified or is even in \(\sigma\). Consider, for example, the case where \(a(\sigma) \rightarrow R_T(\sigma)\). An approximate expression for \(Y(f)\) in this case in the tail region may be obtained through (4.62) as

\[
[Y^{(1)}(f)] \begin{cases} 
\left. \frac{\pi WT}{4} \left[ T\text{sinc}Tf + \frac{jW}{2\pi f^2} \cos\pi Tf \right] \right|_{f > \frac{W}{2}} 
\end{cases}
\]

(4.63a)
which is essentially equivalent to the following form obtainable from (4.45)

\[
[Y^{(2)}(f)]_{|f|>|w|/2} \sim \frac{[Y^{(1)}(f)]_{|f|>|w|/2}}{1-(\frac{w}{2f})^2} \quad (4.63b)
\]

Relations (4.63a) and (4.63b) give the following two corresponding approximations

\[
|Y^{(1)}(f)|_{|f|>|w|/2} \sim \frac{w^2}{(2\pi f^2)^2} + \left[1-(\frac{w}{2f})^2\right] (TsincTf)^2 \quad (4.64a)
\]

\[
|Y^{(2)}(f)|_{|f|>|w|/2} \sim \frac{|Y^{(1)}(f)|_{|f|>|w|/2}}{1-(\frac{w}{2f})^2} \quad (4.64b)
\]

Approximations (4.63b) and (4.64b) are preferable to (4.63a) and (4.64a) in the very near tail region where \(|f|>|w|/2|\) is not too large. Relation (4.63) predicts that except for the phase factor \(e^{-j\pi N/4}\), \(Y(f)\) reduces to the spectrum TsincTf of \(R_T(\sigma)\) for all \(|f|>|w|/2|\). Relation (4.64a) predicts that \(|Y(f)|\) exceeds \(|TsincTf|\) except where this latter has its side-peaks (i.e. where \(|\sin \pi Tf|\sim 1|\) in which case they are equal. Relation (4.64b) predicts that \(|Y(f)|>|TsincTf|\). Both (4.64a) and
(4.64b) can be used to estimate the ratio between $|Y(f)|$ and $|TsincTf|$ for a given $f$. The difference between these two relations diminishes as $\frac{|f|}{|W|/2}$ increases and both indicate that $|Y(f)| \to |TsincTf|$ for $|f| >> \frac{|W|}{2}$. These predictions are in good agreement with reality as can be seen from Fig. 4.26. Both (4.63) and (4.64) may be used to obtain bounds on $|Y(f)|$ in the tail region which correspond to those of (4.46). For $|f| >> \frac{|W|}{2}$, such bounds reduce to those obtainable from (4.61), i.e. to

$$0 \leq |Y(f)| \leq \frac{1}{|\pi f|}$$  \hspace{1cm} (4.65)

![Amplitude spectrum diagram](Fig. 4.26 Monotone and LFM Amplitude Spectra; T=1, |WT|→0.)
4.11.2 The LFM Spectrum for $|\mathbf{W}| \to 0$

Consider the arbitrarily shaped LFM pulse $y(\sigma)$ of (4.58) whose envelope is $a(\sigma)$. It can be seen from (4.59a) that as $\mathbf{W} \to 0$ (and, hence, $\mathbf{W} \mathbf{T} \to 0$), the spectrum $Y(f)$ of this pulse reduces to the spectrum $A(f)$ of $a(\sigma)$. Accordingly, one may expect that $Y(f) \approx A(f)$ for small $|\mathbf{W}|$. Two cases may be considered in this regard, namely, the cases where $|f| > |\mathbf{W}|/2$ and $|f| < |\mathbf{W}|/2$.

In the case where $|\mathbf{W}|$ is small and $|f| > |\mathbf{W}|/2$, $Y(f)$ may be approximated by (4.62) and the fact that $Y(f) \approx A(f)$ may be seen by comparing (4.61) and (4.62). If $a(\sigma) \to R_T(\sigma)$, (4.62) $\to$ (4.63) and $Y(f) \approx A(f) = T \text{sinc} T_f$.

The case where $|\mathbf{W}|$ is small and $|f| < |\mathbf{W}|/2$ may be considered through $F(x_p, x_q)$ of (4.43b). As $|\mathbf{W}|$ decreases, the central region of $F(x_p, x_q)$ described in Subsection 4.8.5 diminishes gradually and the inside vicinities of the two edges $n=\pm 1$ eventually dominate the range $|n| < 1$ and may overlap. Approximate $F(x_p, x_q)$ expressions for small $|\mathbf{W}| \neq 0$ and $|f| < |\mathbf{W}|/2$ may be obtained by making use of the methods of Subsections 4.8.5 and 4.8.6. Alternatively, one may obtain an $F(x_p, x_q)$ approximation in this respect by using expansion (4.7) for both $F(x_p)$ and $F(x_q)$ in (4.43b). This approximation can then be used in (4.43a) and (4.59c) to obtain corresponding
approximations for the spectra of the rectangular and shaped LFM pulses of (4.40) and (4.58) respectively. The approximation of the rectangular pulse spectrum is given by

$$[Y(f)] = e^{j \left( \frac{\pi}{4} - \frac{\pi f^2}{\mu} \right)} \frac{e^{j \frac{\pi W T}{4}}}{1 - \left( \frac{2f}{W} \right)^2},$$

$$[(2f/W)^2 \cdot \text{sinc} T f + j^2/\pi W \cos \pi T f] \quad (4.66a)$$

where the second, subtracted quantity is identical to the right hand side of (4.63b).

It has been found numerically that approximation (4.66a) gives fairly accurate results for $1.5 \leq |WT| \leq 25$ and that its accuracy increases with $|WT|$. For $|WT| > 25$, it is preferable to apply the approximations of Subsections 4.8.5. and 4.8.6.2. For $0 < |WT| \leq 1.5$, one may apply the following approximation obtained by using expansion (4.27) for both $F(x_p)$ and $F(x_q)$ in (4.43b)

$$[Y(f)] = e^{-j \pi f^2/\mu}$$

$$[Y(f)] = e^{-j \pi f^2/\mu} \quad (4.66b)$$

Approximation (4.66) indicates that for a given $T$, increasing $|W|$ makes the central $f$-region of $|Y(f)|$ wider
and the peak amplitude of \(|Y(f)|\) lower than those of \(|TsincTf|\). However, the central part of \(|Y(f)|\) assumes essentially the same form as \(|TsincTf|\) only for \(|WT| < 7\) (see Fig. 4.26). At \(|WT| \approx 7\), the single main peak at \(f=0\) degenerates into a minimum at \(f=0\) flanked by two maxima at \(f \approx \pm 0.345 \frac{W}{2}\). Any further increase in \(|W|\) makes the central part of \(|Y(f)|\) still wider until this part starts to fluctuate about a nearly constant mean level \(\overline{Y} \approx |\mu|^{\frac{1}{2}}\) assuming a characteristic LFM form. The ripples may be obtained through (4.50) which remains consistent with (4.66).

The approximation of the shaped LFM pulse spectrum for small \(|W|\neq 0\) and \(|f| < \frac{|W|}{2}\) may be obtained by multiplying approximation (4.66) by \(a\left(\frac{f}{\mu}\right)\). If \(W \rightarrow 0\), both approximations become irrelevant because the \(f\)-range over which they hold vanishes identically. In this case, (4.63) and (4.62) become, respectively, the sole approximations of the spectra of the rectangular and shaped LFM pulses over the entire \(f\)-axis. Moreover, (4.63) \(\rightarrow\) \(TsincTf\) and (4.62) \(\rightarrow\) (4.61). This implies that as \(W \rightarrow 0\), the spectrum \(Y(f)\) of the LFM pulse \(\rightarrow\) the spectrum \(A(f)\) of the corresponding monotone \(a(\sigma)\) and, hence, \(y(\sigma) \rightarrow a(\sigma)\) as expected.

The preceding discussion indicates that LFM modulating
a given monotone \( a(\sigma) \) distorts its spectrum \( \Lambda(f) \) over the entire \( f \)-axis. The distortion increases with the
LFM sweep \( |W| \), decreases with \( |f| \) and becomes essentially
phase distortion for \( |f| >> \frac{|W|}{2} \). In fact, increasing
\( |W| \) widens the central part of the amplitude spectrum
(i.e. increases the effective bandwidth) and reduces
its main peak in such a way that this part eventually
starts to fluctuate about a mean level \( \frac{a(f)}{|W|^{\frac{1}{2}}} \)
assuming a distinctive LFM form. Also, increasing \( |W| \)
increases the mean level of the amplitude spectrum in
the near tail and leaves this level essentially unchanged
in the far tail for \( |f| >> \frac{|W|}{2} \).

4.11.3 Correlation of Two LFM Signals with a Relatively
Small \( \mu \)-Mismatch

The correlation of two complex \( \mu \)-mismatched LFM signals
has already been considered in Section 3.4. There,
however, the discussion was mainly concerned with signal
design. Accordingly, this discussion was mostly confined
to the case where condition (3.26) holds, i.e. where the
\( \mu \)-mismatch is large enough to make it justifiable to
treat the two correlated signals as being distinct and
practically separable. The case where the \( \mu \)-mismatch
does not satisfy (3.26) may arise if this mismatch
is not sufficiently large to make the two correlated signals practically separable. This case may also arise if the two correlated signals are supposed to be identical but they become slightly \( \mu \)-mismatched due to system imperfections and channel disturbances. In this case where the \( \mu \)-mismatch \( \mu_i - \mu_k \rightarrow 0 \), the expression for \( \chi_{ik}^n(t,v) \) of (3.22) would approach that obtained in Subsection 3.2.3 for the \( \mu_i = \mu_k \) case. A closed-form approximation of this expression can generally be obtained. This may be achieved by obtaining approximate closed-form expressions for the integral in (3.21a) by applying the same approach used above to obtain similar expressions for \( Y(f) \) of (4.41a), noting that the integrals in both (3.21a) and (4.41a) have the same Fourier form.

Consider, for example, the correlation coefficient \( \chi_{ik}^n(0,v) \). Intuitively, the approximate closed-form expression of this coefficient in the case where \( \mu_i - \mu_k \rightarrow 0 \) would approach a sinc(.) form in \( v \) (e.g., the form corresponding to \( T_i < T_k \) given by (3.15b) with \( t=0 \)). This expression may be obtained by the procedure outlined at the end of the previous paragraph. Alternatively, this expression may be obtained through (3.22). To this end, the integral in (3.22) is first expressed in terms of the Fresnel functions \( F(x_1,x_3) \) if \( T_i < T_k \), \( F(x_4,x_2) \) if \( T_i > T_k \) and \( F(x_1,x_2) \) or \( F(x_4,x_3) \) if \( T_i = T_k \), where \( x_1 \) through \( x_4 \) are
the integration limits which may be obtained by putting
t=0 in (3.23). Approximate closed-form expressions for
these Fresnel functions can then be derived by applying
the transformations $u^\mu_1^\mu_k$, $|\frac{WT}{2}| + \frac{1}{2}$, $\frac{gT_i}{2}$ and
$\eta^\mu_1^\mu_k$, $-\frac{2}{T_i^\mu_k}$, $-\frac{2}{T_k^\mu_k}$ to the following $F(x_p, x_q)$
expression corresponding to (4.63) and (4.66) in the
appropriate manner

$$[F(x_p, x_q)] = |2\mu|^{1/2} e^{\frac{j\pi WT}{4}\eta^2} [Y(f)]$$

$$|\eta| < 1, \quad |f| < \frac{|W|}{2}$$

(4.67)

where $\eta + \frac{2f}{W}$.
FINAL DISCUSSION
This work has examined the utility of pulse compression techniques for digital data transmission. The general capabilities as well as the problems characterizing these techniques have been highlighted in Chapter 2. However, the main contributions of this work are related to the LFM pulse compression technique. These contributions are of a rather basic nature and cover the two main areas concerning the utility of the class of LFM signals for digital data transmission and the LFM spectrum.

The utility of the class of LFM signals for digital data transmission has been considered in Chapter 3. The capabilities of this class have been outlined and compared with those of other pulse compression signal classes. The correlation properties of this class have been formulated. The usefulness of these properties for handling LFM weighting and mismatching has only been indicated. Nevertheless, these properties have been exploited for establishing a systematic basis for LFM parameter selection and signal design. For mathematical convenience, the class of LFM signals has been divided into two subclasses depending on whether these signals have equal or different slopes. It has been shown that the LFM technique provides a relatively large number of degrees of parameter selection freedom. Making use of the results obtained, a variety of signal sets comprising LFM signals with equal and/or unequal
slopes and having different correlation properties have been, and may be, constructed for both coherent and noncoherent unilink and multiplex digital signalling. Experimental work concerning the performance of this variety of sets in the different transmission environments and in the presence of the unavoidable distortions and system instabilities and imperfections would be of practical interest. A project concerning the utilization of the LFM t-v coupling property for FSK detection (see Subsection 3.1.2(iv)b) has been proposed to, and is being carried out, by a Ph.D. research student.

The LFM spectrum has been studied in Chapter 4. The bulk of this chapter is new material which has been developed through predominantly tedious and complicated mathematical and numerical analyses whose details have not been given so that the discussion remains reasonably brief and clear. The criteria obtained for predicting the spectrum behaviour would facilitate the handling of the LFM technique in theory and practice. The validity of these criteria has been confirmed through digital computer simulations.

The results have been obtained assuming analogue signal generation and processing. However, these results may be extended to the digital case, where they are expected
to remain valid for sufficiently high sampling rates. The dependence of this validity on the sampling rate would have to be investigated.

Finally, it is hoped that the present work would enhance the utilization of the LFM technique in the field of digital data transmission as well as in an ever increasing number of other fields.
APPENDICES
APPENDIX A

COMPLEX REPRESENTATION OF DETERMINISTIC REAL SIGNALS

This appendix outlines the basic theory of complex representation of deterministic real signals and considers the application of this theory to the class of Linear FM (LFM) signals.

A.1 Introduction

Consider the following deterministic real signal

\[ r_\lambda(\sigma) = a_\lambda(\sigma) \cos \theta_\lambda(\sigma) \]  \hspace{1cm} (A.1a)

where \( \sigma \) indicates time, \( \lambda \) may be any positive integer and the phase function \( \theta_\lambda(\sigma) \) is given by

\[ \theta_\lambda(\sigma) = \alpha_\lambda + 2\pi f_\lambda \sigma + \xi_\lambda(\sigma) \]  \hspace{1cm} (A.1b)

in which \( \alpha_\lambda \) is the initial phase and \( f_\lambda \) is the mean frequency of \( r_\lambda(\sigma) \).

It is mathematically more convenient to handle \( r_\lambda(\sigma) \) through its complex representation. This representation may be 'analytic' or 'exponential'.
A.2 Analytic Complex Representation

Consider a signal $s^a_\lambda(\sigma)$ with a single-sided spectrum $S^a_\lambda(f)$ given by

$$S^a_\lambda(f) \triangleq 2R_\lambda(f), \quad f > 0$$
$$0, \quad f < 0$$

(A.2)

where $R_\lambda(f)$ is the spectrum of $r_\lambda(\sigma)$.

Relation (A.2) may also be expressed as

$$S^a_\lambda(f) = R_\lambda(f) + j\hat{R}_\lambda(f)$$

(A.3a)

where

$$\hat{R}_\lambda(f) \triangleq e^{-j\frac{\pi}{2}} \text{sgnf} \cdot R_\lambda(f)$$

(A.3b)

in which sgnf indicates the 'sign' or 'signum' function which may be defined as

$$\text{sgnf} \triangleq 1, \quad f > 0$$
$$-1, \quad f < 0$$

(A.3c)

If $\hat{R}(f)$ is the spectrum of $\hat{r}_\lambda(\sigma)$, say, it can be seen from (A.3b) that $r_\lambda(\sigma)$ and $\hat{r}_\lambda(\sigma)$ are orthogonal and form a Hilbert transform pair, i.e.
\[
\hat{r}_\ell(\sigma) = \frac{1}{\pi} P \int_{-\infty}^{+\infty} \frac{r_{\ell}(\tau)}{\sigma - \tau} \, d\tau \quad (A.4a)
\]

\[
r_{\ell}(\tau) = \frac{1}{\pi} P \int_{-\infty}^{+\infty} \frac{\dot{r}_{\ell}(\sigma)}{\sigma - \tau} \, d\sigma \quad (A.4b)
\]

where \(P\) indicates the Cauchy principal value implying that in (A.4a), for example,

\[
P\int_{-\infty}^{+\infty} = \lim_{\varepsilon \to 0} \left( \int_{-\infty}^{-\varepsilon} + \int_{\varepsilon}^{+\infty} \right), \quad \varepsilon > 0 \quad (A.4c)
\]

Relation (A.4a) indicates that \(\hat{r}_\ell(\sigma)\) is real. Relation (A.3a) implies that

\[
s^a_{\ell}(\sigma) = r_{\ell}(\sigma) + j \hat{r}_\ell(\sigma) \quad (A.5)
\]

which indicates that \(s^a_{\ell}(\sigma)\) is a complex signal whose real part is \(r_{\ell}(\sigma)\) and whose imaginary part is the Hilbert transform \(\hat{r}_\ell(\sigma)\) of \(r_{\ell}(\sigma)\).

Relation (A.2) and the fact that \(R_{\ell}(-f) = R_{\ell}^*(f)\) imply that \(S_{\ell}^a(f)\) defines \(R_{\ell}(f)\) over the entire \(f\)-axis. That is, \(s_{\ell}^a(\sigma)\) may be taken as a complex representation of \(r_{\ell}(\sigma)\). In fact, \(s_{\ell}^a(\sigma)\) is usually known as the analytic complex representation of \(r_{\ell}(\sigma)\). The word 'analytic' has its origin in the theory of functions of complex variables\(^2,73\).
Assuming that \( r_\lambda(\sigma) \) is a bandpass signal, \( s_\lambda^a(\sigma) \) will also be a bandpass signal. In this case, the lowpass version of \( s_\lambda^a(\sigma) \) is \( s_\lambda^a(\sigma)e^{-j2\pi f_\lambda \sigma} \) which has a spectrum \( S_\lambda^a(f+f_\lambda) \) and is usually described as the "complex envelope" for \( r_\lambda(\sigma) \). In this context, \( s_\lambda^a(\sigma) \) is sometimes called the "pre-envelope" for \( r_\lambda(\sigma) \). If \( u_\lambda(\sigma) \) and \( v_\lambda(\sigma) \) are two real lowpass signals which represent the real and imaginary parts of the complex envelope for \( r_\lambda(\sigma) \) respectively, one has

\[
\begin{align*}
  r_\lambda(\sigma) &= u_\lambda(\sigma)\cos2\pi f_\lambda \sigma - v_\lambda(\sigma)\sin2\pi f_\lambda \sigma \\
                   &= u_\lambda(\sigma) + j v_\lambda(\sigma) \\
    \text{(A.6)}
\end{align*}
\]

which implies that \( u_\lambda(\sigma) \) and \( v_\lambda(\sigma) \) are also the "in-phase" and "quadrature" components of \( r_\lambda(\sigma) \) respectively.

A.3 Exponential Complex Representation

Making use of the identity \( \cos\theta_\lambda(\sigma) = \frac{e^{j\theta_\lambda(\sigma)} - e^{-j\theta_\lambda(\sigma)}}{2} \) in (A.1), \( r_\lambda(\sigma) \) may also be expressed as

\[
\begin{align*}
  r_\lambda(\sigma) &= r_\lambda^+(\sigma) + r_\lambda^-(\sigma) \\
    \text{(A.7a)}
\end{align*}
\]

where

\[
\begin{align*}
  r_\lambda^+(\sigma) &= \frac{1}{2} s_\lambda^a(\sigma)e^{j\theta_\lambda(\sigma)} \\
    \text{(A.7b)}
\end{align*}
\]
\[ r_{\pm}(\sigma) = r_{\pm}^*(\sigma) \]  \hspace{1cm} (A.7c)

Relation (A.7) implies that

\[ R_{\pm}(f) = R_{\pm}^*(f) + R_{\pm}^*(f) \]  \hspace{1cm} (A.8)

where \( R_{\pm}(f) \) is the spectrum of \( r_{\pm}(\sigma) \) concentrated at \( f_{\pm} \), \( R_{\pm}^*(\sigma) \) is the spectrum of \( r_{\pm}(\sigma) \) concentrated at \(-f_{\pm}\), and \( R_{\pm}^*(f) = R_{\pm}^*(f) \).

Relation (A.7) also implies that \( r_{\pm}(\sigma) \) can be represented by the complex signal \( s_{\pm}^e(\sigma) = 2r_{\pm}(\sigma) \). In fact, \( s_{\pm}^e(\sigma) \) is usually known as the exponential complex representation of \( r_{\pm}(\sigma) \) and may also be expressed as

\[ s_{\pm}^e(\sigma) = r_{\pm}(\sigma) + jr_{\pm}^*(\sigma) \]  \hspace{1cm} (A.9a)

where

\[ r_{\pm}^*(\sigma) \triangleq a_{\pm}(\sigma) \sin\theta_{\pm}(\sigma) \]  \hspace{1cm} (A.9b)

The spectrum \( S_{\pm}^e(f) \) generally extends over the entire \( f \)-axis and may be expressed as

\[ S_{\pm}^e(f) = 2R_{\pm}(f) \]  \hspace{1cm} (A.10)

**Comparison of the Analytic and Exponential Complex Representations**

The fact that \( S_{\pm}^a(f) = 0 \) for \( f<0 \) simplifies the handling
of the analytic representation. However, this representation is generally difficult to obtain because it entails the derivation of the Hilbert transform \( \hat{r}_\xi(\sigma) \) of \( r_\xi(\sigma) \) which cannot usually be expressed in a closed-form.

The exponential representation can readily be derived. However, the handling of this representation is usually difficult because \( S_\xi^e(\xi) \) generally extends over the entire \( \lambda \)-axis.

Comparing (A.5) and (A.9a) shows that the analytic and exponential representations can be identical only if

\[ r_\xi'(\sigma) = \hat{r}_\xi(\sigma), \text{ i.e. if} \]

\[ a_\xi(\sigma) \sin \theta_\xi(\sigma) = H[a_\xi(\sigma) \cos \theta_\xi(\sigma)] \quad \text{(A.11)} \]

where \( H[.] \) indicates the Hilbert transform of \([.]\).

Expanding \( \sin \theta_\xi(\sigma) \) and \( \cos \theta_\xi(\sigma) \) through (A.1b), noting that \( H[\cos 2\pi \xi_\xi(\sigma)] = \sin 2\pi \xi_\xi(\sigma) \) and \( H[\sin 2\pi \xi_\xi(\sigma)] = -\cos 2\pi \xi_\xi(\sigma) \) and making use of the linearity property of the Hilbert transform along with a special case of a theorem\(^*\) due to Bedrosian\(^{169}\), it can be shown that (A.11) may be valid only if both

\[ a_\xi(\sigma) \sin[a_\xi + \xi_\xi(\sigma)] \] and \( a_\xi(\sigma) \cos[a_\xi + \xi_\xi(\sigma)] \)

are strictly limited to the frequency band below \( f_\xi \). This implies that the analytic and exponential representations may be identical.

\(^*\)This special case may be stated as follows: Given two real time functions \( f_1(\sigma) \) and \( f_2(\sigma) \) with nonoverlapping spectra and with the frequency band of \( f_1(\sigma) \) below that of \( f_2(\sigma) \), then

\[ H[f_1(\sigma), f_2(\sigma)] = f_1(\sigma). H[f_2(\sigma)]. \]
only if \( R_{\pm}(f) = 0 \) for \( f < 0 \) and \( R_{\mp}(f) = 0 \) for \( f > 0 \). In this case, \( r_{\pm}(\sigma) \) is a bandpass signal whose frequency spread is confined to the range \((-2f, 2f)\), i.e. whose bandwidth \( \approx 2f \). Such a signal will be referred to as a "narrowband" signal.

The preceding discussion implies that \( s_{\pm}^a(\sigma) \) and \( s_{\pm}^e(\sigma) \) will be different if, for example, \( r_{\pm}(\sigma) \) is a duration-limited RF pulse with an effectively narrow, but theoretically infinite, bandwidth or if \( r_{\pm}(\sigma) \) is a bandpass signal whose bandwidth is effectively wide and whose \( R_{\pm}(f) \) has a spillover in the \((\mp)\) frequency region. In this case, one has

\[
 s_{\pm}^e(\sigma) - s_{\pm}^a(\sigma) = j4\text{Im} \int_{-\infty}^{0} R_{\pm}(f)e^{j2\pi f\sigma} df \tag{A.12}
\]

where "Im" indicates the "Imaginary part of".

Relation (A.12) has been obtained by noting that \( S_{\pm}^a(f) = 2[R_{\pm}(f) + R_{\pm}^*(-f)] \) with \( f > 0 \), subtracting \( S_{\pm}^a(f) \) from \( S_{\pm}^e(f) \) of (A.10) to get \( S_{\pm}^e(f) - S_{\pm}^a(f) = j4 \text{Im} R_{\pm}(f) \) with \( f < 0 \) and Fourier transforming \( S_{\pm}^e(f) - S_{\pm}^a(f) \). Relation (A.12) indicates that the difference \( s_{\pm}^e(\sigma) - s_{\pm}^a(\sigma) \) is a function of the spillover of \( R_{\pm}(f) \) in the negative frequency region. The case where \( r_{\pm}(\sigma) \) is a "narrowband" signal has been considered above. In this case, the spillover \( \rightarrow 0 \) and \( s_{\pm}^e(\sigma) \rightarrow s_{\pm}^a(\sigma) \). The case where \( r_{\pm}(\sigma) \) is a
duration-limited RF pulse with an effectively narrow, but theoretically infinite, bandwidth was considered by Rubin and DiFranco\textsuperscript{170}. These authors show that $s_{\kappa}(\sigma)z_{\kappa}(\sigma)$ in this case. No general results are available for other cases. However, it is obvious in such cases that the difference $s_{\kappa}(\sigma)-s_{\kappa}(\sigma)$ depends on the explicit form of $r_{\kappa}(\sigma)$ and may be found by numerical methods.

Consider the special case where $r_{\kappa}(\sigma)$ is a Linear FM (LFM) signal. In this case, bounds on $s_{\kappa}(\sigma)-s_{\kappa}(\sigma)$ may be established through the results obtained for $Y(f)$ in Chapter 4 (noting that $Y(f)$ corresponds to $2R_{\kappa^+}(f+f_{\kappa})$ in this appendix). Now let $\xi_{\kappa}(\sigma) = \pi\mu_{\kappa}\sigma^2$ in (A.1b) in such a way that $r_{\kappa}(\sigma)$ is a bandpass real LFM signal of duration $T_{\kappa}$ and sweep $W_{\kappa}$. According to (3.7), $R_{\kappa^+}(f)$ for this signal will be effectively confined to the range $(f_{\kappa} - \frac{|W_{\kappa}|}{2}, f_{\kappa} + \frac{|W_{\kappa}|}{2})$ for sufficiently large $|W_{\kappa}T_{\kappa}|$ (e.g. \\textgreater 25). That is, this signal will be narrowband with $s_{\kappa}(\sigma)+s_{\kappa}(\sigma)$ as long as $|W_{\kappa}T_{\kappa}|$ is sufficiently large and $f_{\kappa} \gtrsim -\frac{|W_{\kappa}|}{2}$. The LFM signal is unique in this respect.

A.5 Applications

Complex representation of real signals may be used to facilitate their mathematical handling in a variety of applications, e.g. concerning their generation and
processing as well as the formulation of their properties\textsuperscript{2,46,72,171}. It suffices for the purposes of the present work, however, to consider only the formulation of the spectra, correlation and energy for these signals.

Consider the real signal $r_{k}(\sigma)$ of (A.1). The spectrum $R_{k}(f)$ of this signal may be obtained through $R_{k+}(f)$ by making use of (A.8). In the special case where $r_{k}(\sigma)$ is a narrowband signal (e.g., a LFM signal with sufficiently large $|W_{k}T_{k}|$ and $f_{k}\geq\frac{1}{|W_{k}|^{2}}$), $R_{k}(f)$ has no spillover in the $(\uparrow)$ frequency region and coincides with $R_{k}(f)$ in the $(\downarrow)$ frequency region.

The correlation of two real signals such as $r_{i}(\sigma)$ and $r_{k}(\sigma)$ will be obtained through their analytic complex representations $s_{i}^{a}(\sigma)$ and $s_{k}^{a}(\sigma)$. The replacement of these analytic representations by the corresponding exponential representations in the result can be accurate only if both $r_{i}(\sigma)$ and $r_{k}(\sigma)$ are narrowband signals.

Making use of Parseval's relation* along with the fact that both $S_{i}^{a}(f)$ and $S_{k}^{a}(f)$ are single-sided, it can be shown that

*Parseval's relation may be expressed as 
\[ \int x(\sigma)y^{*}(\sigma)d\sigma = \int X(f)Y^{*}(f)df, \] where $X(f)$ and $Y(f)$ are the spectra of $x(\sigma)$ and $y(\sigma)$ respectively. This relation is often used for establishing time-frequency duality properties.
\[ \int_{\sigma} s^a_i(\sigma) s^a_k(\sigma-t) d\sigma = 0 \quad (A.13) \]

Noting that \[ r^a_k(\sigma) = \frac{s^a_k(\sigma) + s^{a*}_k(\sigma)}{2}, \quad \ell = i, k, \] and making use of (A.13), one obtains the following relation which underlies relation (1.12)

\[ \int_{\sigma} r^i_k(\sigma) r^*_{k}(\sigma-t) d\sigma = \frac{1}{2} \text{Re} \int_{\sigma} s^a_i(\sigma) s^{a*}_k(\sigma-t) d\sigma \quad (A.14) \]

where "Re" indicates the "real part of." Taking \( i = k = \ell \) and \( t = 0 \), (A.14) reduces to

\[ \int_{\sigma} r^2_k(\sigma) d\sigma = \frac{1}{2} \int_{\sigma} |s^a_k(\sigma)|^2 d\sigma \quad (A.15a) \]

This relation indicates that the energy \( E^a_k \) of \( r^a_k(\sigma) \) is given by \( \frac{\text{energy of } s^a_k(\sigma)}{2} \). Noting that \( |s^a_k(\sigma)| = a_k(\sigma) \), (A.15a) reduces to

\[ E^a_k = \frac{1}{2} \int_{\sigma} a^2_k(\sigma) d\sigma \quad (A.15b) \]

This is the familiar expression for the energy of a narrowband real signal (which may also be obtained by substituting for \( r^a_k(\sigma) \) from (A.1) in the relation \( E^a_k \triangleq \int_{\sigma} r^2_k(\sigma) d\sigma \)). It indicates that the energy of such a signal is determined only by its time-envelope and is independent of its phase function.
APPENDIX B

THE STATIONARY PHASE METHOD

This appendix introduces the stationary phase method in a way that comports with the utilization of this method in the present work.

B.1 Introduction

A complex signal \( s(\sigma) \triangleq \mid s(\sigma) \mid e^{j\theta(\sigma)}, \sigma \epsilon (\sigma_1, \sigma_2) \) and its spectrum \( S(f) \triangleq \mid S(f) \mid e^{j\phi(f)}, f \epsilon (f_1, f_2) \) are related by the Fourier integral transform pair

\[
S(f) = \int_{\sigma_1}^{\sigma_2} s(\sigma) \mid e^{j[\theta(\sigma) - 2\pi f \sigma]} \mid d\sigma \quad \text{(B.1a)}
\]

\[
s(\sigma) = \int_{f_1}^{f_2} S(f) \mid e^{j[\phi(f) + 2\pi f \sigma]} \mid df \quad \text{(B.1b)}
\]

where \( \sigma \) and \( f \) indicate time and frequency respectively.

An exact closed-form description of the \( s(\sigma) \leftrightarrow S(f) \) relationship through (B.1) is generally difficult. This explains why use is frequently made of approximate methods for the evaluation of the Fourier integrals in (B.1)\(^6,13,24,167,168\). One such method is the so-called stationary phase method.
The stationary phase method was first suggested by Lord Kelvin\textsuperscript{172}. Since then, it has been applied to a variety of mathematical and physical problems\textsuperscript{46,70,167,172-174}. The present appendix considers its application to the two Fourier integrals in (B.1) on the assumption that \( s(\sigma) \) is an FM signal. The results obtained can readily be extended to any generalizations of these integrals (e.g., the correlation integral in (1.1a) with \( t \) as a parameter and both \( s_{1}(\sigma) \) and \( s_{k}(\sigma) \) being FM signals).

### B.2 The Direct Fourier Integral

Consider the Fourier integral in (B.1a) and let:

(i) \(|s(\sigma)|\) be continuous and slowly varying compared to the integrand's phase function \( \theta(\sigma)-2\pi f_{0}\Delta\psi(\sigma,f) \) except perhaps at \( \sigma_{1} \) and \( \sigma_{2} \), (ii) \( \psi(\sigma,f) \) be at least twice continuously differentiable in \( \sigma \), and (iii) \( \psi(\sigma,f) \) have a single stationary phase point \( \sigma_{0}(\sigma_{1},\sigma_{2}) \) of the first integral order\textsuperscript{167} at which \( \frac{d\psi(\sigma,f)}{d\sigma}=0 \) and \( \frac{d^{2}\psi(\sigma,f)}{d\sigma^{2}}\neq0 \), i.e.

\[
\frac{d\theta(\sigma_{0})}{d\sigma_{0}} = 2\pi f 
\]

(B.2a)

\[
\frac{d^{2}\theta(\sigma_{0})}{d\sigma_{0}^{2}} \neq 0 
\]

(B.2b)
Kelvin's conjecture is that the main contribution to the value of the integral in (B.1a) comes from the vicinity of the stationary phase point $\sigma_o$ and, to a lesser extent, from the vicinities of the two end-points $\sigma_1$ and $\sigma_2$.

Compared to the contribution from the vicinity of $\sigma_o$, the contribution from the vicinities of $\sigma_1$ and $\sigma_2$ is generally small and may be treated as an error term. Accordingly, the present discussion is only concerned with the main contribution from the vicinity of $\sigma_o$ (i.e., with the stationary phase method as an optimization method for Fourier integrals).

Let the vicinity of $\sigma_o$ be $(\sigma_o-\delta, \sigma_o+\delta)$, where $\delta$ is small and positive. Expand the integrand's phase function $\theta(\sigma) - 2\pi f \sigma$ into a Taylor's series in this vicinity. Noting that the second term in this series $\to 0$ according to (B.2) and that the fourth and higher terms $\to 0$ (if $\theta(\sigma)$ is quadratic) or may be neglected (since a non-quadratic $\theta(\sigma)$ behaves approximately as a quadratic function in the vicinity of $\sigma_o$), (B.1a) reduces to

$$S(f) \approx \int_{\sigma_o-\delta}^{\sigma_o+\delta} \left[ j[\theta(\sigma_o^2) - 2\pi f \sigma_o + \frac{(\sigma - \sigma_o)^2}{2} \frac{d^2 \theta(\sigma_o)}{d\sigma^2}] \right] e^{-j[\theta(\sigma) - 2\pi f \sigma]} d\sigma \tag{B.3}$$

where the right-hand side has to be multiplied by $\frac{1}{2}$ if $\sigma_o$ coincides with $\sigma_1$ or $\sigma_2$. 
Since \(|s(\sigma)| \ll |s(\sigma_0)|\) in the vicinity of \(\sigma_0\), (B.3) reduces to

\[
S(f) \approx |s(\sigma_0)| \int_{\sigma_0 - \delta}^{\sigma_0 + \delta} e^{j \left[ \theta(\sigma_0) - 2\pi f \sigma_0 + \frac{(\sigma - \sigma_0)^2}{2} \frac{d^2 \theta(\sigma_0)}{d \sigma^2} \right]} d\sigma
\]  

(B.4)

Since \(\sigma_0\) is the integrand's only stationary phase point in \((\sigma_1, \sigma_2)\), the lower and upper integration limits in (B.4) may be replaced by \(\sigma_1\) and \(\sigma_2\) respectively and

\[
S(f) \approx |s(\sigma_0)| \frac{1}{\pi} \frac{d^2 \theta(\sigma_0)}{d \sigma_0^2} \int_{x_1}^{x_2} e^{j \frac{\pi}{2} x^2} dx
\]  

(B.5a)

where \(j \frac{\pi}{2} x^2\) and \(-j \frac{\pi}{2} x^2\) correspond to \(\frac{d^2 \theta(\sigma_0)}{d \sigma_0^2} > 0\) and \(\frac{d^2 \theta(\sigma_0)}{d \sigma_0^2} < 0\) respectively and

\[
x \triangleq (\sigma - \sigma_0) \frac{1}{\pi} \frac{d^2 \theta(\sigma_0)}{d \sigma_0^2} \frac{1}{2}^{\frac{1}{4}}
\]  

(B.5b)

which implies that \(x_1 < 0\) and \(x_2 > 0\).

Relation (B.5a) implies that according to the stationary phase method, \(S(f)\) differs from 0 only for those \(f\)-values which correspond through (B.2a) to \(\sigma_0\). The
present discussion is only concerned with the case where there is a single such f-value \( f_0 \), say. That is, this discussion is only concerned with the following form of (B.2a)

\[
    f_0 = \frac{1}{2\pi} \frac{d\theta(\sigma)}{d\sigma} \quad (B.6a)
\]

which, on replacing \( f_0 \) and \( \sigma_0 \) by the current variables \( f \) and \( \sigma \), reduces to

\[
    f = \frac{1}{2\pi} \frac{d\theta(\sigma)}{d\sigma} \quad (B.6b)
\]

where it is to be understood that \( \sigma \) is a stationary phase point and that \( \sigma \) and \( f \) are related by a 1-1 correspondence (i.e. they are monotonic functions of each other).

The preceding discussion indicates that according to the stationary phase principle, the signal energy is simultaneously concentrated at the instant \( \sigma \) in the time-domain and at the frequency \( f \) in the frequency-domain, where \( \sigma \) and \( f \) are related by (B.6b). This implies that assuming a limited signal spread in one domain, the stationary phase method can only give the effective signal spread in the dual domain.

The instantaneous frequency \( f_{\text{inst}}(\sigma) \) of \( s(\sigma) \) is given
by

\[ f_{\text{inst}}(\sigma) = \frac{1}{2\pi} \frac{d\theta(\sigma)}{d\sigma} \]  \hspace{1cm} (B.7)

This relation checks with (B.6b) implying that:

(i) \( f_{\text{inst}}(\sigma) \) is the frequency at which the signal energy is concentrated in the frequency-domain when this energy is concentrated at instant \( \sigma \) in the time-domain, and

(ii) the effective signal bandwidth is confined to the range of frequency values which \( f_{\text{inst}}(\sigma) \) assumes over the signal duration.

Replacing \( \sigma_0 \) by \( \sigma \) in (B.5a) gives

\[ |S(f)| = \frac{|S(\sigma)|}{|\frac{1}{\pi} \frac{d^2 \theta(\sigma)}{d\sigma^2}|^{\frac{1}{2}}} |F(x_1, x_2)| \]  \hspace{1cm} (B.8a)

\[ \phi(f) = \theta(\sigma) - 2\pi f_{\text{inst}} \arg F(x_1, x_2) \]  \hspace{1cm} (B.8b)

where \( F(x_1, x_2) \) is a Fresnel function introduced in Section 3.4, the signs + and − in (B.8b) correspond to \( \frac{d^2 \theta(\sigma)}{d\sigma^2} > 0 \) and \( \frac{d^2 \theta(\sigma)}{d\sigma^2} < 0 \) respectively and \( \sigma \) has to be expressed in terms of \( f \) through (B.6b).

Relation (B.8) is an approximation of (B.1a). It is generally difficult to handle because it involves the
Fresnel integral which cannot usually be expressed in a closed-form. Nevertheless, this relation may reduce to a simple form. Consider, for example, the case where both \( \left| \frac{d^2 \phi}{d \sigma^2} (\sigma) \right| \) and \((\sigma_1, \sigma_2)\) are large. In this case, \( s(\sigma) \) has a large duration-bandwidth product (see Subsection 2.1.1), \( F(x_1, x_2) \rightarrow \sqrt{2} e^{j \frac{\pi}{4}} \) and (B.8) reduces to

\[
|S(f)| \approx \frac{|S(\sigma)|}{\sqrt{\frac{1}{2\pi} \frac{d^2 \phi(\sigma)}{d \sigma^2}}} \quad \text{(B.9a)}
\]

\[
\phi(f) \approx \theta(\sigma) - 2\pi f \sigma \frac{\pi}{4} \quad \text{(B.9b)}
\]

which reduces to (3.7) in the case where \( s(\sigma) \rightarrow \) the Linear FM (LFM) signal of (3.5) (by substituting for \( \sigma \) from (3.3a)).

Relation (B.9) may be used for synthesizing a large duration-bandwidth product FM signal from a given autocorrelation function\(^{70,174}\). To this end, one finds \( |S(f)| \) for the required signal by making use of the synthesis procedure explained in Subsection 2.4.6. The required signal may then be obtained by substituting \( |S(f)| \) in (B.9a) either to find \( |s(\sigma)| \) if \( \theta(\sigma) \) is specified or to find \( \theta(\sigma) \) if \( |s(\sigma)| \) is specified.
B:3 The Inverse Fourier Integral

So far, the stationary phase method has been applied to the Fourier relation (B.1a). In a similar manner, this method may also be applied to the inverse Fourier relation (B.1b). In fact, the previous discussion concerning (B.1a) remains essentially valid for (B.1b) except that $\sigma, f, \sigma_0, \sigma_1, \sigma_2, -j2\pi \sigma f, \theta(\sigma), S(\sigma)$ and $S(f) \rightarrow \sigma, f, \sigma_0, f_1, f_2, j2\pi \sigma f, \phi(f), S(f)$ and $s(\sigma)$ respectively. In this manner, the application of the stationary phase method to (B.1b) gives the following relation corresponding to (B.6b)

$$\sigma = \frac{1}{2\pi} \frac{d\phi(f)}{df}$$

(B.10a)

This relation checks with the "spectral group delay $\sigma_g(f)$" relation

$$\sigma_g(f) = -\frac{1}{2\pi} \frac{d\phi(f)}{df}$$

(B.10b)

Relations (B.10a) and (B.10b) indicate that $\sigma_g(f) = \sigma$. Similarly, relations (B.6b) and (B.7) indicate that $f_{\text{inst}}(\sigma) = f$. These facts imply that $f_{\text{inst}}(\sigma)$ and $\sigma_g(f)$ are inverse functions of each other, i.e.

$$\sigma_g(f) = f^{-1}_{\text{inst}}(f)$$

(B.11a)

$$f_{\text{inst}}(\sigma) = \sigma^{-1}_g(\sigma)$$

(B.11b)
LIST OF PRINCIPAL SYMBOLS AND ABBREVIATIONS

Subscripts and superscripts may be used with symbols (e.g. to refer to a particular signal, order or region).

A \hspace{1cm} \text{constant}

A(f) \hspace{1cm} \text{spectrum of } a(\sigma) \text{ (Section 4.11)}

A(\eta) \hspace{1cm} \text{oscillation amplitude of LFM amplitude spectrum at } \eta

ACP \hspace{1cm} \text{arbitrary chirp pair}

AM \hspace{1cm} \text{amplitude modulation}

ASK \hspace{1cm} \text{amplitude-shift keying}

AWGN \hspace{1cm} \text{additive white Gaussian noise}

a(\sigma) \hspace{1cm} \text{arbitrary time amplitude function}

arg \hspace{1cm} \text{argument of}

C(x) \hspace{1cm} \text{Fresnel cosine integral } \int_0^x \cos \left( \frac{\pi}{2} x^2 \right) dx

CCD \hspace{1cm} \text{charge-coupled devices}

CPSK \hspace{1cm} \text{coherent PSK}

DPSK \hspace{1cm} \text{differentially coherent PSK}

DS \hspace{1cm} \text{direct sequence}
E  energy of a real signal
erf(.)  error function (relation (1.21))
erfc(.)  complementary erf(.) (relation (1.20))
F  bandwidth
F(X)  Fresnel complex integral \( \int_{0}^{X} e^{\frac{-\pi x^2}{2}} \, dx \)
F(x_p, x_q)  \( F(x_q) - F(x_p) \)
FDM  frequency-division multiplexing
FH  frequency hopping
FM  frequency modulation
FSK  frequency-shift keying
f  current frequency variable
f_{\text{inst}}(\sigma)  instantaneous frequency at instant \( \sigma \)
f_{k}  mean frequency of \( k \)th signal
GSRC  generalized slope reversal chirp pair
H[.]  Hilbert transform of [.]
H(f), h(\sigma)  transfer function, impulse response (subsection 1.5.2)
I_{0}(.)  modified Bessel function of the first kind and zeroth order (relation (1.37))
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Im</td>
<td>imaginary part of</td>
</tr>
<tr>
<td>ISR</td>
<td>interference-to-signal ratio</td>
</tr>
<tr>
<td>i, K, k</td>
<td>integers</td>
</tr>
<tr>
<td>LFM</td>
<td>Linear FM</td>
</tr>
<tr>
<td>LPF</td>
<td>low pass filter</td>
</tr>
<tr>
<td>L, l, M</td>
<td>integers</td>
</tr>
<tr>
<td>m</td>
<td>integer, positive number</td>
</tr>
<tr>
<td>max, min</td>
<td>maximum value of, minimum value of</td>
</tr>
<tr>
<td>ms</td>
<td>millisecond</td>
</tr>
<tr>
<td>$N_0$</td>
<td>AWGN single-sided spectral power density</td>
</tr>
<tr>
<td>N, n</td>
<td>integers</td>
</tr>
<tr>
<td>PAM-FM</td>
<td>pulse amplitude modulation FM</td>
</tr>
<tr>
<td>$P_{e}$</td>
<td>demodulator error probability</td>
</tr>
<tr>
<td>$P_{e'}$</td>
<td>decoder error probability</td>
</tr>
<tr>
<td>PSK</td>
<td>phase-shift keying</td>
</tr>
<tr>
<td>P</td>
<td>integer, signal power</td>
</tr>
<tr>
<td>$Q(\ldots)$</td>
<td>Marcum's $Q$-function (relation (1.36))</td>
</tr>
</tbody>
</table>
q  integer, spectral power

R(f)  spectrum of r(σ)

R_T(·)  (temporal) rect function (relation (2.14))

Re  real part of

RPV  remotely-piloted vehicles

r(σ)  real signal

RF  radio frequency

S(f)  spectrum of s(σ)

S(X)  Fresnel sine integral $\int_0^X \sin\left(\frac{\pi}{2} x^2\right) dx$

SAW  surface acoustic wave

SIR  signal-to-interference ratio

SM  structural multiplexing

SNR  signal-to-noise ratio

SNR_i, SNR_o  input SNR, output SNR

SS  spread spectrum

SSRCP  special slope-reversal chirp pair

s(σ)  complex signal
$s^a(\sigma)$ analytic complex representation

$s^e(\sigma)$ exponential complex representation

$sinc \ x$ sinc function $\frac{\sin\pi x}{\pi x}$

$T$ duration

$T_s, T_l$ the smaller $T$, the larger $T$ (Sections 3.3 - 3.6)

TDM time-division multiplexing

TH time-hopping

$T_f$ fall time

$T_r$ effective duration (Section 1.7), rise time (Chapter 4)

t time-shift

W LFM frequency sweep

$X(f)$ spectrum of $x(\sigma)$

x arbitrary variable

$x(\sigma)$ arbitrarily shaped real LFM signal (relation (3.1))

$Y(f), Y(\eta)$ spectrum of $y(\sigma)$

$Y^*(\eta)$ normalized $Y(\eta)$

Y arbitrary variable
\( y(\sigma) \) arbitrarily shaped complex LFM signal

\( \alpha \) initial phase shift

\( \alpha_\ell \) initial phase of \( \ell \)th signal

\( \beta \) mean SNR in phase-locked loop bandwidth (relation (1.42))

\( \beta_0^{-1} \) maximum admissible ISR level

\( \beta_{1,k} \) kth-ith SIR at kth matched filter output (Section 3.5)

\( \Delta \) arbitrarily large positive quantity (relation (3.26)), difference in (Subsection 3.5.3.5)

\( \delta \) small positive quantity, arbitrary parameter

\( \delta(.) \) Dirac's delta function

\( \varepsilon \) belongs to, small positive quantity

\( \eta \) normalized frequency variable (relation (4.5e)), arbitrary parameter

\( \eta_{\text{max}}^k \) LFM amplitude spectrum maximum point of order \( k \)

\( \eta_{\text{min}}^k \) LFM amplitude spectrum minimum point of order \( k \)

\( \theta(\sigma) \) temporal phase function
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>fixed correlation coefficient</td>
</tr>
<tr>
<td>$\lambda_{ik}(t,v)$</td>
<td>time/frequency correlation function of the $i$th and $k$th real signals</td>
</tr>
<tr>
<td>$\lambda_{ik}^n(t,v)$</td>
<td>normalized $\lambda_{ik}(t,v)$</td>
</tr>
<tr>
<td>$\mu$</td>
<td>LFM frequency slope</td>
</tr>
<tr>
<td>$v$</td>
<td>frequency-shift</td>
</tr>
<tr>
<td>$\xi(\sigma)$</td>
<td>temporal phase function</td>
</tr>
<tr>
<td>$\rho_{ik}(t,v)$</td>
<td>in-phase component of $\lambda_{ik}^n(t,v)$</td>
</tr>
<tr>
<td>$\hat{\rho}_{ik}(t,v)$</td>
<td>quadrature component of $\lambda_{ik}^n(t,v)$</td>
</tr>
<tr>
<td>$\Sigma$</td>
<td>summation</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>current time variable</td>
</tr>
<tr>
<td>$\sigma_g(f)$</td>
<td>group delay/frequency characteristic</td>
</tr>
<tr>
<td>$\tau$</td>
<td>time delay</td>
</tr>
<tr>
<td>$\phi(f)$</td>
<td>spectral phase function</td>
</tr>
<tr>
<td>$\chi_{ik}(t,v)$</td>
<td>time/frequency correlation function of the $i$th and $k$th complex signals</td>
</tr>
<tr>
<td>$\chi_{ik}^n(t,v)$</td>
<td>normalized $\chi_{ik}(t,v)$</td>
</tr>
<tr>
<td>(...)</td>
<td>open or closed range</td>
</tr>
</tbody>
</table>
[\ldots] \quad \text{closed range}

| \cdot | \quad \text{absolute value of}

\Delta \quad \text{equal by definition}

\neq \quad \text{not equal to}

\approx \quad \text{approximately equal to}

>,>> \quad \text{larger than, much larger than}

<,,<< \quad \text{less than, much less than}

(\cdot)^\ast \quad \text{complex conjugate of (\cdot)}

\rightarrow \quad \text{approaches}
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