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SUMMARY

The growing use of centralized data processing systems has led
to a demand for data transmission facilities from remote locations,
mobile stations, and even from space. To meet this demand the
possibilities of data transmission over radio channels have been
widely investigated. A major problem encountered on such channels is
that of fading. This thesis is concerned with the possibility of
using feedback to cambat the effects of fading on digital communication

systems.

A number of interesting techniques have appeared in the
literature but these have usually been based on the assumption that the
receiver obtains perfect knowledge of channel conditions. In the
system described in the first part of this work, this assumption is
removed by the simple expedient of devoting some transmitter energy to
a channel estimation pilot-tcne signal. Channel J'.nfofmation thus
derived by the receiver is fed back to the transmitter to control
transmitter power and/or transmission rate. The resulting improvement
in receiver error probabilities is calculated. It is shown that this
system is superior in performance to dual and fourth=order diversity

systems. )

In the second part, a feedback system is proposed which uses two~
level transmitted power, controlled by an intemediate decision fed
back from the receiver. This is essentially a nonsequential decision
feedback system based on Schalkwijk's generalised centre of gravity

feedback technique. The system has been assessed analytically and by



analog computer simulation to determine its superiority over
corresponding feedback - less systems. Though not matching the
variable rate system in performance, it has the advantage of

simplicity and is therefore easily implementable.

Both techniques described are especially applicable to low-data-
rate multi-tone modems for short distance HF channels where
propagation delays are small in comparison with baud lengths.
Performance comparisons with existing data transmission systems such

as Janet and Kathryn are given.
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LIST OF SYMBOLS

Independent identically distributed zero-mean Gaussian
channel processes

envelope of the channel processes (Rayleigh distributed)
dummy variable for V

Vz, the squared envelope

dumy variable for B

uniformly distributed channel phase

variance of the processes a; or a,

probability density function

probability density function of the channel envelope as
a function of v

probability density function of the squared envelope as a
function of b

probability of error given that the channel envelope V = v
probability of error given that the squared envelope B8 = b
probability of error

instantaneous rate

average transmission rate

maximum transmission rate

instantaneocus normalized rate

maximum normalized rate

Lagrange multipliers

expectation or average value of the randam variable x
estimate of the random variable x

estimation error for the random variable x

signalling period, i.e. duration of one bit



n(t)

-etcnmnaium‘di_]tqgm trJOZ

duration of channel measurement signal
duration of information signal

round-trip propagation delay

white Gaussian noise

single sided noise power density

transmitted energy/bit in information signal
transmitted energy/bit in channel measurement signal
total transmitted energy

power content of information signal

power content of measurement signal

ratio of information and measurement energies
ratio of information and measurement powers

total transmitted energy to noise ratio.



CHAPTER 1

INTRODUCTION
1.1 Introduction

The introduction of centralized control systems in the early

1950's brought with it the need to communicate to the control centre
from remote locations. Where these locations are especially
inaccessible, it is convenient to establish contact via radio rather
than the use of the more conventicnal telephone link. A number of
radio bands are, however, subject to fading. The last decade has,
therefore, seen an increasing interest in the use of feedback links to
combat the effects of fading on digital transmissions. A number of
interesting and potentially successful systems have arisen out of this
interest. These systems have shown definite improvement over

conventional diversity techniques.

The basic principle regarding the use of feedback links in fading
channels has centred around controlling one or more of the transmitter
parameters, through knowledge of channel conditions fed back from the
receiver. The techniques are api)licable in that region of the radio
spectrum where fading is frequently encountered, i.e. at hf, vhf and uhf.
This chapter contains a brief review of fading channels anu the work to
date on feedback systems. This provides the necessary basis for the

formulation of the problems studied in this thesis.

1.2 An Outline of Fading Channels

In many important radio applications cammunication channel
characteristics are often strongly nonstationary, as evidenced by fading
of the received signal. The two major channels in which fading is

encountered in practice are the ionospheric high frequency 'skywave' and

tropospheric scatter at vhf and above. These channels usually exhibit



both fading and dispersive characteristics.

Fading dispersive channels are usually best described as random
linear time-varying filters. They are characterized mathematically
by the statement: conditioned on the transmitted waveform the
received waveform is a sample function of a Gaussian stochastic
process. An equivalent statement is that the impulse response of
the filter is a Gaussian randam process. Hence the statistical
characterization of a fading dispersive chamnel is complete by
specifying the mean and correlation function either of the channel's
randam impulse response or of the received process conditioned upon
the transmitted waveform. Moreover, many channels are adequately
~ modelled by taking the mean to be zero 31, Hence, in this tnesis,

attention is restricted to such channels.

A vast body of literature is available on fading channels,

their characterizations and the analyses of performances of

communication links in fading environments: el T simplicity

and convenience a brief consideration of the major aspects of fading
channels is given here.

Given the channel input, i.e. the transmitted signal
s(t) = Re [ult) exp(j2nf_t) ]

where Re denotes the real part of [ -], u(t) the complex envelope
of s(t) and fo the naminal carrier frequency, the camplex envelope

of the received channel output signal is
w(t) = [U(f) H(f,t) exp(j2nft) df
= fu(t - €)g(t, &)dg

where U(f) is the Fourier transform of u(t), H(f,t) is the time



varying transfer function of the channel and g(t,g) the time varying
channel impulse response, both being camplex zero-mean

gaussian randam processes. Under this characterization the
magnitude and phase of the chamnel transfer function or impulse
response have respective Rayleigh and uniform probability density
functions. This same statement applies to the channel output

process since the channel acts as a linear filter.

The time and frequency selective behaviour of the fading
dispersive channel can be described with the aid of the channel
functions H(f,t) and g(t,£). Various other methods of representing
randam channels are available in the references cited earlier. Of
interest here, are three special cases of fading channels that are

most frequently encountered in practice. These are:

(1) the nonselective nondispersive fading channel
(ii) the frequency selective (time dispersive channel)and
(iii) the time selective (frequency dispersive) channel.

The nonselective fading channel, also called the flat-flat
channel, is characterized by an output signal containing a constant
canplex gaussian channel multiplier, implying thereby that the
received signal differs fram the transmitted signal only in an
amplitude change and a phase shift,so that if the transmitted signal
is

s(t) = Re [u(t) exp(j217fot)] /b BeaET
the received signal is

y(t) = vRe[LI(t) exp(j2nf_t - )] 7 O<t<T

where v and 6 are statistically independent random variables that are



constant over the observation period T, the former being Rayleigh and the
latter being uniformly distributed in the interval O to 2n. This
simple model of a fading channel has received considerable attention

in the past and the analysis of most digital links has been carried

out using this model.

The frequency selective fading channel,also called the time flat
fading channel,is characterized by an input output relationship of
the form

W(f) = U(f) H(f)

where U(f) is the Fourier transform of the transmitted complex

envelope, W(f) the transform of the received envelope and H(f) the
random transfer function of the channel which is a zero mean camplex
gaussian process as is W(f) when U(f) is specified. Thus this type

of channel is modelled as a random but time-invariant filter. A
manifestation of frequency selectivity, or equivalently, time dispersion,
is the presence of time spreading or distortion, or both, in the

received waveform.

The time selective fading channel or the frequency flat channel,
is characterized by the input output relationship

w(t) = g(t) u(t)

where g(t) is the time varying camwplex zero mean gaussian channel
gain., That is, the channel may be thought of as producing the
received waveform by amplitude and phase modulating the transmitted
waveform with the magnitude and argument of g(t),respectively. This
type of fading is also termed fast fading, since the channel

selectivity alters certain time segments of the transmitted waveform.



In conclusion, channels that are dispersive in both time and
frequency are called doubly dispersive and such channels generally
exhibit both time selective and frequency selective fading. Because
of this, they are difficult to analyse and have not received as much

attention as the simpler cases of fading.

o A Brief Survey of Feedback Communication Systems

A number of papers on feedback communication systems nave

appeared since 1666°° 7 97

Sc:l'la_‘lk‘.-zij]vc‘s53 center of gravity feedback technique represents a

. describing a variety of feedback schemes.

generalisation of a number of these schemes. The technique depends on
a simple property of additive noise channels: it is possible to
subtract a common signal at the transmitter and add it back in at the
receiver without affecting the probability of error. Thus the
noiseless feedback channel is used to shift the centre of gravity of the
signal progressively, both at the transmitter and receiver, in such a
way as to minimize transmitted power. One of the feedback systems
proposed in this thesis is a straightforward application of this

principle to fading channels.

Since the modulation in both forward and feedback links can be
varied, and the channel models are subject to variation, every author
has his own variation of feedback strategy. The two basic modes of
operation, however, involve sequential and nonsequential feedback.
Sequential feedback systems are those in which the decision times are
not fixed a priori, but depend upon the noise in that a sequential test
is performmed at the receiver. Typically the receiver calculates the

likelihood ratio and terminates the test when it crosses a given



threshold. The transmitter is then informed of the time of decision
or continuously informed of the received signal (or some function of

it) so as to continuously optimize the transmitted waveform.

Nonsequential systems use fixed-length transmission blocks in
which there are typically N forward transmissions and N-1 feedback
transmissions. At the end of each forward transmission the receiver
tells the transmitter something about what has been received and the
next forward transmission is suitably modified. The aim is to use the feedback
information in sucn a way as to minimize the average transmitter power for
a-given error probability. when the receiver uses analog feedback
to communicate say, the a posteriori probabilities back to the
transmitter,the system is said to employ information feedback. If the
feedback is digital and consists of tentative decisions, such as which
symbol is most likely at a given time, the system is one of decision
feedback. The various schemes have been shown to afford considerable
performance improvement over feedback-less systems. It must be
mentioned, however, that extension of the simple noiseless feedback
model to allow for nt‘;re realistic situations, such as noisy feedback.
channels and peak power constraints, reveals a certain sensitivity

in the ideal feedback results.

Turning our attention to feedback communication systems for
fading channels, Glave 8 has proposed an intermittent on-off noiseless
feedback scheme for slow and fast Rayle:-'Lgh fading. The scheme Uses
nonsequential decision feedback in that the signalling interval is
divided into a number of subintervals with the receiver computing the
log-likelihood ratio at the end of each subinterval and feeding this

back to the transmitter. The transmitter then adjusts the amplitude



of the signal according to the value of the log-likelihood ratio . in

a pre—determined manner. Performance bounds are derived and improvements
over the equivalent one-way communication system are calculated. The
system becames rather complicated, however, when more than two sub-
intervals are used. A typical power saving of 7 dB is achieved

for slow fading and two subintervals.

Hayes 52

has used the concepts of receiver adaptivity and
feedback in an attempt to combat the multiplicative noise effects of
fading channels. The feedback channel is assumed noise free and
delayless, and it has also been assumed that the receiver learning
of the channel state is perfect. A slow nonselective Rayleigh
fading model of the channel is used and the fading is assumed slow

_enough to ensure that no distortion of the digitial signalling pulse

occurs. The receiver tracks the channel gain perfectly and this is
comunicated to the transmitter via the feedback link, whereupon the
transmitter adjusts its transmitted power according to an optimum
rule designed to minimize the probability of error in the receiver.
The scheme has been shown to be reasonably effective in combating
fading. A more detailed discussion is presented in Chapter 2.

Cavers &0 suggested the technique of modulating the rate of

transmission of the information bits in accordance with variation of
channel gain. Again a similar set of assumptions concerning the
feedback link and fading channel have been made and it has been shown
that, under idealized conditions, feedback rate control can completely
eliminate the effects of fading. The effects of propagation delay
have been taken into account and performance degradation due to delay -

has been evaluated. Again, Chapter 2 contains a more complete



evaluation of Caver's work.

An adaptive technique was suggested by b-ir:)ntgczmery?6 in relation

to meteor-burst communication (JAI\IE.T??) systems. Here, the transmission
rate or bandwidth are made functions of the received signal-to-noise
ratio and varied in an effort to reduce receiver error probability. An
examination of the theoretical analysis reveals that this system is

identical to feedback rate control as proposed by Cavers.

Van Duuren78 suggested a feedback system for Rayleigh fading
channels wherein detected errors at the receiver cause repetition of
transmitted signals at the transmitter. This is a fairly succesful
technique and is described in more detail in Chapter 3.

. applied the techniques of feedback power

Skinner and Caversﬁ
control to a diversity system operating through a Rayleigh fading
channel. The power levels in the diversity subchannels are allowed to
vary independently and the effect of round trip delay on this 'selective
diversity' system is evaluated. It has been shown that the scheme is
a potentially successful one for low distance ionospheric hops.

Of other adaptive systems worth mentioning are the AN/GSC-10
(IGXTHRYNTQJ and the system proposed by Bettsao. Both these systems
use pilot tone sounding of the HF channel to control respectively,
transmission rate and frequency of operation. Again, more detailed
descriptions and comparisons with the systems suggested in this thesis
can be found in Chapter 3.

= on adaptive transmission for fading

In 1974, Hentinen's paper
channels was more in the nature of a brief review and devotes same
attention to the problem of controlling alphabet size using feedback.

Essentially no new results have appeared here.



This conpletes a brief summary of previous work on feedback
systems for fading channels.

1.4 Scope of the Present Study

The communication system has been assumed to operate in a flat-
flat fading channel with the fading slow enough to ensure that the
channel gain is constant at least over one signalling interval but

varies from baud to baud. Two feedback systems have been proposed.

The first solves the problem of optimum control of transmitter
parameters by a noise-fee feedback link when receiver learning of
channel conditions is imperfect. 1In fact, at the transmitter, a
certain fraction of the total transmitted energy is allocated to a
pilot tone signal which is used by the receiver to generate estimates
of the channel processes. These estimates are fedback to the
transmitter and are used to optimally modulate the power content or
duration (and hence overall transmission rate) of the information-
carrying binary signal. The technique removes the need to assume
perfect channel learning at the receiver and leads towards a more
realizable system with J}espect to round trip propagation délays owing
to the fact that the information is transmitted only upon transmitter
reception of channel estimates.

63765, 73,80 have received

Pilot tone or transmitted reference systems
same attention in the past, but none have reported great success. In the
present context however, it is shown that transmitted reference systems
used with a feedback link provide potentially successful schemes for

combating multiplicative noise (i.e. fading) with certain advantages.

The second system proposed is applicable mainly to short distance
high frequency hops and is a straightforward application of the centre

of gravity feedback technique to binary transmission over fading
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channels. During a first part of the signalling interval the receiver
makes an inferior estimate of the transmitted binary signal and
commmicates this estimate to the transmitter via a noiseless feedback
link., Upon reception of this estimate (the effect of the round trip
delay is taken into account) the transmitter forms an error signal with
the remaining portion of the signal that awaits transmission. This
error signal is then subjected to a fixed though optimum gain and
transmitted. In effect the transmitted power is then either zero or
an increased value such that the average power over a large number

of bits is constrained at a specified level. In the receiver,

a locally generated signal, made up of the channel gain and the
initial inferior message estimate, is added to the received signal.

An energy advantage approximately proporticnal to the square of the
transmitter gain is thereby realized for the purpose of detection.

This advantage is due to the fact that the average transmitted energy
is constrained to equal that of a feedbackless signalling system
operating over an identical chanmnel. In conclusion, this technique
predicts reasonable pe:.:fomance improvement with the advantage of

simplified implementability.
1.5 Summary of Results

It has been shown that feedback control of transmission power and/or
rate via receiver derived channel estimates are promising techniques
with performances that exceed those of dual and fourth-order diversity
systems. In a ccmpérison made with other adaptive systems using pilot
tone signalling, it has been shown that feedback power control performs

3 and

better than Bett's system for error rates of less than about 10
signal energy to noise ratios of about 20 dB. Van Duuren's system

of automatic repetition of signals, however, has a 1 dB advantage over



I

power control at an error rate of about 107> but falls behind power

control for error rates of less than about o

On the oﬁher hand, feedback rate control, and especailly hybrid
control of power and rate, are, in comparison with all other adaptive
systems, closest in performance to that of an eguivalent signalling
system operating over a steady non-fading channel. The price paid
for this enhanced performance is an increased system bandwidth and a
transmission rate that fluctuates about a specified average. It is
expected that this latter will lead to increased camplexity in

implementation.

The nonsequential decision feedback system suggested in the
latter part of the thesis is, however, quite easily implementable.
The performance of this system exceeds that of feedback power control

F oD

up to error rates of about 10 but is about 1 dB poorer than Van

Duuren's system for error rates of less than 10_3. However, it exceeds
Bett's system in performance for error rates of less than 10-3. An
analog computer simulation of this system results in performances that

generally agree with ‘the theoretical analysis.

In conclusion, it must be mentioned that, as a result of assumptions
made regarding signalling conditions and round-trip propagation delays,
the feedback techniques proposed here are applicable mainly to multi-tone

modems for short range HF ionospheric links.
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CHAPTER 2

FEEDBACK FORMULATION

! Introduction

This chapter begins with a review of the work on feedback
techniques carried out by Hayes and Cavers. A discussion of their
results ensues and this forms the basis of the work described in the
rest of the thesis. The problems to be considered are formulated
mathematically and certain error probability relationships are derived
which are necessary for their solution. A signalling scheme is
envisaged consisting of a channel estimation pilot#tone signal together
with a binary information signal set. Finally, the advantages of the

scheme are evaluated.

2.2 Formulation of the Basic Feedback Problem

Throughout the thesis a slow nonselective Rayleigh fading model
of the channel is used. For convenience it is specified here in a

more complete manner.,
Consider the input signal to the channel as
cos mot, O<t<T

where T may be taken as an arbitrary signalling interval. The channel

output under the assumption of slow nonselective Rayléigh fading is
V cos (mot =) . O<t<T

where V is the Rayleigh distributed channel gain and 6 is the
statistically independent random phase shift introduced by the channel
and is uniformly distributed over the range O to 27. It is well knowrP6

that the channel output is in fact a zero mean gaussian process and can
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be rewritten as

alOOSwot - a2 sin mot ‘ O<t<T
where a; and a, can be considered as channel processes that operate
on quadrature components of the transmitted signal. In fact a; and

a, are uncorrelated zero mean gaussian processes (variables in this
case of slow fading) with variances denoted by craz. It can also be

shown that66 the channel gain and phase are expressible as

1
- 2 22 /2
\'4 (al +a2)
and
a
o = tan"lc-ga
B4

with associated probability density functions
= v s 2
PV(V) U;z exp (-v /20a ] 0

. /27 , = m<O<w
P, (0) ={
0 , elsewhere

i
Pﬁ(b) =$;z' EXP(-b/ZUaZ) » b>0

where B = V2 the squared channel gain. With this channel model, the

feedback problem is described next.

The coammunication system uses a binary orthogonal signal set at
the transmitter. The transmitted signal on hypothesis Hi' 1=0, 1,

is

7
g(t) =E 2si(t) cosw t , O<t<T
i=0,1

where it is assumed that both hypotheses are equally likely and

= wE )y
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where E is the energy content in the signal, Wy is the carrier frequency
and T the signalling interval with the information bearing binary
signal satisfying the orthogonality condition

1
[, s (t) s (t) at =0

The transmitted signal is subject to fading and the received signal is

.74 L/
A 2 2
f(t) = alL si(tJ cosu:ot + azE si(t) smwot + n(t). O<t<T

where n(t) is independent additive noise which is assumed to be zero

mean white gaussian with single sided power density No'

In the receiver, it is assumed that a, and a, are known exactly

1
from bit to bit and these are fed back to the transmitter via the

feedback link which is noise free. (The assumption of a noise free
feedback link is one which has been used by most workers in the field.
Actually, as will be seen later, the Rayleigh distributed channel
envelope V rather than the channel processes a, and a, is fed back

to the transmitter. It is assumed that suffiCient protection against
feedback noise can be provided by quantizing and coding the envelope
V at the receiver before transmission over the feedback channel.
Moreover, the slowly varying Rayleigh envelope is expected to have a
lower bandwidth requirement (and consequently, a better signal to
noise ratio) than the forward channel, especially where there are

no rapid channel fluctuations from bit to bit). The feedback

problem then is one of determining the optimum method of controlling
the energy E or the transmission rate 1/I' using the fgedback channel
processes, so as to achieve minimum probability of error cammnication,
given that the receiver processes the received signal in an optimum

manner.

67
It is well known that the optimum receiver for Rayleigh faded

orthogonal signals is the matched filter-envelop detector or,
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equivalently, the correlation-squarer receiver. 1In the éase of varying
energy/rate, the receiver is only required to be adaptive to energy/rate
with the basic configuration remaining unchanged. The probability

of error for correlation-squarer or incoherent detection, as it is
sometimes called, conditioned on knowledge of the channel processes,

is well knm\m68 and is given by

By(v) = 5 exp(-EvZ/N )

where V is the Rayleigh distributed channel gain and the notation for

probability indicating the probability of error given the value of the
channel gain V. From this expression it can be deduced that only the
channel gain (and not the phase) need be fed back to the transmitter.

The feedback power or energy control problem is ther; solved by making

the energy E a function of V and determining the optimum function that
minimizes the average error probability

P.=%2 [ expE®) b/2N ) p,(b) db

(o]

where g=V2, subject to the constraint

E= [ E() pg () db
o}

which is the constraint on the average transmitted energy, the bar
denoting the expectation operation. The minimization of the error
probability is then the solution of

aP %

e iR 4
%ED) T2 E®G ~©°

where ) is a Lagrange multiplier determinable from the constraint

equation.
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The feedback rate problem is solved by recognizing that the
energy E can be expressed in terms of the transmitted power and rate

as
T

3 1 2 2
E=T.5 foEsi (t) cos®uw t dt

where the term

T
1
= ]OE s;2(t) cos?u tdt A P

denotes the transmitter power and the inverse rate is defined by
1
R £ T -

Without loss of generality it has been assumed that the binary
signalling waveform satisfies
T

J‘o s;2(c) dt = 2

Hence the transmitted energy per bit is

*

E =P/R
and the instantaneous probability of error conditioned on the channel
gain is

2%, (o) = 2 exp( - Bb/ANR) .

While the rate R is made a function of band optimized, the power P
is held constant, with the result that rate modulation becames an
indirect method of energy control. The average probability of error

for a variable rate scheme of this type has been shown by Cavers to be



sy

jo r (b) exp(-Pb/2N R r(b))p,(b) db

v}
1}
N =

where r(b) is an instantaneous normalized rate defined by
r(b) = RO)/R_,

and Rav is the average transmission rate given by

R = IOR(b) pg(b) b

This leads to the constraint on average rate as

r=1=/ r(b)py () d .
o

As before, the optimum rate function is found from

3Pg

TR
) T 0

" 3r(b)

where A is a Lagrange multiplier satisfying the average rate constraint.

2o Solution for Ideal Feedback Control

The problem formulation of the last section is based on the
work done by Hayes and Cavers. In this section the solutions are

given and the results discussed briefly.

The optimun energy (or power) function is determined by first
using, for convenience, an average constraint on the transmitted
energy to noise ratio rather than on the transmitted energy. Hence
with

y(b) A E(b)/No



=i e

the average error prcobability is
p =2 | epeymbopm o
@ 2 g R Pg

with the constraint

O 8

Yy = 1®)p, (b) b

The minimization of the error probability then proceeds as

ape 5y
3 ®) * XW =0

which yields

@) = 2 204
The obvious constraint

yb) z O
leads to the camplete solution
Zln(lt:; A)' By gy

y(b) = {

which then specifies the optimum method of modulating the transmitted
energy in order to achieve minimum probability of error given by
A

A -
/s o

rd
I
N =
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The multiplier A is chosen to satisfy the constraint
Fe2q B p, (b) &

Fram the solution it is observed that the transmitted energy is
maximum in a middle range of channel gain. When the gain is low,
little energy is wasted in attempting to compensate. In fact, below
a certain threshold of channel gain, no energy is transmitted. The

performance of the system is shown in Figure 2.1.

The optimum rate function is determined in a similar manner to

that of energy above by solving

BPe ?

SE
o) T m o

which yields

(1 +

Pb At
w) e.xp (Pb/ ZNoRavr (b)) = constant

and this has the solution

-

r(b) =kb

where k is a constant determinable from the average rate constraint

I —
® S kb pB b)d=1 .
This yields
- 2
k l/ZUa

The optimum rate function, therefore, is

r(b) = b/2oa2,



1 1 L 1 1 1 L 1 L 1 “ L

1
3 4 8 857 B % 0 W 1213 4S5 16 17 10
avq. trans. energy to noise ratie,db

24

FIG.2.1 Performance with feedback power control.
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with the associated minimum error probability given by

-l f. B - PBerie
fe=z |z ewl PO AR p0)

1
= - 2
> exp ( Pcra /NoRa )

Defining the average normalized transmitted energy to noise ratio as

o 2
Y 20a iy o ay’

the error probability becames

P, =3 &0 (- v/2),

which is seen to be exactly the error probability of a feedbackless
system using orthogonal signals and operating in a non-fading (steady)
channel.

Feedback rate control according to the optimum rule derived above
can, therefore, ideally, eliminate the effects of fading. The penalty
paid for this improvement in perforrranée over a feedbackless system
is an unconstrained bandwidth (rate) which can became very large when
the channel gain becames very large. Cavers has therefore calculated
the degradation in performance that results from imposing an upper
bound i.e. a maximum rate constraint on the rate function. A rate

function of the type

kb ,bsroﬂ<
X, oo b>ro/k

rib} = &

has been used, where r, denotes the maximum allowed expansion of

the rate around the specified average rate Rav and k is again
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determined fram the average rate constraint equation. The performances
are shown in Fig.2.2. The degradation due to the maximum rate
constraint is seen to be not very large and it is observed that feedback
rate control is a potentially successful scheme that affords considerable

improvement over diversity systems.

2.4 An Initial Formulation of the Feedback Problem

The results described in the previous sections (Hayes, Cavers)
and most other work on feedback systems for fading channels are based on
the assumption of perfect receiver learning of the chamnel state. This
assumption, although furnishing performance bounds and reasonably simple
insight into the action of feedback systems, is justified only in
situations where the fading is essentially constant over a large number of
bits. Moreover, although Cavers has calculated the performance
degradation due to the effects of round trip propagation delay, no
attempts have been made to compensate for it. Delays affect parformancé
of feedback systems by preventing the transmitter from responding

instantaneously to control signals fram the receiver.

With this in view, a signalling scheme has been suggested which
obviates the need to assume perfect channel measurement and compensates
for small round trip delays. The overall feedback system, using this
signalling, is thus realizable and provides an accurate prediction of

system operation and performance.

In the last section it was seen that imposing a maximum rate constraint
at the transmitter results in some performance degradation. To counteract
this degradation, a hybrid form of feedback control has been suggested.

The hybrid system effects transmitter power control whenever the rate saturate

Performance bounds have been calculated assuming ideal channel learning
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conditions and the predicted performance is close to that of a system

operating under a non-fading conditions.

Certain situations with respect to fading channels arise,
however , where the presence of multipath necessitates low data rate
transmission. In such cases, feedback rate control may not be very
effective owing to rate limitations imposed by the channel. A simple
decision feedback technique has therefore been suggested. The feedback
link is used to convey to the transmitter the receiver's estimate of
the transmitted message. Depending upon the receiver decision the
transmitter then transmits an increaéed power or zero power. The
transmitter is therefore not required to be explicitly adaptive to channel
state, i.e. no continuous control of a transmitter parameter from bit
to bit is needed. This implies that only the receiver is obliged to
learn the channel conditions. The presence of round trip delay is
taken into account while designing the transmitted signal and optimum
receiver. It must be mentioned that the feedback technique is
applicable, owing to the assumption of small magnitudes of pxopagation

delay, to short distance ionospheric links.

i Mathematical Preliminaries and Discussion of the Transmitted

Reference Signalling Scheme

The signalling scheme used for the first feedback technique studied
in this thesis envisages a channel estimation signai occupying a certain
portion of the signalling time interval. This is followed by the
information bearing binary antipodal set for the remaining portion of
the interval. The channel estimation signal acts as a transmitted reference
and is used to provide information about channel conditions to the receiver

and hence, to the transmitter. Since the reference and the information signals
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occupy different time slots, they are orthogonal. The transmitted

signal, before modulation onto a carrier, is

5
Em sm(t) ,O<t~:Tm

g(t) =

%

+E* mlg) ;Do tel

where sm(t) denotes the channel estimation signal of duration Tm and
energy content Em‘ s(t) is the baseband signal of duration T—Tm and
energy content E with the information contained in the polarity and T
is the overall signalling interval. Hence

T

jo s, (t) s(t) dt =0

and it has been assumed, for convenience that

T T

[ s?(t) at = f- seft) @t =2 .

0 0 :
This signal is modulated onto a carrier of angular frequency Wy using
double sideband suppressed carrier amplitude modulation. On transmission,
it is subjected to slow non-selective Rayleigh fading. The received

signal is perturbed by additive noise and is given by

f(t) = a;g(t) cos:uot + axg(t) s:i.nwot +nlt), 0<t<T
where, as before,a; and a, are the gaussian channel processes and n(t)
is zero mean white gaussian noise with single sided power dénsity No'

It is observed that, for E = Ern’ i.e. equal energies in the

estimation and information signals, the composite transmitted signal
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forms an orthogonal set. As a result of this, and the lack of exact
channel information, the performance of the optimum receiver for the
above signalling scheme must be identical to that of a correlation-
squarer or incoherent (optimum) receiver for Rayleigh faded orthogonal
signals. This is shown later in the section. It is also proved that
optimum performance, without feedback, is achieved only when E = Em.
With feedback the same equality is needed to be maintained, but in

an average sense. This is because the information energy is a random

variable, being dependent on estimates of the channel gain.

In the receiver, the received signal is processed in the interval
(O T m) for estimates of the channel processes. These estimates are
then available at the end of this interval. The estimator, shown in
Figure 2.3 generates the maximum a posteriori estimatés ;1 and ;2 of the
processes a; and a,. This is the simple case of linear estimtion67
of a gaussian parameter in independent white gaussian noise and the
estimator consists of a correlator followed by an amplifier. The

estimates are therefore given by

»

T
A~ m
1 = G(_alE:fl + fn(t) sm(t) cosmot dt) {(2.1)
2 (o}
and
T
~ % m ]
a; =G(aE, + [ n(t) s, (t) sinu t d) (2.2)

o}
where the estimator gain is

e n 2 3 2
G oa Em (cra Em+N0/2J -
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Since the estimation operation, i.e. correlation-gain, is linear,
the outputs retain a gaussian distribution. A measure of the
quality of these channel estimates is the estimation error, defined

by
€ A < (a1 —a1)2> A a12>

< (az i ;2) > / < a% = ] (2.3)

|

where < . > indicates the expectation operation. This is, in fact
the normalized mean squared error of the estimates and it can be shown
using (2.1) and (2.2) in (2.3) that

= . 2
SN /(1 + 20a EH/NO) .

The estimation error decreases inversely for large transmitted

estimation energy to noise ratios.

Because the estimates are gaussian, the estimated channel gain,

denoted by

-~

A" _ll (;-12"';-22)% r

is Rayleigh distributed with probability density function

-~

p.(v) = U—‘{E— exp(- v /2cra2em), v e G5
A" a m
20_2E 20_2E
wheree =—2-T |1+ 2M

N N
o] (o]
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As a matter of interest it is noted that in the case of large energy

to noise ratios i.e.

20_2FE

o
=

>> 1%

2

the factor e, approaches unity and the statistics of the estimated

gain can be approximated by those of the actual gain.

At the end of the time interval (0, T ), the decision portion
of the receiver, shown in Figure 2.4 , begins processing the rest of
the received signal , i.e. the Rayleigh faded antipodal information
set. A decision regarding the transmitted signal is generated
by the end of the total signalling interval. This is done by
correlating, in two quadrature channels, estimates of the received
signal with the actual received signal and camparing with a zero
threshold., The probability of error, under the usual assurption

of equally likely transmitted hypotheses, is

P, =Prob. M +M < O) ,

with the quadrature decision statistics given by

X T
M, =2 (alE% + [ n(t)s(t)cosw t dt)
T o
m
and
A 5 T
M, = a, (aE? + jT n(t)s(t)sinmot 5 b

m
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In the case of feedback, the estimates ;1 and ;2 are cammunicated
to the transmitter (as will be seen, only \} need be fed back) in order
to enable control of power or rate. Thus the received signal contains
parameters (energy, rate) that are actually randam variables and
functions of the estimates ;1 and 212. Since these estimates are
known at the receiver and transmitter, the optimum dependence of the
signal parameters on them can be determined through an instantaneous
error probability. 1In a statistical sense, this implies a probability
of error given the values of the estimates ;1 and ;12. This conditional
error probability is

P . & Prob. M, +M, <0 | ay, ay).

~

al, a2

Using a result on probability derived in the appendix, the conditional

probability has been s_hown to be

gEt Bl AT e
ay, a2
A P® (@
v

where the above notation indicates probability of error given that the
channel gain \} = \; :

erfc(x) = (er)_25 / exp(- t2/2) dt,
x
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and ” .
- 20%E/N =1 20_“E ¥
gv) = ————" +1) T
l+2ga2E m/NO o a

Since the conditional error probability is a function of V, only the

estimated channel gain need be fed back to the transmitter.

As yet no feedback has been introduced, and therefore, the
average error probability of the straight system is evaluated by
averaging the conditional error probability over the statistics
of the estimated channel gain. That is

i e A A Fa)
o N \Y
which can be shown to be
I (€ 5R T
where
L
"2 % Ga E Em
2 2
(aa E ) (oa E+ET2)

)
2 2

The above expression represents, in fact, the error probability of. a
communication system employing channel estimation detection of
Rayleigh faded binary antipodal information signals with unequal
energies in the estimation and information parts. The minimization
of this error probability with respect to the energy division between

the estimation and information signals is achieved by first defining



5

the total transmitted energy as
E‘T AE+ E
= m
and the ratio of information to estimation energies as
a A E/Em:

whereby
E = E'Tu./(l + a)

Em =ET/(l+u) -~

These are introduced into the experession for p, which is then

maximized with respect to a by setting

2 _
aa O
and solving for the optimum « . This is equivalent to the minimization
of Pe and it yields
®optimum ke

implying thereby that performance is best for equal energies in the

estimation and information signals. Under this condition (i.e. E = Em) i
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the camposite transmitted signal set is orthogonal with performance

. 2 -1
Pe e 20&1 ETNO) ;

This is the well known result that, as far as a feedbackless system
operating in a Rayleigh channel is concerned, orthogonal signals are
the best.

The major advantage, however, of devoting part of the transmitted
energy to channel estimation and using binary antipodal signals is that
channel estimates are explicitly available in the receiver for the
purposes of adaptivity and feedback at the end of the interval (O, 'l‘m) .
An examination of the optimum (incoherent) correlation-squarer receiver
for orthogonal signals i reveals that MAP (maximum a posteriori)
channel estimates are generated during the detection process. The

estimation error for these is given by

1/(1 + 2oa2ET/No) '

1

since the total transmitted energy E‘I‘ of the orthogonal signals is
used for estimation (as well as detection). This means that the
estimates are nearly twice as good as the ones generated by channel
estimation signalling.

There is, however, a disadvantage. Firstly, the estimates
exist only in that branch of the receiver in which ;che hypothesis
is true. In such a situation, there are two ways of obtaining
waveforms representing channel estimates on either transmitted

hypothesis. These are the techniques of decision-directed and non-
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decision-directed channel measurement .69 Very simply, the first technique
involves selection of, as channel estimates, the outputs of that branch
which has been decided by the receiver to contain the true hypothesis.
Obviously, this selection suffers fram the same probability of error
as the detection process itself; with the result that, on an average,
such estimates will be inferior to MAP estimates. The second
technique, of non-decision-directed channel measurements, involves
suming up of the two branch outputs to generate channel estimates.
Again, these estimates will not be as good as MAP estimates. This

is simply due to the fact that the noise output of that branch of the
receiver not containing the true hypothesis is an additively degrading
quantity to the MAP estimate fram the branch which does contain the
hypothesis. The associated estimation error is therefore equal to
that of channel estimation signaliling. This is because the effect

of the additional noise is equivalent to the use of only half the
signalling energy for generating estimates. Secondly, although
decision-directed techniques yield better channel estimates than non-
decision—-directed nle‘cll:ads, the estimates are available only at the

end of the signalling interval (O, T).

The availability of estimates at the end of the interval (O, Tm)
(using channel estimation signalling) adds to the realizability of
the feedback system. This is due to the fact that the information
is transmitted only at the end of the portion of the bit interval
devoted to the channel measurement signal. Whereas. for orthogonal
signalling even the assumption of zero propagation delay would require
the channel estimate (which would only be available at the end of (O,T) )

from the receiver to reach the transmitter at the start of the bit
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interval to be able to effectively control the transmitted power or
rate of the signal, in the case of channel estimation signalling the
transmitter has the channel estimates at the start of ( (Tm’ T} )
transmission of the antipodal information set. 'Iherefore.the power
or rate of the antipodal set can be modulated. Moreover, small round
trip delays can easily be cambated by allowing a compensatory duration
gap between the channel estimation and information portions of the
transmitted signal. Hence, for the purposes of receiver adaptivity
and feedback, the above arguments and the requirement of bit by bit
detection (with considerations of propagation delays) preclude the

use of orthogonal signals (see Chapter 6), in favour of a channel
estimation signalling scheme. It must be mentioned, however, that the
requirement of small round trip delay is a result of the possibility of
channel drift from bit to bit. The minimum range of the HF channel

to ensure Rayleigh fading is around 200 miles, with a loop delay on
the order of 2 milliseconds. This would then require baudlengths which
are typically tens of milliseconds. | Therefore, with typical fading
rates of 1 to 10 hz, the main application of the signalling scheme is

X to long baud multi-tone modems for short range HF channels.
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CHAPTER 3

FEEDBACK CONTROL

3.1 Introduction

The solutions to the problems of feedback control of transmitter
power and/or rate are presented in this chapter, with a discussion

of the results.

3.2 Problem formulation

Given the channel estimates that were studied in the last chapter
the optimum methods of controlling the power content or inverse
duration (and hence, overall rate) of the antipodal information set
are determined. This is done with a view to rru'.nirm".zing the receiver

error probability.

Under the assumption of perfect channel knowledge, bounds on
performance of a hybrid system utilizing simultaneous powar and rate
modulatidn are derived. This is intended for situations where a

maximum rate constraint on the transmitter has been imposed.

3.3 Feedback power control

The feedback commnication system is shown in Figure 3.1. Control
of transmitter power is effected by modulating the energy content in
the antipodal set while keeping the energy content in the measurement
signal constant. It is noted that thus far the terms power and energy
have been used interchangeably.\ ' In the case of transmitter power
control, this does not present a problem since the transmission rate
is a fixed quantity; which inplies that power and energy ratios are
identical for the naminal condition Tm = T/2., For the case of varying

rate (section 3.4), however, a distinction is necessary and has been
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made.

Hence, a ratio between the energies of the information and

estimation signals is defined as

%e 4 EE m
and this is made a function of the fedback estimated channel gain. The
total transmitted signal, before modulation onto the carrier, can then

be written as

E %

% sm(t),r 0<t<Tm

g(t) = {
5 & %
j-_ae (v) ms(t), Tm<t<‘1'
with the usual notations. The average total transmitted energy
therefore is

Ej = J’O B +a (V) B p{}(\;) av

= Em(l + ae)

where the bar denotes the expectation operation. The average

normalized total transmitted energy to noise ratio is defined as

AT

2\2E
Y A 2 T/No




Fram the results of the previous chapter, the conditional (instantaneous)

error probability without feedback is

22 40) «lerte L Eite) )

v
where
A 20_2E/N -1 20_2E ~2
EW) = (—2—2—+ 1) | A
1+2Ua2Eln/No o a

With feedback, the energy E, or equivalently Cor is a randam variable
that varies fram bit to bit, its value at each bit, as a function of

\}, being known. Therefore the average bit error probability is the
conditional error probability averaged over the statistics of \} That
is '

U (V) p. (V) @v .
e N v
Introducing the ratios o s and y into g£(v) and denoting this new function

by &, (v) yields

_ 5 a2
EE‘({;) =Y ~ ae(v) ¢-+ L = ) vz
ue(v)+1+1+&‘e l+a %a

Y

The value of Ee can be determined by considering the situation without

feedback and solving

EW) = £p(V) :
no feedback
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the no feedback condition implying

E=E .
m
This results in
5= 1,
so that
» a (\7') )
EF(v) = v Ae (!‘. + %_) .l 5
“e(v)+1+2/ Y o %a

Y
The error probability is then

P, = IO erfc{g;5 ()} P V) av .

Noting that
s (,.) v ( ..2/2 2als =
W) = ——exp(~y /2. %€) , V>
v 92°®m s
. where
25 _2E 2g_2E
- O 1| a
o o
the substitution
a2 .
v = 2°a =) Iry ﬂh

in the Pe intregal yields

ag (y)

P, = [ erfc{(ywz y) 1} exp(~y) dy.

0
s
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The constraint on ey is

a, = foue(y) exp(-y) dy =1
and the feedback problem is to find the function oy (y) that
minimizes the error probability subject to the above constraint. This

is obtained fram

3P da
o s
e e

where A is a Lagrange multiplier determinable from the average constraint.
A numerical evaluation has been carried out since an analytic solution
of the above equation is quite intractable. Figure 3.2 shows the
variation of the optimum a G with the square of the estimated channel
gain. Transmitted energy-to-noise ratio is a parameter and it has been
assumed for convenience that zoa2= 1- These optimum energy division
rules are then used in the equation for average error probability to
yield the performance shown in Figure 3.3. Also shown are, for the
purposes of comparison, the error probability lower bound obtained by
Hayes for perfect channel learning and the performance of incoherently
detected orthogonal signals.

As expected, allocation of some transmitted energy to a channel
measurement signal degrades the perfoxma_rlc_:_e} of the feedback system in
camparison with a perfect channel learﬁing system. However, definite
improvement in performance over a system without feedback is still
maintained, the advantage being of the order of 4 dB at an error rate

of 10_2 and increasing with decreasing probability of error.
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3.4 Feedback rate control

Control of transmission rate is effected by varying the
inverse duration of the antipodal information signal. The duration
of the channel estimation signal and the powers in both signals are
held constant. It is noted that control of estimation energy is
not possible simply because the controlling estimate is available at

the transmitter only after transmission of the estimation signal.

Solution of the rate problem necessitates definition of the

following quantities:

duration of the antipodal signal,

B ._}- E s2(t) cosu t dt = ——
AT o

_ s T
m

power in the antipodal signal,

o3| ™

m
2 2 =
[ oEm s 2(t)cos®u t dt

3
EHUA

power in the channel estimation signal,

Q A PS '/,Hxﬁx
po=
the corresponding power ratio, R the average specified transmission

rate,

B

1
max T
m
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maximum allowed transmission rate by virtue of the fact that Tm is the

irreducible duration of the transmitted signal,

the instantaneous rate,

el
=2

12
'E
s
an instantaneous pseudo-rate for the information signal,

roAg-
av

the normalized instantaneous rate,

Rﬁﬂx
to BN g
av

the rate expansion factor.

Rate control is achieved by nﬁlzhg the normalized pseudo-rate
an optimum function of the estimated channel gain, é.ub_‘]ect to a constraint
on the average rate. Assuming ergodicity of the estimated channel processes
and. using an argument identical to that given by Cavers, it can be shown
that the averagé error probability of a s;_v'stem employing rate modulation

is given by



nile i

P= [ r(® P W p (¥ d
o Vv v

where the instantaneous error probability PeA(G) is a function of the
” - A"
rate r(v), whose relation to r, (v) is, using the quantities defined

above,
4 rr (G)
r(v) = Sas —
r, + rs(v)

Also, from the previous section the conditional error probability is

P° (V) =erfc { £3(V) }
v
where
. 2¢_2E/N -1 202 , =2
E(W) = ( a2° +1) = "2 )
1+ 2ca Err/No o aa

In the absence of any feedback the system is to behave as a

straight orthogonal system requiring

E-‘—-Em
and e
REIIE AT
Al N e i
m s
This immediately leads to
R & i
pl e LD
o R o
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since the equal energies condition implies

The above relaticn determines, for a specified rate expansion factor,
the necessary power division between the information and measurement
signals. And in keeping with previous definitions, the average

total transmitted energy is

so that the normalized average total transmitted energy to noise ratio

is
20323,1, 20a2P T l+a
Y = N = __.N_Ill_m (l + ._T_B ) 3
o o] r,

Introducing the quantities vy, ap and ry (v) into the expression for

£ (\;) results in the corresponding feedback function Egr ({;) given by

{1

F
+ =0 A
T T

E. (W) = (1 +a) 2
% P+ ap)+ A r, (V) 952



= &8s

where

_T+l+(l+ap)/fs

o= Y

The average error probability then becomes

X

Pe = !o r(v) erfc { ¢ F(v)} p{}(v) dv .

Invoking the relationship between r(v) and rg (v) and using the

substitution

in the above integral yields

o rors(y) . : 2yR, )35 o
P ———reric | y ) } exp(-y) dy
e fo It I, y) RS o + AlrS(Y)

where

1 +o

A = P .

1+ (1+ ap)/'fs

This error probability is to be minimized subject to the average rate

constraint \m

T= [ r(y) exp(-y) dy =1
o}

or equivalently

x ]3 rors(y) W .
T s GIPLTY) GY =
e e L i
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by determining an optimum ry (y). For ease of computation, a sub-

optimal solution in the form
i
rS y) =ky,

with k and t parameters to be determined, has been assumed. Although
this choice has not been made on any rigorous considerations, it
nevertheless predicts system performances reasonably close to lower

bounds on error probability.

With this form of solution the overall rate function is

t
ry) =r —pde—

2 yt +xr o/k
The computation then proceeds to jointly solve for the minimum error
probability and the optimum values of the parameters k and t required
to achieve this minimum. .

The results of the computation are shown in Figures 3.4 - 3.6
with Fig. 3.4 showing the variation of the optimum k and t with energy
to noise ratio y. The behaviour of the overall rate function with the
square of the estimated channel gain is shown in Fig. 3.5. Use of
these rate control rules results in the system performances shown in
Fig. 3.6 with the rate expansion factor as parameter. Also shown for
the purposes of comparison are the performances of maximal ratio
predetection combining diversity and an incoherently detected straight
orthogonal signalling system under non-fading conditions, the latter
representing in fact the lower bound on error probability achieved by

a feedback system assuming perfect learning of a fading channel (Cavers)
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and allowing uncontrolled expansion of rate.

It is observed that the channel estimation scheme provides
considerable improvement in performance over second order diversity
for wvalues of transmitted energy to noise ratios greater than about
15 dB. At higher energy to noise ratios improvement over fourth
order diversity is expected. A camparison with error probability
bounds corresponding to maximum rate constrained perfect channel

learning systems is given in the last section of this chapter.

35 Feedback power and rate control

Bounds on performance and optimum control rules are now

derived for a hybrid system with similtaneous power and rate control.

It was seen that imposing a maximum rate constraint (note that
the channel estimation signalling scheme discussed in the last section
incorporates, inherently, this constraint) caused performance degradation.
This degradation can be reduced by modulating transmitter power whenever

the system rate saturates at the imposed maximam.

For mathematical convenience exact channel knowledge is assumed
and the signalling is binary orthogonal. The transmitted signal on
hypothesis Hi, i=0,1is

%

g (t) =E si(t)cosmot i O'<it <}

with the signal power defined by

T
! 2 2 o
P=g foEsi (t) cos?uy t dt = ER
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where R denotes, as usual, the transmission rate. The fed-back channel
gain is used to control either the transmission rate or power, depending
on whether the gain is below or above a certain threshold. This threshold
depends upon the specified maxinum rate expansion. It is noted that at
any given instant only one of the transmitter parameters, i.e. power or

rate, is being controlled.

The instantaneous error probability conditioned on knowledge
of the channel gain (page 16 ) is
k' P

e el )
P B(1::) =i exp(-Pab/ZNoRavr)

Q_Pe(b,r,P)

where B = V2 the squaredchannel gain and the remaining symbols have
their usual meaning. With either P or the normalizec rate r as
functions of g the average probability of error is

B

(o]
P = fo r (b) P, (b,r (b) ,B )P, (b)db

+ £ r P, (0,x p(b))p, (b)db
Sy

where
P(b)=Po ’ O<b5_ﬁo
and
R
A max
rp) =xr = g ¢ D38
av
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Thus the system is made to switch over fram rate control to controlling
the power P(b) whenever the squared gain exceeds the threshold Bo' It
is noted that the receiver employs the usual matched filter-envelope

detector or correlation-squarer detection.

The problem now consists of determining the optimum r(b) and
P(b) that minimize Pe subject to constraints on the average rate and

average transmitted power. These constraints are

B
= 0 @
r=1= fo r(b)pS (1?): db + JE; I’.‘ops (b) db
0
and
Bo o
Pav A fo POpB(b) db + JI’B P (b) PB (b) db

(o]

with the boundary condition

P(b) '=P .

b=3°

The minimization is then the solution of

aPg : 3T -0
ar (b) ar (b)
and
L - P v -
5 (b) 3P (D)
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where A and p are Lagrange multipliers that can be determined from
the constraint equations. The solutions of the above equations are

easily shown to be

r(b) = {
r, ’ b;Bo
and LA
Po 7 b<B°
P(b) = {
2N R x cE '
O av o e (elie)
Bi chller e T eP

where B, = Cr, 55 and ¢ is determined from the average rate constraint

equation as
o = 2y = 2 .
1 - exp(-cr /20, %) = c/20,

" Use of these optimum rules yields for the error probability

1 cr, cr 2
Pe—-iexp(—cP ENORav){ 2+].--J:o+ -
2qa ; ZUa

E, (cro/20a2) }

where

-]

1
E (x) = fx-E exp(~-t) dt .

The average transmitted energy to noise ratio is defined as

y A 202 P R
a a O av

and using the average power constraint equation this beccomes
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TS 2
= e 00 t1+8 (——zcr" ) } 4+ ——-zro ? o - e /#a db
N R 1'2¢ 20 b
O av a a cro

The above relations have been evaluated numerically and the system
performances are shown in Figure 3.7 for rate expansions of 1.5 and 2.
Also shown is the error probability of a system using only rate control
(Cavers) with an expansion of 2. It is seen that the performance of
the hybrid system with an expansion of 1.5 is nearly equal to that of
only rate control (expansion 2), thus allowing the hybrid system to

closely approach that of one operating in a non-fading channel.

3.6 Conclusion

The results described in the various sections of this chapter
are presented together in this section. Of the three modes of control
described, hybrid control performs the best, and rate control is superior
to power control. The allocation of part of the transmitter's energy
to channel estimation in the receiver results in a scheme that obviates
_the need to assume perfecj:. tracking of channel conditions. Although
the hybrid system has been analyzed under this assumption, the bounds
derived indicate the limit of performance improvement that can be
achieved by using this mode of feedback control. Two other advantages
of channel estimation signalling are the realizabiltity of the system
with respect to round trip propagation delays and the inherent upper
bound on rate (and hence bandwidth) expansion as a result of the fixed

duration of the estimation signal.

In the section on rate control (3.4), a sub-optimal solution for
rate has been used. Additional performance improvement, with
corresponding bounds, can be achieved by a more suitable (optimum) choice

for the rate function. Tne perfonmances of the various techniques with
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the lower bounds on error probabilities have been shown in Figure 3.8

for the purpose of an overall comparison.,

Of existing data transmission systems utilizing pilot tone channel
measurement the AN/GSC-10 KATHRYN system is a variable rate data modem for
use on HF channels. Very simply, a channel measuring signal is transmitted
together with the information. This is used by the receiver to extract
phase and amplitude information about the channel which is then used to
phase correct the information component and implement maximal-ratio combining.
Also at the receiver, the channel amplitude measurements are displayed in
real time on a RAKE display. This display allows the operator to view
the characteristics of the ionosphere channel and select an appropriate
data rate. The KATHRYN is not a self-adaptive system in that the variation
of data rate depends upon human decisions. A rigorous theoretical analysis
of the system performance is not available. However, field tests have
been carried out to evaluate performance., Experimental results obtained
indicated that there is no clear dependence of error ;;robability on signal
to noise‘ ratio implying that additive noise is not the only contributor

to bit errors.

A similar pilot=tone adaptive system for HF channels has been
described by Betts. Here a limited number of frequencies are allocated
for a particular service. A pilot tone accompanying the data and a
further pilot tone on each standby frequency provide a monitoring of
the data channel performance and also advance information of the state
of another channel before a change of frequency is carried out. This
frequency management is carried out by the human operator and could
lead to a significant improvement in spectrum utilization. The prime
aim of the work on this system however, has been to confirm the validity
of the system for the estimation of data channel performance fram phase

measurements of an associated pilot tone. Phase perturbations of the

pilot tone are interpreted into a 'phase-error' by means of a time- <
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differential phase comparison with a locally generated reference. The
resulting phase-error rate is then interpreted directly as an error rate
associated with the main information channel. The result of a theoretical
analysis for phase-error probability is showm in Fig.3.8 as a graph
against average transmitted energy to noise ratio. A power advantage

of about 8 dB is obtained over a straight FSK system operating over

a Rayleigh fading channel. However, there is no significant increase in
the roll-off of error probability with energy to noise ratio, with the
result that the performance of feedback power control overtakes that of
this system at an energy to noise ratio of about 20 dB and an error

probabilty of nearly 10-3.

Lastly, a brief camparative study of Van Duuren's system is made.
This is a Isystem using error detection and automatic repetition of signals.
Here, when a character is received mutilated and is detected by the error
detecting device, a repetition cycle of four characters is started. The
transmission on the return circuit is interrupted for the duration of the
cycle and during that time four special signals (signals I) are
transmitted. Reception of the first signal I causes the transmitter
to emit a cycle of four characters starting wi;:h one signal I followed
by three characteristics from storage. These characters are a repetition
of the three preceeding ones. Error detection in this system is
accamplished by means of a constant ratio code. The performance of
the system has been analyzed for a number of channel conditions.
Of interest here is the model of fading adopted in this thesis. For
this, the error probability performance is shown in Fig.3.8. It is
observed that there is a 1 dB advantage over feedback power control at an
error rate of about 10_3. The roll-off of error probability is, however,
somewhat slower than that of power control with the result that power

control is expected to perform better for error rates of less than about

1074,
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CHAPTER 4

A NONSEQUENTTAL DECISION FEEDBACK SYSTEM

4.1 Introduction

A simple feedback technique applicable to short distance links
is proposed and analyzed in relation to Rayleigh fading channels. The
scheme, which matches feedback power control in performance, is character-
ized by ease of implementability and simplicity of operation. The
transmitter uses two level transmitted power controlled by receiver

decisions and is not required to be adaptive to channel conditions.

i
L

In section 4.5 is studied a feedback system which is, in effect,
a fusion of the above technique and feedback power control. Here the
transmitter operation is adaptive, with the feedback link carrying the

message estimate as well as the channel estimate from the receiver.

4.2 Problem fonmulation

The basic technique involves subtracting from the transmitter
waveform a signal which is the fedback message estimate from the
receiver. The difference is subjected to a gain before transmission
so that the transmitted energy is equal to that of a feedback-less
system, To the received sigﬁal is added the message estimate times
the transmitter gain thereby realizing an energy advantage. The scheme
is shown in Fig. 4.1 for an additive noise channel. Also shown is a
corresponding feedback-less system that utilizes thé same transmitted

energy.

The received signal in the feedback-less system is

£(t) =E* s(t) +n(t), O<t<T,
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so that the transmitted energy to noise ratio is E/No where it is

assumed that

v |
[ s2(t) =1,
(o]

The signal transmitted in the feedback system is
KE:;5 {8({t) = 8(E) } » O<E=<T?

where K denotes the transmitter gain and s(t) the fedback message

estimate from the receiver. Therefore, the transmitted energy, denoted

by EF' is given by

T -
E =K%E [ {s(t)-s() }dt
F o
where the bar denotes expectation over the error signal statistics. The
requirement of equal transmitted energies in the two systems is therefore
-satisfied if the gain K satisfies

-

i a
K=%'f { s(t) - s(t) }zdt} .
o]

The received signal is

f(t) =KE1;5 {s(t) -;(t) F+nlt), 0O0<t=<T,

To this is added the signal (assuming the receiver knows the value of K)

KE® s (t)



-

to yield

h(t) = KE;i s(t) + n(t), Ol re i

This signal is then processed for the message. It is observed that
an energy advantage of exactly K2 over the corresponding feedback-

less system is achieved if K satisfies the condition
K 3 l.

This feedback technique is applied to the problem of digital signalling
over Rayleigh fading .dlannels by means of orthogonal waveforms. The
system is designed to account for proﬁagation delays that are small

in comparison with the bit duration. A situation of this nature might
typcially arise in a single hop, low distance (ionospheric E layer),

HF link where the absence of specific antimultipath measures
necessitates pulse lengths in the 10 to 20 msec. range 70. The
technique can in fact find application in any situation involving

low data rate telearetry.
4.3 System description and performance analysis

A binary orthogonal signal set is used for transmission. The
receiver processes the received signal for a specified portion of the
bit length and generates an estimate of the transmitted hypothesis
using incoherent detection. This estimate is communicated to the
transmitter via a noiseless feedback link. At the transmitter, it is

subtracted fram the remaining portion of the transmitter waveform that awaits
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transmission, to generate an error signal. This error signal is then
subjected to a specified gain and transmitted. The total transmitted
signal on hypothesis Hi, i =0, 1, before modulation onto a carrier,

therefore is

E%si(t), O<t<Tl + A
g(t) ={ (4.1)

5 G
KE {si(t)~si(t)},Tl+A<t<T

where the average total transmitted energy over a bit length is constrained
to E, S5 (t) is the binary signalling waveform, gi(t) denotes the estimate
of s j_(t) that is fed back to the transmitter and K denotes the transmitter
gain on the error signal. Tl
generate the message estimate, T the overall bit length and A represents

is the time taken by the receiver to

the sum of the forward and feedback propagation delays with A < T. For
the purposes of signal design and detection the following orthogonality

conditions on the signalling waveform have been imposed:

L

1
fosl(t) s,(t) dt =0
T
fo s, (t) s (t) 4t =0
and
T, + A
=0

_{0 sy (t) s (t) dt
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with
7
[o s;2(t) cosw tdt =1, i=0,1
T, +4
ad | s;%(t)cos®u t dt , i=o0,1
T
and
L]
on & [ s;2(t)cos?u t dt , i=o, 1
o

where w " denotes the carrier frequency used for the double sideband

suppressed carrier amplitude modulation of the transmitted signal.

The system operation is shown in Fig. 4.2. Under the assumption

of slow nonselective Rayleigh fading the received signal is

f(t) = a,9 (t) cosmot + axg(t) s:i.nmot + n(t),

0 < <7 (4.2)

with g(t) given by (4.1). The fedback message estimate is the ocutput
of the incoherent detection process on the received signal in the interval

(o, Tl) with the associated probability of error denoted by P..

The
e
transmitted energy, denoted by EF is
T, +A 5
= 2
E.=E [ s2(t)vos®ut
e]
i " 2 2

. ) = 3

+K%E f{si(t)_ si(t)} cos wot dt . (4.3)

i A
'll+
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The second term in (4.3) is evaluated on either one of the transmitted

hypothesis since both are equally likely. Thus, on hypothesis Hys the

second temm is

T .
RBE [ {s;(t) =8, (t) }? cos?w t dt .

Tl+ A

Assuming that the receiver has made a correct decision makes this term

zexro. In the case of an error,occurring with probability P., the term

e
is

K2E

H—1

’ - 2 2
+{ Sl‘t) so(t)} cos mot dt
1 A

= ZI{ZE (l - U.) .
Hence the average value of the second term is

2K?P,E(1 - a),
e

so that the average transmitted energy is

EF = oE + 2K?P.E(1 - a)
e

which when constrained to equal the energy E of the equivalent feedback-

less system,yields

K = 1/(2p,) % (4.4)
e

An expression for P, can be obtained by noting that a.denotes the fraction
e .
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of the total transmitted energy used by the receiver to generate the
message estimate for feedback. And since this is an incoherent

detection process the error probability is given by

B (2 g ) (4.5)
e

where the total transmitted energy to noise ratio is

= 2
Y = ZUa E/No‘

Therefore, fran (4.4) and (4.5)

K= (1-rX&m)% ; (4.6)
2

which determines the transmitter gain.

In the main decision portion of the receiver a locally generated
signal is added to the received signal A seconds after the estimate
for feedback has been generated. An assumption is made here that the
receiver makes a perfect estimate of the channel processes in the interval
(0, Tl + A). The subsequent main receiver decision, however, is
incoherent and does not depend upon this assumption, which is used solely
for the generation of the appropriate local signal for addition. This
signal is

n(t) = alKE% éi(t) cosu t

+aKE? 3, (t) sing t, T, +4<t<T,

which when added to the received signal f£(t) (4.1 and 4.2), yields
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X 5 e
alb si(t) coswot + a2E S5 (t}smuot

h(t)= { +n(t),0<t<'1‘l+ﬁ
: } -
alKE S; (t) coswot + azKE: si(tJ smwot
+ n(t), Tl+a T K K

Finally, h(t) is incoherently detected for the transmitted hypothesis.
It is noted, fram h(t), that in the interval (Tl + A, T) an energy

advantage of K? over a feedback-less system (K = 1) has been achieved.
The overall energy advantage, denoted by F, over the interval (O,T) is

easily seen to be

F = {K(1 - a) + a}? : (4.7)
and using (4.6) in (4.7) yields

F={0+ 397 1-a +a)2 (4.8)
The probability of error of inéohe.rent detection is therefore
B =(24 B (4.9)

Minimum error probability is achieved by maximizing F with respect to a.
This is done by first expressing o, in terms of o and some measure of

delay. From the definitions of a, and o is defined the quantity



L g

T. +A
£, Aa=—a, = f + siz(t)ooszmot dt (4.10)

i |
as the fraction of the total transmitted energy that, owing to non-zero
delay, oould not be utilized by the receiver in generating the message
estimate for feedback. Although this definition does not strictly
specify the amount of fractional round trip delay in the link, it avoids

the problem of specifying actual signal shapes (section 4.4).

Use of (4.10) in (4.6) and (4.8) yields
K=(1+) (@-¢)) (4.11)
and
F=(1+) (a -eA)}’i @ =0} +a)? (4.12)

which latter is maximized by setting

solving for the optimum o and verifying the negative second derivative. This
turns out to ke quadratic in a and the solution is shown in Fig. 4.3

for parameter values of €, = O (corresponding to no delay), 0.1 and 0.2.

A
Use of these optimum o in (4.11) yields the optimum gain required at the
transmitter and this is also shown in Fig. 4.3. The resulting minimum
error probability is evaluated by using (4.12) and the optimum o in (4.9).

The performance is shown in Fig. 4.4 along with the performances of

feedback power control and orthogonal signalling without feedback. It is
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observed that the scheme campares well with feedback power control up to
energy to noise ratios of about 18 to 20 dB. Also shown in Fig.4.4. are
the performances of Van Duuren's and Bett's systems. Van Duuren's system has
an advantage of about 1 dB at an error rate of 10_3 and an energy to noise
ratio of about 20 dB. This advantage is maintained at higher energy to
noise ratios.
{1.4 Signal Design

To camplete the system specification an example signal design is
worked out here. Fram the previous section the conditions imposed on

the transmitted signal are

T
£ Sl(t)so(t) dt =0 (4.13)
*
fosl(t)so(t) dt =0 (4.14)
and T1+‘3 i
£ s, (t)s_(t) at = 0 (4.15)
with 'f s,2(t) cos?u tdt =1, 1=0, 1, (4.16)
(¢]
Tl*‘“ s,2(t) cosZu_t at A o, i=0, 1, (4.17)
(o]
=5
[ s;%(t) cosu t dth a,, i=0, 1. (4.18)
(o]

It is understood that the conditions (4.13) = (4.15) contain carrier
frequency temms within the integrals but that these have been neglected
since they average to zero under the assumption that there are an integral

number of carrier cycles within the respective time slots.

The signal design then proceeds as follows: given the optimum a,

delay measure ¢, and the signalling period T, find a signal set that

A
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satisfies the six conditions (4.13) - (4.18). An immediate choice

for the signal set is

sl(t)=Asinwt
p sk <7

So(t) = A cos wt

where A and w are respectively the amplitude and angular frequency to be

determined. This signal is now tested for the six conditions:

Cond. 4.13
L a2 T
6{ s1(8) s,(t) at =3- [ sin 2ut dt
_a? ;
i {cos 2uT - 1}
=0
"Hence i

m=£:ﬂ:, n'_‘-o’l'z' Gt

and the frequency

f =-2-TF = %‘ r n= 0; l' 2' e
Cond. 4.14

Tl L

[ s(t) s (t) at = 75~ {cos 2uT, - 1}

n
=
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which yields

W =%‘,‘-‘i ,m=0, 1, 2, ~—
and

f = 'r'[:lz-:_["I r m= 0 r l' 2, e
Cond. 4.15

In a similar manner

Cond. 4.16

T
siz(t) Ooszmot dt = A2 [ sinut coszu}ot dt
0

o —H

which, using cond. (4.13) and the fact there are integer carrier cycles

in (O, T) yields

2
A = -
7%
Cond. 4.17
Tl +A ; Tl'hi
[ sj2(t)cos?y t dt =5 [ sinZyt cos?y t dt
] 0
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which with integer carrier cycles in (O, Tl+a) yields

Tl + A = oT
and
Cond. 4.18
similarly yields

Tl = o Ty

which, fram (4.17) and (4.18), is

™
I
H|e>

implying thereby that for this choice of signalling waveform the quantity
€, represents the actual fractional round trip propagation delay. The
signal frequency, fram (4.13) - (4.15), is given by

i‘ﬁ= S = 2(Ti+a) v i M=, 1, 2, e 8 16)

1

e

Use of (4.17) and (4.18) in (4.19) yields

j=na. (4.20)
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The integers j, m and n are therefore chosen to satisfy (4.20) and the

frequency is determined from (4.19)

To summarize, the signalling set is given by

2
Sl(t)m;%—coshft, < Eied

S(t)z'—z‘ sin 2nft, OD<t<T
o o

where f is detemmined from (4.19) and (4.20) and the time slots Tl and
Tl+ A fram conditions (4.17) and (4.18). The carrier frequency is

simply chosen to be an integer times the frequency of the signal set.

In conclusion, therefore, a simple signalling scheme has been
suggested for use in a feedback communication system which relies on the
transmitter's knowledge of the receiver estimate of the transmitted
hypothesis. Transmitter operation is st.atic in the sense that it does
not have to modulate any of its parameters fram bit to bit. This is an
advantage (in terms of implementation) over feedback power or rate control

Cas learning of the channel state is confined to the receiver.

4.5 Conclusion

This section concludes the chapter and the theoretical portion of
the thesis by briefly investigating a feedback system which uses a
canbination of feedback power control and the technique of message
estimate feedback studied in this chapter. Although no numerical results
are presented, intuitive arguments indicate for this hybrid system, a
performance that exceeds that of either one of the two techniques used

singly.
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The system is adaptive in that the channel gain is fedback to the
transmitter along with the initial receiver estimate of the transmitted
hypothesis and is used to optimally modulate the transmitter gain K,
This is equivalent to modulating the energy content in the transmitted
signal over the interval (Tl+ A, T). The signal transmitted, before

modulation onto a carrier, is, as usual

%
E si(t) " 0<t<Tl+a

g(t) = {

% i, A
E* K(B) |s; (t) s; (®)] T, +A<t<T
where the transmitter gain K has been made a function of the squared
channel gain. It has been assumed for convenience that the receiver
is able to track channel variations e}iactly. Following the analysis

in section 4.3 the instantaneous transmitted energy is

Ep = E{a + 2K2(B)P.(L - a)}
e

which when averaged over the statistics of the channel variable yields

By = E

E{a + 2 KZ7(8) P,.(1L - a)}
e

so that

Il

KZ(8) (2P.)

The signal to be finally detected by the receiver is, fram page 71
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5 y .
alE Si (t)OOSth + a2E s; (t}smwot + n(t)

h(t)= { Oct<Tl+L\

alE%K(B)si (t)ooswot E aZE%K(B}si (t)sinwot + a{t),

Fie A& < TP

This is incoherently detected.From page 15 of chapter 2 the conditional

probability of error given the channel state g is easily shown to be
P (b) =% exp (= 57— {K(b) (1= a) + )2 D),
The average error probability is therefore

e
P B(b) PB(b) db.

v )
1]
Il
ﬂd
O 8

This is to be minimized to determine the optimumK (b) subject to the

constraint

KZ(8) = [ K2()p, (b) b = (2p,)7
[o] e

The above two equations are adjoined with a Lagrange multiplier and
differentiated to provide the optimum gain function. This yields

the transcendental equation

A
-4-ﬁ;bexp( l 2(b)b) = ' ¥ K (b) (K (b) = a)
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where
' K (b) =K(b) (L -a) + a

and A is the Lagrange multiplier determinable fram the constraint
equation.

These equations are not evaluated here but the form of the last
equation suggests an optimum gain function that varies in a manner
similar to that of the variation of optimum energy division derived
in section 3.3 of Chapter 3. A rough lower bound on the error
probability is observed by noting that only part of the transmitter
energy (that contained in the (Tl + A, T) interval) is modulated by
feedback. This implies that the signal to noise advantage of this
hybrid system over one without feedba_c:k must be less than the sum of the
advantage obtained in section 4.3 (Fig. 4.4) and that obtained by using
feedback power control assuming perfect channel tracking (page 44,

Fig. 3.3).
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CHAPTER 5

SYSTEM SIMULATION

5.1 Introduction

An analog camputer simulation of a feedback communication link
is described in this chapter. The system simulated has been studied
in Sections 4.3 and 4.4 of Chapter 4 and a camparison between

theoretically predicted and experimentally obtained performance is made.

5.2 Brief System Description

A Hybrid-48 analog camputer was used for simulating the system
shown in Figure 5.1. This system is identical to the one shown in

Figure 4.2 with the receiver and fading channel shown in schematic.

A slow Rayleigh fading channel was simulated by multiplying the
transmitted signal and its quadrature camponent (90° phase shifted at
the carrier frequencf) each with one of two independent zero mean
gaussian noise processes that were sampled and held at the bit rate.
The resulting signal processes were then added together to simulate

‘a Rayleigh faded signal p;:ocess with the fading constant over each bit

but varying from bit to bit.

The receiver, being the usual correlation-squarer receiver for
orthogonal signals, was built using multipliers and integrators. Owing
to a limitation on the number of multipliers available on the canputer
eight multiplier circuits were built and externally linked with the
couputer.

Sinusoidal information and carrier signals were provided by two
variable phase oscillators. Bit and phase synchronization between the

receiver and transmitter were assumed. All timing and logic waveforms
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were derived fram the camputer to control the track-store (sample
and hold) amplifiers, reset the integrators, gate the signalling

waveforms and to perform the intermediate and final decision operations.
5.3 Choice of Operating Parameters

A typical bit length of 10 msec was chosen. The simulation was
carried out for a delayless (Eg = 0) and a 10% (e:A = 0.1) delay
situation. For each signal energy to noise ratio, the optimum system
parameters, i.e. transmitter gain K and energy fraction o were determined
fram Fig.4.3 for both delay situations. These optimum values were then
used to determine the optimum signal parameters, i.e. signal frequency
of £ and T, the time taken by the receiver to generate the feedback
'decision. For convenience, though, sub—optimum approximations for a,

f and Tl were used, Table 4.1 lists the various parameters and their
approximations used in the simulation.
5.4 Results

Same typical signalling waveforms are shown in Figures 5.2 = 5.7.
The top waveform in all the pictures indicates the periodic (0,1) binary

transmitted information.

Fig.5.2 shows the transmitted message signal, without the carrier,

in the interval (O, Tl) .

Fig.5.3 shows one gaussian camponent of a simulated slowly fading

Rayleigh channel.

Fig.5.4 shows the total transmitted signal before modulation onto a
carrier. The absence of the larger sine wave (K times the

smaller one) indicates where the fedback decision at time Tl

fram the receiver is correct.
Fig.5.5 shows the received signal and the effect of Rayleigh fading.

Fig.5.6 shows a typical modulated signal used in the receiver for

correlation detection.



1°% JT4VIL

K=

%9°¢C £ OL°C| 61 9%%'0|G8° € G8e’'0 o'y 61
Ly 4 4 TS T | 6C CH°0(G9°¢€ GeE'0 8°€ Cv'81
i LL Ze ¢ | 19 9C% 0| ST € G6E°O £%E L1
80°¢C £8 G1°Z | 89 9%°0[98°C %0 (4 ol = 91
68°1 | ost | 0°z| oot v O0CHE $°0  lconrolcscz y o v gov'o | L2 LL 9T
A/ | 08€ 6%°1 | 0OTE 870 T°C t7°'0 T &1
VE A 2¢°1| 009 C'OlSL'T ¥92°0 R 01
Z6°0 0021 | 96°0| 060T SIS0l %'1 GGCv'0 9% 1 L
UOT3B[NWIS “oosu
ut ZH UOTIBTNWTS < *» N ap R
10119 10119 UOTIBTNWIS |UOTIRTNWES % |uoyjenuis [uor3jeTNUTS
x joroN| x | 3o'oN pasn L5 ur pasn 3| ur pesn | N u pasn 1 uy pesn J | ur pasn Yo
v3 v3
H.O = 0.0 =




b
-2
O
N




LM
LO
>
L




and finally
Fig.5.7 shows the receiver message output.
Error probability measurements were made by counting the number

of errors in a stream of 104 bits. The results are shown in the last

four colums of Table 4.1. It is noted that there is a general

agreement with the theoretical results in that a definite advantage

over corresponding feedback-less systems has been established. The results
given in Table 4.1 are plotted in Fig.4.4. The divergence between the
simulation results and the theoretical error rates, however, can be
attributed mainly to the fact that sub-optimum values of a and ‘I‘l were

used in the simulation.



S

CHAPTER 6

CONCLUSION

Two different modes of feedback control of digital cammunication
systems operating in slowly fading environments have been studied
in this thesis. The first method centres round informing the
transmitter of channel conditions as estimated by the receiver. The
transmitter then proceeds to modify the transmission power and/or rate
accordingly. The second method utilizes the feedback link to
canminicate to the transmitter an initial message estimate fram the
receiver generated over a part of the signalling interval. The
transmitter then transmits, over the rest of the interval, either no
more energy or a signal with increased energy, depending on whether

or not the initial message estimate was correct.

The first method, and particularly feedback control of
transmission rate, results in systems that are superior to optimum
dual diversity and fourth-order diversity systems. An interesting
feature of these feedback systems is that some of the transmitter
energy is devoted to a reference signal that is used for channel
estimation. The second feedback technique, although not as good in
performance, is very simple and easily implementable. This is
because the system is not required to be adaptive to channel conditions.
An analog camputer simulation of this system indicates a definite
improvement in performance over a feedback-less system. And finally,
a system has been briefly described, which is based on the second
feedback technique and which uses, at the same time, feedback control
of transmitted energy. This is intended for situations where control

of rate is not possible and promises enhanced performance approaching
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that of rate control.

An unavoidable drawback in any feedback communication
system is the round trip propagation delay. The presence of delay
places restrictions on the use of feedback systems. Consequently,
the systems described thus far in this thesis are usable only for
short distance ionspheric communication links where the magnitude
of propagation delay is smaller than the duration of the signalling
.bit. For longer distance links, where the delays encountered are
larger than the bit durations, a slightly different approach to the
feedback problem has to be adopted. Here, the receiver is required
to predict the channel state, using observation of the received signal,
at a time removed fram the final aobservation instant by an amount
equal to the propagation delay. To make a predicted estimate the
receiver needs to know the second order statistics of the channel.
The predictor would take the form of a Wiener filter under the
assumption that the channel processes are wide-sense stationary.
This would bring into the picture the autocorrelation of the

-

" channel processes.

In the channel estimation signalling system studied in this
thesis a filtered estimate of the channel was made on the basis of the
observation of the received signal during only one bit. All prior and
subsequent bit decisions are independent of this estimate, with the
result that knowledge of the channel autocorrelation is not needed.
However, the filtered estimate would be better if observations of the
received signal are made over a longer period. This applies also to
the predicted estimate. And for situations where the delay is larger

than a bit duration it is not necessary to transmit a separate pilot
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tane channel estimation signal. Orthogonal signalling can be used
with the channel estimate derived fram a decision directed channel
measurement process. This is because the quality of the estimate
fram decision directed channel measurement is better than from channel
estimation signalling which is used only for the purpose of generating
an estimate before the transmitter transmits the information. In view
of the above arguments the assumption of slow Rayleigh fading is no
longer necessary and the proposed analysis can be used to study the
more realistic situation of time-selective fading wherein distortion

of the transmitted signal over one bit occurs.

Having extended the forward channel fading model to a rather
more generalized situation, it remains to examine the effect of
feedback channel noise on the performance of feedback systems. In
carrying out this analysis it should be kept in mind that the most
realistic situation is one in which the feedback situation is one
in which the feedback channel is, like the forward channel, subject to
fading. However, one method of protecting against feedback noise
would be to quantize and code the information to be fed back. In a
rate control system for example, this would lead to discrete changes
in rate at the transmitter which would therefore be more easily

implementable than continuous rate control.



= Gh e

APPENDIX

Fram page 31 the conditional prabability to be evaluated is

~

e i -~
Pa a—Prob. M, +M, <O [al, a, )
i Lt
where
M, = a,(a;E* + .{. n(t) s(t) cosw t dt),
m
~ % T
Ho= a2(a2h + {‘ n(t) s(t) sinu t dt)
m

and the channel estimates are given by

1
~ " % m
a, = G(a]_Em + fo n(t) s (t) cosw t dt)
and
T
-~ % m :
a, = G(agE * + £ n(t) s_(t) sinw t dt).

A new set of variables and their functions are now defined as

X, = a
X, = M/a
x3=52
X, = M/a

4 i
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and
Y, = X
Y, = XX +XX,
Y3‘ = X
Y, =%

Using these the required conditional probability can be expressed as

P°. . =Prob.(¥, <0 |¥,, Y.).
2 1t '3
al,az

From Baye's theorem on conditional probability
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where p denotes probability density function.
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dY4dY 2 (Al)

Invoking a theorem on the joint probability density function of functions

of randam variable57 1(patge 329) leads to

-1
Py 4(xl,...,x4){J(xl,...,x4)}

l,...,Y4(Y1'°'*'Y4’ = Py

l;-.-,x

(A2)
where

ayl ayl
axl a_x;

J(xl,...,x4) =
g 3y4 8y4
3"1 E

Since the variables (X,, ...,X 4) are all gaussian with zero-mean their

joint density is gaussian with

2 = 2 = 2 2 2
Xl X3 G (ca Em +NO/2) Ao (A3)
o R, AL
X5 X4 caE+N0/2
XX =XX = X. X =X X =0

3 3 274 14 2.3
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Setting up the appropriate joint density of (Xl,... ,X4) in (A2) leads to the
joint density function of the variables (Yl... ,Y4) , which is used in (Al),
noting that the joint density of (Yl,Y3) is gaussian, to yield

P, . omerfo (X (2 +y )Y

D
a, sa, (1-u)

where p and ¢ are specified by (A3) and (A4) and

erfc(z) = (2m) " [ exp(-t2/2)dt.
Z

In the above equation for the conditional probability it is noted that
2 A
(Yl * Y3 ) =V,

the estimated channel gain, so that the conditional probability can

be expressed as

PF . =P .00,

ajsa, v
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