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Over the past few years the stepping motor has been the 

subject of detailed study by manufactvrers, users and research 

workers. This interest arises from the rapidly increasing 

demand for digital actuators, particularly in the machine tool 

and computer peripheral industries. The optimal control of a 

stepping motor is expected to play an important role in producing 

high performance positioning systems for these and other types of 

applications. Therefore the object of this thesis is to study 

some of the protlems facing the systems engineer who has to design 

this type of systex. 

After a general introductory chapter which reviews selected 

topics thought to be directly relevant to the production of an 

optimum systen the work falls, broadly, into two parts. 

ters 2-4) presents a method of nodelling 

  

The first part (c¢ 

stepping motors in terms of electrical ard megnetic equivalent 

circuits. ‘Exact’ and simplified models for a permanent magnet 

motor are presented, and simple lineer end non-linear models sre 

used to thearetivelly optimise the input varizbles. 

"ne second part (chapters 5-6) is devoted to the drive circuit 

and the control of stepping motors. A thyristor inverter circuit 

is presented, which could pos_ibly be used to drive e power 

stepping motor, end which can be reedily ured for closed-loop 

eontrol of the machine. Optical and electronic methods of phase 

angle control are discussed and a digital method of accurate ohase 

angle control is developed. Finally, a computer controlled 

stepping motor drive syste; is described in which the computer is 

able to delegate various duties, Particularly the inportent 

function of switchirg in an optimal way to a sixple sualler local 

controller.
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NTRODUCTION 

1.1 The “tepping Motor. 

The electrical stepping motor can be defined as an incremental 

actuator which converts electrical pulse inputs to mechanical output 

motion. Other fornus of stepping motor include hydraulic and 

pneumatic types and the motion of any of these types can be either 

rotary or linear. Of the various types of steoning notor** the 

electrical rotery type is by far the most common and is the type 

considered here. The two main variations of this type of machine 

(excluding solenoid ratchet types) are, 

(i) Verieble reluctance (vR) 

and (ii) Permsnent magnet (Pk). 

4 is referredto, nuch of the Although a permanent megnet type? 

work to be presented here can be applied to both types of machine. 

The electrical pulse input to the machine is applied by 

energising and de-energising successive pheses of the motor in turn. 

Operation is bi-directional and reversal of direction is obtained by 

reversal of the sequence of phase energiscation. 

Generally a constant angular displacenent is produced by each 

input pulse end any errors at each step are non-cunulative. This 

makes the machine en excellent device for use in position control 

systens. Positions can be controlled within an accuracy of a few per 

cent of one step simply by applying te correct number of pulses. 

The resulting simplicity of a system which requires no position 

measuring equipzent nakes the stepping motor an attractive possibility 

for many epplications. 

Although the history of stepping motors can be traced back to 

the eerly 1930's it was some 30 years or so later that interest in



these devices began to become significant. This was mainly because 

of the development of the transistor, end since then the nunber of 

publications about stepping motors has increased rapidly. The growth 

of application in machine tools and leter in the computer industry has 

8.stained this interest. 

In 1970 the narket for stepping motors was described as snall, 

specialised but expanding and according to the BRA was estimated at 

19,500 motors (up to 0.075 iow) worth £350,000 for 1969, with en annual 

growth rate of more then 20% and served by at least 14 suppliers in 

the UK, though at the tine the market was suspected to be greater than 

this’, 

In 1973 however, the ERA estimated an ennual growth of 15% 

(industrial sources indicate it is greater), but the number of suppliers 

had increased to 43. 

With increasing interest and demand it appears that for a number 

of years the future market for stepping motors will be one of continued 

rapid expansion. 

1.2 Background to the Project. 

At the commencement of this project in October 1970 the general 

area of digital control of electricel machines was considered. 

Although very little wes known about stepping motors at that time, an 

initial study of existing literature indicated that there was 

considerable scope for 2 project on this subject. 4 further thorough 

search of the literature confirmed this. It appeared that further 

work which would make a contribution to the role of the stepping motor 

as an element in high performance positioning systems would be most 

useful, and this became the main objective of the research programme. 

Apart from review and introductory type of articles the litereture



dealt mainly with the following technical problems:- 

(i) Modelling end simulation;- Existing models are surveyed 

in Section 2.1 

and (ii) Computer controlled and closed-loop operation;— Notably 

the work of Fredriksen?1?20144145»46,47 dominated this topic. 

Despite the amount of existing literature, to deduce that these 

areas were adequately covered would have been to under-estimate the 

importance of these topics. 

It was felt that existing models were somewhat idealised for a 

machine of this type, and if a simpler closed-loop technique could be 

found this might enhance the possibilities for closed-loop control. 

A further area that had barely been touched dpon was the subject 

of the optimal control of stepping notors‘®, This subject can devend 

heavily upon the above two topics and upon other aspects that will be 

outlined in Section 1.6. A future trend for high performance systems 

is likely to be towards ‘optimal control'. To study the feasibility 

of 'optinal' systems for a particular application it is necessary to 

know the difficulties and the methods available to control the motor 

in en optimum manner. 

An savertination of the areas of work relevant to the optimal 

control of a stepping motor was taken up as the metuod to achieve the 

main objective. 

1.3 Defining an Optimum Systen. 

A wide range of problems can confront the engineer who wishes to 

obtain a suitable stepping motor system which is optimum for his 

application. 

It should ve stated at the outset that this work cannot provide 

a complete solution to such problems. It does not attempt to present
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a formula or procedure from which an engineer using a particular 

index of performance can arrive at the optimum type and size of motor, 

details of the optimum drive circuit or the optimum configuration for 

the overall systen. 

If this were possible the engineer may still have the problem 

of defining his index of performance. In a general form this would 

be very complicated, being a function of several variables such as 

overall cost, motor size, maximum torque, maximum speed, power and 

settling times under various conditions. It would also include more 

abstract factors such es accuracy, reliability and degree of resonance. 

Clearly this is virtually an impossible task. 

Tne problem is better tackled by the engineer who is familiar 

with the requirements for the application. ue can use a knowledge of 

stepping motors together with certain available techniques to arrive 

at a solution, 

The work therefore attempts to examine areas which are thought 

most relevant to the optimal control of stepping motors and in which 

further work might help in some way to inspire a solution to the 

control problen. 

The work is not confined to one particular application and so 

‘optimum' can only be defined here as that which best meets the users 

requirements. To attempt to define it more closely would only add 

to the misuse that the word alresdy receives. 

The requirements dealt with however are those which are likely 

to be useful for a wide renge of high perforuance applications. 

1.4 Selectin: an Optinal systen. 

selecting the optimal system is often reduced to the selection 

of a suitable motor and drive circuit from manufacturers stock items 

and-is based upan the ability of the engineer to natch system require-



ments with manufacturers data. Provided the systen meets these require- 

ments it is accepted to be optimum since no further effort is werranted, 

irrespective of whether other systems could prove to be ‘better’. 

Although this may seem a straight-forward matter, it does not always 

provide a satisfactory solution end the system selected may not meet the 

users requirements. The ceuse may have been the mis-interpretation of 

data or simply by having considered the motor completely separate to the 

drive circuit. The two are closely inter-dependant. 

The fact that stepping motors are not yet widely understood accounts 

for some of the difficulties. 

Another cause of difficulty in system selection is that manufacturers 

fe: data is not standardised’. The tezm stepping motor has been used here 

since this seemsthe most likely term to be edop.ed in Britain, but even 

this is not yet standard and the device is often referred to es a stepper 

motor or just a stepper. 

A common criticism amongst users is a lack of data on the part of 

the menufccturer. On the other hand the users of a particular motor 

could be operating under hundreds of different sets of conditions and it 

is difficult for the manufacturer to supply data to completely cover ell 

these cases. Nevertheless, without complete data relevant to the users 

operating conditions there will be uncertainty about the system being 

optimun. 

This situation is nore ecute for stepping motors then for most 

other types of electrical machine. It is not 4 simple matter to predict 

the effect of a change in load inertia, current or stepping freaue.cy 

upon the torcue developed. 4n approximation for the charecteristics 

under steady state stepping conditions cannot be estimated by using a 

few simple formula. Even so, the estimetion is
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no more difficult than that of the transient response of more 

conventional types of machine. 

If important data is not available then either the manufacturer or 

the user must be prepared to investigate by experiment or by modelling 

studies. 

The synthesis problem - ‘What motor and drive circuit best gives 

the required performence! is not tackled directly. Selecting the optimun 

system is essentially an iterative procedure consisting of the prediction 

of performance that can be obtained by va:ious motor-drive circuit 

combinations until the system requirements are met. f 

This may seem a lengthy process but may be aided by initially making 

certain approximations, as may seem necessary, in the prediction of 

performance’. This may yield en acceptable solution to the problem very 

quickly. 

The more st-ingent the requirements and the higher the demanded 

performance, then the greater the difficulty in finding a suitable solution. 

For instance, a stringent control policy may require closed-loop control, 

or even computer control, with perhaps the use of adaptive control 

technigues, A more accurate model, special manufecture of e machine, 

or special drive circuits may be necessary. 

An important matter to be established is whether the stepping motor 

with its digitsl compatability, open-loop simplicity yet with fest slewing 

capsbilities (particularly «hen in e closed-lsop) is the most suitable 

choice. If there is any doubt other possibilities should also be 

considered. 

For a majority of present applications the optimum system may be found 

by the procedure already outlined. Whilst these can present some 

difficulties it is usually possible to find an acceptable solution. 

For the rexaining applications some of the above considerations will 

be necessary and these will be dealt with further, in the following sections.



1.5 Survey of Literature. 

A literet.re survey is given, where appropriate, in cach main 

section end the resulting list of references thought to be most 

relevant to this work is given in Section 9. If required, a more 

comprehensive bibliogrephy may be used for +eference. 

As was indicated in Section 1.2, a reusonable amount of 

litercture has been available though many of these have been review 

and introductory types of articles for the growing numbers of engineers, 

and others, requiring some familiarity with stepping motors. During 

recent years there has also been a growing number of engineers 

requiring more specialised kmowledge in this field. 

This fact has been recognised by the recent organisation of 

conferences held specifically for this subject, in the U.S.A., by the 

University of Illinois in 1972, 1973 and 1974, and later in Europe, 

in 1974, by the University of Leeds, Sngland. These are now inter- 

national events to be held annually and have started to produce a 

growth of litersture that the engineer with e nore Specialist interest 

can refer to, or contribute to. 

This recent 'explosion' of interest later confirmed the initial 

indications of considsrable scope for 2 project on this subject. 

1.6 Objectives of the Project. 

In Section 1.1 it was stated that the main objective was to make 

a contribution to the role of the stepping motor,as an element in high 

performance positioning systems. It was also stated that the method 

of reaching this would be by investigation of areas of work relevent 

to the optimal control of a steoping motor.



  

Consideretion of the outstanding problems led to other objectives, 

as follows:- 

(i) Modelling:- In order to effectively control a stepping motor, the 

dynemics of the machine should first be fully understood. It is foreseen 

that future work in this field could use adaptive control methods which 

may depend heavily upon an accurate model. For these reasons, an initial 

objective was to arrive at a satisfactory mathematical model of the machine 

which would adequately represent its performance over a wide range of 

opersting conditions. These include operation at different levels of 

Saturetion and trensient conditions. 

(ii) Input Optimisstion:- In a prectical system constreints are present 

a) on the level of available forcing (i.e. voltege) ana b) upon the 

extent to which the machine can be forced. (i.e. texzperature, aechenical 

consider: tions). The effects upon tenperature rise die to various types 

of forcing should therefore be corsidered. If maximum torque, subject 

to a given value of losses is used as an index of performance, a 

sinusoidal voltage wevefora might eppear to be the optimum choice. 

the simplicity resulting from using forcing function signels that have 

been derived digitally would usually impose the restriction of a pulsed 

supply. Another objective was therefore to establish the conditions 

to give meximum torque subject to fixed losses when the machine is 

operated from both sinusoidal and from pulsed supplies. 

(411) Drive Circuits:- When operated from a pulsed supply the pover 

requiresents of not stepping motors can be handled by trensistors am 

this is the standard uethod used. Saiteble drive circuits for applications 

involving large stepping motors, and in cases where considerable forcing 

is to be used, ere not sufficiently developed and the thyristor may then 

he a more suitable device. A further objective wes to develop a drive 

circuit that would be suitable for stepping motors. 

(av) Closed Loop Control:- Hsteblished methods of closed-loop control
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give control oi torque and not control of speed because they do not 

accurately control the ‘phase angle’ and would become complicated end 

expensive if adepted to do so. A closed-loop method that will give close 

control of the phase angle would find spplicetion in many optimal systems 

especially if the method were relatively simple. Another objective wes 

therefore to esteblish such e method. 

(v) Optimal Controller:~ The final objective was to develop a bang-beng 

type of controller, capeble of optimum switching from meximum acceleration 

to maxizum decelleration, for time optimal control. The controller being 

designed to adjust the control action for a varying load. 

The most basic of the ebove objectives is the modelling of stepping 

motors which is the subject of Section 2. The aim was to produce an 

electrical equivel.nt circuit model thet could be used to predict the 

machine performence over a wide range of opersting conditions. Such models 

are commonly used by electrical engineers throughout industry ex a 

convenient method of analysis. Linear end non-linear versions of the 

equivalent circuit model were then used, and described in Sections 3 end 4, 

to maximise the torque by controlling the input voltege. 

Section 5 describes the type of drive circuits that were used and 

the additional data and’ equipment that was required to achieve closed-loop 

control. Finelly Section 6 describes how an optimal controller is designed 

and used in a practical systen.
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2. EQUIVALENT CIRCUIT MODELS FOR A PPING HOTOR 

  

2.1 Introduction 

An early attempt to define a transfer function for the stepping 

motor was made in 1961 by O"'Donahue” and the model proposed was 

equivalent to a second ae linear system. This enabled the machine 

performance to be compared with the type of system familiar to the 

control engineer. Such a simple model is useful for preliminary study 

although it does have many limitations. 

Alternative maiels heve also been derived, generally by using one 

of the following approaches:— 

(i) Although it is recognised that the machine is non-linear the previous 

approach is still persued and machine performance is approximated to that 

455 dependixg upon the of a second or third order linear system 

assumptions made. Multi-step operation of the machine is modelled by 

storing values of angular velocity and position at the completion of each 

step and these are used as the initial conditions for the following step, 

when the psitional error has been updated. This can be done by using 

either analogue or digital simulation methods as described in the 

literature’? ’. 

(ii) The machine is regarded as non-linear in that the torque is 

expressed as a sinusoidal function of position. This results in a 

second order non-linear differential equation and the phase-plane is a 

ted to inulti- 

8,9,10 

  

convenient method of analysis. These techniques can be ap 

step operstion and have siso been described in the literature 

If winding inductance is not negligible (or if a switched current source 

cannot be assumed) the phase plane method is not applicable and the 

analysis is consequently nore aifficuit 

Unfortunately, the sinusoidal form of the torque characteristic is 

not the only non-linearity present in the machine. One recent modelo? 

does include some harmenics but it would be useful to have available a 

model which could account for saturation and armature reaction.
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With the increased stepping rates which can now be achieved 

consideration must also be given to the iron losses within the machine. 

The increasing demands upon stepping motor performance require 

not only more sophisticated control techniques but also an accurate 

model for use in the assessment of the control method, and the machine 

parameters. 

These machines are broadly classified as either permanent magnet 

or variable reluctance types, but there are a number of different 

versions of each and even some 'novel' machines which may be classed as 

stepping motors. In proposing an equivalent circuit model no attenpt 

has been made to cover 211 types, however the general procedure outlined 

can be readily applied to any electromaguetic configuration. 

The structure of any model can be derived by study of the magnetic 

circuit and it is the aim of this section to demonstrate the importance of 

this approach for developing suitable equivalent circuit models. 

The field of usefulness of the model may be extended to the 

prediction of the single step response, the multi-stepping performance 

in terms of pull-in and pull-out frequencies or other possible 

characteristics if the type of driving circuit and. load are known. 

All these important operating characteristics can be predicted accurately 

if the motor torque prediction is satisfactory. The static torque 

characteristic has therefore been selected as a basis for model 

verification and comparison. 

Whereas previous models may have been unrealistic in certain 

respects a very accurate model mst usually be of the distributed 

parameter type and would consequently require considerable computational 

effort to establish and use. 

In the example given the model chosen gave reasonable agreement 

with experimental results up to and beyond the normal operating current. 

Althoigh accuracy is not exceptionsl the sodel could be considered to be
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useful as the necessary compromise, which is often difficult to achieve, 

between model simplicity and accuracy. 

2.2. The Nasnetic Equivalent Circuit 

  

In order to obtain a realistic model, the starting point should 

be a detailed study of the magnetic circuit. This differs widely 

from one machine to another and will have a considerable influence on 

the structure of the model. We cannot therefore expect the same 

electrical equivalent circuit for all stepping motors. 

The example considered is e permanent magnet machine of a very 

popular type which originated in the U.S.A. as a synchronous inductor 

motor’. The machine is also known as a hybrid vernier type of 

stepping motor. Fig. 2.1 shows a two-phase, 4 pole machine with 8 

main stator teeth and 42 rotor teeth, the stator fine teeth being set 

at a pitch corresponding to 40 teeth. The permanent magnet is 

magnetised in en exial direction. The two rotor sections are offset 

by half the rotor tooth pitch and the stator sections have a common 

winding. A corresponding conventional synchronous machine would 

have 84 poles. 

The basic magnetic circuit is contained in a sector which includes 

4 consecutive main stator teeth and spans 2q¢redians, electrical (n = 2). 

Consider the magnetic paths of one such sector in terms of cylindrical 

co-ordinates. The magnetic circuit for each sector may be considered 

to consist of 5 sub-circuits in each half (Fig.2.2a). The flux will 

have axial, radial and circumferential components as shown in the 

magnetic circuit of Fig.2.2b. The magnetic sub-circuits for a pole, 

a and that for the permanent magnet, Men are shown in Figs. 2.2b and 

eet. The paths to various fluxes are defined in Fig.2.3. 

The flux a is a non-linear function of themm.f., f_, as 
pm 

détermined by the characteristics of the permanent magnet (see Fig.2.4).
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Fig.2.3(a) Mein pole and leakage flux paths. 
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A linear approximation to this characteristic, about an appropriate 

operating point can be made, and this may be sufficiently accurate for 

moderate changes in fon The representation used is that described 

15 by Slemon of a constant m.m.f. source, aa in series with a 
oc 

reluctance of V/A om? shown in Fig.2.2c. Alternatively en could 

represent the incremental internal permeance of the m.m.f. source, 

and would in this case be a non-linear function of aon The total 

permanent magnet circuit in each half can be considered as n sub- 

circuits NC in parallel. 

2.3 THE ELECTRICAL EQUIVALENT CIRCUIT 

2.3.1 Formation of Dual Circuit 
  

It is now proposed to obtain the electrical equivalent circuit 

by using the principle of duality?®, 

It is of interest to note that it is not possible to form an 

exact dual electrical equivalent circuit directly. This is because 

of the topological properties of the magnetic equivalent circuit. 

It wes first shown by Whitney?! thet no geometrical dual exists for a 

non=planar graph. 

A 'physical' dual however can be obtained by the i troduction 

of ideal transformers into the circuit and some methods of doing this 

have been reviewed by Bloch?®, Using this approach the electrical 

equivalent of Fig.2.5a is obtained as the dual of the magnetic circuit 

of Fig.2.2a. The electrical sub-circuit for a pole a and that for 

the permanent maguet BO are shown in Figs.2.55 and 2.5c. The 

circuits are interconnected by ideal transformers. 

The procedure for forming the dual electric circuit from the 

magnetic circuit of Figs 2.2b and 2.2c is as follows. 

(i) Nodes-and inter-nodal spaces are defined by the encircled symbols 

shown. 

is
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Fig.2.5(a) Electrical equivalent circuit 
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(ii) Nodes in the magnetic circuit are transiormed to inter-nodal 

spaces in the electric circuit. 

(iii) Inter-nodal spaces in the magnetic circuit are trans:orned to 

nodes in the electric circuit. 

(iv) Magnetic circuit eieuents 1ying between adjacent internodal 

spaces are therefore transformed to elements connected between 

corresponding nodes in the electric circuit. The same magnetic circuit 

elements connected between nodes, when transformed, will lie between 

corresponding inter-nodal spaces in the electric circuit. 

(v) Permeances in the magnetic circuit transform to inductances in the 

electric circuit, where 

fee \ piesecsieeeess (2-1) 

(vi) fransferences-?, or magnetic inductances~°, in the magnetic 

circuit transform to resistances in the electric circuit, where 

pisaelsiesesinee) (One) 

  

(vii) M.M.F's in the magnetic circuit transform to currents in the 

electric circuit, where 

i= th eacis + (2-3) 

  

(viii) Fluxes in the magnetic circuit transform to voltages in the 

electric circuit, where 

u= Nag  etite e  CasA) 
at 

The resulting current sources is, in Fig.2.5b, at the input 

terminals is not one of constant current and should be regarded merely 

as a source which drives a current i into the machine. A voltage 

controlled source U can be substituted if this is desirable 

  

(corresponding to a flux source fya instead of the m.m.f source 
N 

“in Fig.2.2b).



2.3.2 Armature Reaction 

The interaction between the field due to the permanent magnet 

and that due to the winding is clearly accounted for in the model. 

The resulting flux in the gap is d termined in terms of the flux in 

the poles of each phase, and not as a vector quantity which is usual 

for synchronous machines. Kot only does the presence of winding 

currents considerably change the distribution of flux in the gap, 

but the m.m,f., i due to the permaneni magnet may also vary. 

2.3.3 Inter-action between Phases 
  

If an alternating current were flowing in phase Winding A then 

an e.m.f., would be induced in winding B. 

Interaction between phases occurs because of 

i) Variations in ie due to winding currents. 

ii) The flow of rotor circumferential flux ae . This source of 
c 

interaction varies with rotor position. Null positions occur when 

8, is a multiple of T° 

2.4 APPROXIMATE NON-LINEAR MODEL 

2.4.1 Approxinate Bquivalent Circuit 

In the form of Fig.2.5a the model may well be more complex than 

  

is required. However, having arrived et a general model, this can 

be easily simplified to suit the differing needs of the user, from 

machine designer to co-.trol engineer. 

As an example, let us now assume that the reluctance of each 

magnetic circuit in the stator and rotor core is sutticiently small to 

be neglected and that the stator and rotor iron losses can be 

represented as dissipated in the components and only. 
st ct 

THis would ortten be a reasonable assumption since the reluctance of 

these circuits will be much smaller than those of the air gap.and
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saturation will occur to a greater extent in the teeth than in the 

cores. 

Although the permeances ee are associated with cross leakage 

flux, the net flux crossing between phases along these paths is now 

zero (sce Fig.2.2b). 

Phases are now separable, and if ¢ is small it may be either 
sxl 

neglected or combined with a or Ogun 

Ret and Loy shown in Fig.2.5b form the stator tooth impedance, 

Ray and Lit form the rotor tooth impedance and ae is the gap inductance. 

An approximate equivalent circuit, shown in Fig.2.6b can be formed by 

considering these inductances to be combined in parallel and the 

corresponding magnetic impedances to be in series. The combined 

magnetising inductance is a function of the current iy and oi eo 

i.e. Z Eee + : eee woreenl(2=5) 

LG 8.) 4 Gns) Be Gae) L,(0.) 

Leakage impedances can now also be combined as shown, where 

2L +L eawesseseeeee (2=b) 
z sl srl a 

The physical significance of this arrangement is that the leakage 

flux which was previously considered to have branched from the main 

flux is now considered to flow in a separate circuit. Since the 

leakage paths now considered contain iron, the consequence of qi 

remaining constant is that effects know as 'saturation of leakage 

reactance’ are not accounted for in the approximate model. Saturation 

in the main flux paths however is more significant and‘ cannot easily 

be neglected, although the complexity of the model is greater if this 

is included. This complexity can be reduced if the inductance 

1,(4,19,) is expressed by en appropriate function.
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The following approximetion is now proposed. Let the flux 
a 

associated with A igre) heve a saturating value Bn and when 

this value is not reached, let 4, assume an unsaturated value 

determined by assuming the permeances A, as primarily functions of 

S. only. 

This gives the piecewise linear approximation as shown in 

Fig.2.7. 

thus, 

B
o
 " 

tA, si, Anis Cacia mteeann (2ST) 

t Ae.) e
o
 1 

$<, A,(0,)<, ic seeped ma 258) 

haf, : 
zA (9.) <- $, seeeeeees (2-9) 

2.4.2 Operation in Unsaturated Conditions 

  

The mechanical torque produced at the shaft is given by 

t= _O%ncch (f ,9) Sroanocdasa (ES) 
08, 

The total mechanical energy is obtained from the energy balance 

equation 

Boccn® =) Wavant Gamespot "jase cess (Zed) 

in terms of the magnetic circuit, Fig.2.6a. 

  Wnech 
r [e+ £) 4 Ss £ 4, seem e=t2)
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t 
t= 522 | ¢ < aA,(o,) + aA aA (0+) + fone aA (0, -"/2) 

9 ma. = a0 ana aa 
a 

e e S 

TT, 
area aA, + 7/2) Ss as epee pin (i2o74) 

- ae, 

Similarly, in terms of the electrical circuit, Fig.2.6b. 

  

  

a esse a? aL (@,) 5 2 aL (@, +1) z en aL {o,- 7/2) 

2 a0 do do 
e © e 

K 
ea ste ie) seb oe eeeee (2215) mb2 ao 

e 

The induced e.m.f.'s are given by, 

e = e, +e, = n (Han * ae waisibleieloieeinciesee sears (2—16) 

thus, ona Nl So(f. msl 
  

Me n(% aA, (9) +7535 aA 00th) 129, 

“at dg 
co e 

+A, (9) dere tA, (°, +1) OF ra 2ull sa ca Nees (2-17) 
dt at 

=n 2 L e, = N]S2 CF af (2, 12) + ie dA (0+ ?2)) ao. 

a0, a0. 
  

+ Ne@ a 2) etiam /\ (6. +72) fine |e... (218) 
me dt ae dt 

aL (9.470) ) 

  
Te a 

and, 4: 
mad ZB 

ae dt 

ai di +(e.) Sal + b(o.+T) 2}, Secseeeeseo (AS) 

 



  

  

9 rg 
e& =[s2 Ce aL, (8, 72) + iip2 aL, (0, /2)) ee 

= ae a6 at 
e e 

Bj) at. r di. 
+ U7(6-"/2) = + L(0.+ 7/2) 3 ages (2-20) 

2.4.3 Operation in Saturation 
  

If saturation occurs then the torque is no longer given by 

equations (2-14) or (2-15), butiteanbe obtained by considering the 

points on the 4, - tf, diacram for small increments in 9: In the 

absence of saturation, the torque is proportional to the incremental 

area OAB, shown in Fig.2.7, as &, changes to a new-value 2, +Ao.. 

2 
ree 0 Bae nl a\io,) sa ceke eee se es 2222) 

2 a0, 

In the presence of saturation the effective incremental area 

is shown by the shaded element in Fig.2.7, where, 

2 2 
preg ee ee: fy aA,(2,) x [fuser chiginwesisen (lnee) 

2 de Z e n 

Comparison of equavions (2-14) and (2-21) will show that the 

constant of proportionality is 

m sat 8x Sawasciswescse te (2-25), 

A, 

Son and) -£ 

"| 

The torque and e.m.f. contributed by a saturated pole are then 

given, for pole Al saturating, by using equetions (2-22) and (2-23) 

B ieee? Bie uke tsen) 
de + (Gao! Ae 

a 
Qemate(o.) ; te (2) — nwa es eteetoeee (2-25) 

re)
 ul 

nu Ms
 

or, 
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and e,, = 0 Seseieseceeeeeee. (2-26) 

These expressions are then substituted for the appropriate 

terms in equations (2-14 to 2-20) given in section 2.4.2. 

2.4.4 Open Circuit Characteristic 

From equations (2-17) and (2-18), the open circuit e.m.f.'s when 

the machine is driven at constant speed @,» are given by 

e =s Nf S.w GAn(2.) ~ An. +7) \ ee srstsctiee aceney) 
; Se ees a, e e 

o it N £ aS ohln (2A gl9,- v2) - aA(0 + Fle) ) sec (228) 
d3 ai 

e e 

or from equations (2-19) and @-20) 

aL_(9 aL (+70) 2, = i Splhnl oe aa = ) PRB iacesds (2-29) 

oars ab(0,- 8/2) _ ab_(e,+ #/2) a Sy as lng = s Jiegstaxes, (2-50) 

e e 

Let the unsaturated permeance distribution A,,(@,) be expressed by 

Ag.) ean +A 1098 2. +Aq2°8 20, +A,3°°8 BO ee eeeeeees (2-31) 

ng 008 28, + Ls cos BO cheeses (2-32) thus L,(@,) = 1, + L008 0, +b 

using equations (2-27), (2-28) and (2-31) we have, 

e, = -2N £ nS3¥ > (Asin ©, o + 3A 2388 30, + 5A 58D 50 shes ee ee (2-33)



e, = av £ SpA. 008 9,-3/\ 3008 30, + 5A y5c08 50 =). e+e (2-34) 

similarly, 

e = -24_s,w (Uni 8i7 0, + Shygsin 30, + SL gsin 504)n....... (2-35) 
a pn2m 

> L cos @ =3L cos 30, + 5L_ cos 503)1....00 (2-36) e, = 2 i Sou, ( ‘ml e m3 e m5 e's 

Thus only odd harmonics are present in the e.m.f. waveform. 

2.4.5 Static Torque Characteristics 

With constant phase currents I, and I, iusufficient to cause 

saturation, the torque equations (2-14) -and (2-15) may be rewritten as 

n u 

Sn (F, wh tAn(@.) mi (ror)? af (0,+1) 
2 . de, 

+ (F+t,)° aA,(e,- R/2) + Pyfpn) aA,(0+ "/2) Raeicia (2557) 

  

de, d0, 

and, 

fee oo" | (rat ae aL.(9,.) 5 (zi)? 2b (2+) 
2 ae ET Bee de 

e e 

ad 9 - Te ool 8e + (1yti,,) Male PGs)? at (65 B/2) |e. .ne: (2-38) 
e do 

e 

Using equations (2-31) end (2-32) 

a n Son 42 Pon F(A, cos @,-3/\,,c0s 30, + sh ng°08 58, ==>) 

~ FA sin Ont 3h n3822 39, + 5A ei 5°, | 

+ 

Big : ; e) ere (Fy a 2s ) (2A, sin 20, - Ans sin 40, + 6A... sin 60, —-)



jl. 

22 2 i" ' ' ~(F, ae ) 2A no Sin 20, + 4h, sin 40, + 6A sin 62. 

  

and 

A " Sond 24)... I(t cos @.-3L cos 30, + SL -cos 50, —-) 
ml 3 5) 

1, (1, in 8, + 3h, ,sin 36, + 5h, sin 50, ----) 

+ (1,7+4,,.) (2b, sin 20, - 4h, sin 40, + 6L_ sin 60, =) 

  

Tee ie . ‘ (ce coos ) (2L5 sin 20, + 4L_,sin 40, + 6L,sin 60, —- 4 le (2-40) 

(i) Odd harmonic torqucs, which are also proportional to the phase 

Thus in addition to the fundamental torcue there are 

currents. 

(ii) Harmonic torques of order 2\2r-1), where r = 1,2,3 —- etc, 

which disappear when I_ = 1,. 
a b 

(iii) Harmonic torques of order 4r, which are always present, even 

when the machine is unenergised. 

Thus the expression for detent torque, 

Re ato , y Tae = “85. yy (A, gsi2 40, + 2A goin BO, =) weve (2041) 

or, 

det 
a Le, pe . a -85,ni (L45in 40, + 2b sin 89, —) asa fistelg ssc 2=42) 

The stable rotor positions of neutral torque correspond to the 

positions of maximum permeance for the flux paths of each pole. 

If it is not sdmissable to take on as being constant, it is 

found fron 

Foe van fon 7 Tn eh a ag oe eee Rees eso fn 2=AS) 

where, 

| a= A,(°,) tA +H) +A, (0- F/2)+A (Oot 7/2) «25 (2-44)



or, 

A ae Ges + Augoo® 49 +Nyg008 89, ——-) veeeeeeeeee (2-45)   

Thus permeance harmonics of order 4r directly contribute to 

variations in the impedance presented to the permanent magnet circuit. 

The extent of magnetisation or demagnetisation of the permanent 

magnet due to the phase currents can be deduced. 

surevent 

  

2.4.6 Parameter 

Most parameters for the approximate model can be obtained fron 

design data or measurement. fhe estimation of permeance harmonics 

by the former method has been mentioned but this is complicated by 

the fact that saturation of some areas of the teeth, particularly the 

corners, will a.fect the value of the unsaturated permeance. If the 

permeance harmonics are obtained by measurenent this effect will be 

accounted for. 

Estimates for the odd harmonies can be made from the open circuit 

e.m.f. but special provision must be made to measure the even harmonics. 

In the experimental machine search coils were fitted as follows:- 

1) A search coil wound around a main stator pole in one section only. 

2) A search coil wound circumferentially between the two stator 

sections. 

The e.m.f. induced in search coil (1) contains both even and odd 

harmonics, and if fon can be assumed constant the permeance harmonics 

are easily deduced. In the absence of phase currents;V¥ariations in 

ton should be small, but we may- wish to check this. 

Variations in Bon? and therefore in oon? will be indicated by the 

e.m.f. in search coil (2). These can if necessary be used to correct 

the measurements obtained from search coil (Oe 

E.M.f. waveforms for the experimental machine are show in 

Fig.2.8. and the harmonics measured are listed in able 2.1. For this
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a) 

) 

  
Fig.2.8 VE VICAL SCALE (a) 40V/div. (b) 0.1V/div. (ce) lowV/div. 

HOKIZOMWAL SCALE (a) O.-ms/div. (bv) 5Sms/div. (c) lms/div.



  

  

  

  

      

  

        
  

ae, CIRCU..FERENTIAL 

HARMONIC | (95 OF FUNDA .ENTAL) SE. OIL E.M.F.'s 
(#OF PC CH COIL) 

a 100 100 2.8 

2 0 20 0.5 

3 12 12 0.5 

4 ° 0 1.8 

5 4.5 4.5 0 

6 0 4.0 0.2 

iT 0 0 0 

8 0 0 0.6 

9 to 15 0 0 0 

16 0 ° 0.15 

TABLE2.1. 3.M.F. HARMONICS 

2 
BOTH SEARCH COILS HAVE THE SANE NUMBER OF TURNS. 

 



machine the corr:.ctions due to variations in ton did not significantly 

affect the estimation of the permeance harmonics. 

The presence of harmonics which are not of order 4r, in search 

coil (2) is believed to be due to a slightly non-uniform air-gap. 

2.5 MODEL SELECTION 

2.5.1 Model Accuracy 

It is difficult to state in general the accuracy that can be 

obtained using the models mentioned so far since this depends upon the 

type and size of a particular machine. 

In the absence of a large amount of experimentel results on a 

wide range of sachines, it is suggested that a simple model be adopted 

at first. A more complex model can be used as required. If the 

complexity of the models of Fig.2.2 and Fig.2.5 are inadequate, a 

distributed parameter model may be used aud the principle of duality 

will still apply. 

A prime requirenent of the model is the accurate prediction of 

the static torque characteristic, which must be satisfied before 

consideration can be given to dynamic behaviour. The following example 

is given to show what can be achieved using the very simple steady 

state model shown in Fig.2.9, 

For a motor of the type considered here, the following parameters 

were obtained from design data and measurenent:— 

TNs = 0.201 pie/ar Nee = 0.09 pe Wo/ar 
a 

Ger 6534 AT fn = 0.638 mWb 

ee, = 2.2 pub/aT N = 100 

ING = 0.9 pirb/ar n =4 

Rated continuous current = 0.6A.
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Fig.2.9. Simple Steady State lode:



A; and higher harmonic terms ot, are neglected. 

The results, shown in Fig.2.10. give a good approximation to 

the experimental static torque curves. The comparison has been 

continued beyond the useful operating range of the machine (up to 2} 

times full load current), where an increase in current produces a 

redaction in torque. At these current levels the predicted and 

measured values diverge rapidly. 

The reduction in net torque at higher currents is due to, 

(i) Saturation of the poles where winding m.m.f. aids the m.m.f. due 

to the permanent magnet. 

(ii) A reduction of flux in the poles where the winding m.m.f. 

opposes that due to the permanent magnet. 

These effects combine to reduce the net flux linkeges in the 

machine. 

2.5.2 Comparison with Rotating Field Model 

The resulting flux in the gap is modelled in terms of the actual 

flux flowing in each pole. The usefulness of such a direct approach 

may at first be doubted when compared to the well established theory 

of the conventional synchronous machine, to which the stepping motor 

is related. The approach is however, completely in accordance with 

the theory of pulsating field machiness 

For a magnetically linear machine with a sinusoidally 

distributed winding operating from a sinusoidal supply, which gives 

rise to e sinusoidal m.m.f. distribution, a rotating vector of flux 

is a convenient concept. Such ideal conditions are seldom =pplicable 

to the stepping motor. 

To drew a comparison with rotating field models, saturation must 

be neglected and a sinusoidally distributed permeance assumed. The 

assumption that 4 on remains constant is implied since the magneticload 

impedance presented to the permanent magnet is now constant. -
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Equations (2-35), (2-36) and (2-40) now give open circuit e.n.f.'s 

and torque as 

®.og = 24 SH, sin 0, Sets emia wlsieee cima eeee Coed O) 

Sboe = Apulia So, C08 O, SAolanceeessesseaan bEeaT) 

gin 0.) ssececsee (2-48) wn
 

u 24h 5 (4, cos O.- i 

  

General expressions for the e.m.f. are obtained from equations 

(2-19) and (2-20) as 

e = ee eesn 4 oy Soren (2849) & s[ m0 aE pm ml 2m 

ie di , SW. sin O]s-eseeeeseeeees (2-50) 
e =*Phao 32 + a 2m 

Each e.u.f. was derived from two components shown in Fig.2.6b. 

Considering phase 'a' to be supplied by a voltaze source v connected 

to ideal transformers as in Fig.2.11(a). Equivalent sub-circuits 

presented to each transformer are shown connected in series in Fig. 

2.11(b). 

It can be seen from equations (2-14), (2-46) and (2-49) that 

the circuit of Fig.2.11(c) can replace the series connection of the 

component voltsses e., and e.,. The combined circuit in Figs.2.11(b) 

and (c) may be compared to the circuit shown in Fig.2.11(d}) With the 

iron loss component neglected this idealised model can be compared 

459,10,11, 21 and which can be with that used by other authors 

transformed to d-q axis variables, as for a cylindricel rotor 

eee 
synchronous machine. 

Although perneance harmonics can be included in a rotating field 

model these ere not easily combined with methods accounting for the 

40 harmonics due to saturation’.
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(a) Approximate electrical equivalent circuit using ideal 
transformers (one phase). 

2 ee l ; 
Cart az Cace 

  

(b) Approximate ecuivalent circuit (ce) E.m.f. representation. 

presented to phase winding. 

  

eee 

  

  
  

(a) Equivalent circuit derived by combining (bd) ana (c). 

Fig.2.11 Comparison with rotating field model.
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2.6 CONCLUSIONS 

The electrical and magnetic equivalent circuit models that have been 

derived show how to take into account iron losses, permeance harmonics, 

saturation and the interactions between winding end permanent magnet which 

occur within the machine. 

The forming of a magnetic eaeivaiene eircuit in addition to, or instesd 

of an electricol equivalent circuit, is a very powerful tool in the 

modelling of electromagnetic systens. Recent work? in this aree has ained 

to relate this epproach to generalised machine theory. Its application to 

the stenping motor has provided a more realistic model and indicates thst 

the approach can be of advantage for pulsating field machines. 

Although this modelling technique is epplicable to other types of 

electrical machine it is not usually adopted or required. From an early 

stage the Ingineer learns to associate a particular electrical circuit with 

a certain type of uachine and the equivalence tends to be 'taken for granted' 

without formal derivation. 

The models presented here are for a popular type of stepping motor but 

the diversity of other possible electromagnetic configurations requires 

familiarity with a modelling technique, retner than with a particular nodel. 

For 2 given arrangement of iron énd copper it seems fer easier to realise 

the magnetic equivalent circuit than tne electrical equivelent circuit, 

though many engin:e:s may prefer to deél with the letter which may be 

  

interpreted thrat duality. 

ed to the prediction of 

  

It is enticipeted that the model can be ap 

the single and multi-step responses, pull in and pull out performance and 

other possible relstionships if the driving circuit and load sre know. 

All these important opersting characteristics can be predicted if the 

motor torque is know with suffieient accuracy. 

Wheress a very simple model is inaccurate in the presence of severe 

saturation, the accuracy is acceptable where moderate saturstion is present. 

For the machine tested, which is typical of its type, the range was up to 

two and a half times full loed current and is a substantial improvezent over
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models that assume the torque to be approximately proportional to current. 

Kodel simplif-cation thus reduces what would otherwise be an 

extrenely complex problem int. a more easily maneged form. The simplified 

linear and non-linear model thet has been derived is used for the 

optimisation procedures in the following section.



3. INPUT OPTILISATION USING A LINEAR NODE 

3.1 Introduction 

To obtain accurate results a digital computer would be used to 

investigate one of the non-linear models presented in Section 2. 

If an analytical solution is required then a linear model, such as 

that derived in Section 2.5.2, must be adopted. 

ved 

  

Although magnetic saturation and harmonics have been negl 

in its derivation su.h a model can be very useful in gaining an initial 

understanding of the machine and is used for the following optimisation 

studies. 

Conditions are restricted to constant speed operation. The 

phase angle, degree of forcing and (for pulsed supplies) pulse width 

are to be optimised to give maximum torque with the constraint of 

limited machine losses. 

The equations derived using this performance index also give the 

optimum conditions, at a given speed, for all possible values of 

acceleration, including constant speed operation. This is because 

either the torque or the losses may be fixed, so the same equations 

can also define the conditions for minimum losses subject to 2 given 

torque. 

General expressions are derived which enable the conditions for 

which either the copper loss or the iron loss is a minimum. of 

perticular interest is the condition for which the total of these 

losses is a minimun. 

If s drive circuit has an effective series resistance this may 

be included in the term Rw denoting winding resistance. The pro- 

portion of the copper losses to be minimised will eee depend upon 

the relative importance of the heat lost in the drive circuit and that 

lost in the machine. 

All these conditions may be obtained by suitable values of the



a 

variable ee the performance index. 

For sinusoidal supplies the optimisation is carried out in terms 

of the load angle, then in terms of voltage end current phase angles. 

Similar procedures are then carried out using pulsed supplies. 

3.2 Operation from Sinusoidal supplies 

3.2.1 Circuit Equetions 

Using a two-port representation for the circuit in Fig.2.11(d) 

the admittance matrix is given by, 

  

l+ shig i 

[xe] = 2 eae : 
2sL_ + (R +5L, )fl+sh m R_+sL. 

mo wod& mo woo 
R oe 
m 1 m wee (3x1) 

  

let, “7h 2jmu + Cytiein) (43st) 

R 

  

n 

29 /Por 2 (R, + Jub.) 

Boome Yn tye Oey Peete s=2) 

thus, | I( jw) Z5 -1 V( ju) 

== oe /®2 
mea 6 “a 2 

‘ L/L F tli) ZL] g Begts| | Bm) | (3-3) 

also, let, & in 
& = # cos oF end e= Ve cos O. 

A 
where E = Cw 

ses (3-4) 
c 2s, Lay tom 

A. 
and V cos (9,+Y) 4 w 

considering the e.m.f. as the reference phase,



ise. x(iw) = 8/o 1,(3w) = T, /6 
a Zs coos (3-5) 

V(jw) = V/y (jw) = Ife 

The torque developed can ue obtained from 

% m na : wt = 2Q (s(jw). 1,(3u)) oaeeE (226) 

where m is the number of phases end ® denotes conjugate. 

thus Tis in ¢, i cos & eT, 

2 
  

or in terms of V and Y, 

mo ix 

T= 224 ( cos (8,- ¥) - Os cos (e,-85)) vese (348) 

2k nD 

a a 
Subject to the single constraint, v< Vmax seren (5-9) 

the conditions for maximum torque would be, 

A A 

Vo = Vmex see. (3-10) 

and Ys; the optimum values for Y, would be 

Yop = @ and Y,, = 6, -1 aces (5-11) 

for 'forward' and 'reverse' torques. These would lie within the 

range O to Re and -7 to =%/2 respectively and would be functions 

of speed. 

4, would be constent, having values of 0 and WT respectively. 

If losses are considered, the optimisation is not as simple and 

in general 6 is not constant.



3.2.2 Optimisation in terms of I, and § 

  The copper and iron losses are given by, 

nS : Pema 7 Lene oese (3-12) 

and ‘” 2 

Pre =5 va Ry sees (3-13) 

Considering the vector diagram of Fig.3.1 

a ae 
fee on + (2 : 1, %m cos (€- $) 

2k R ‘a ‘mn 

sees (3-14) 
  

2 2 2 2 c n ae Vis = (Cw) + (21,oL.) - 41, Son Lig 008 (oe S eee. (5-15) 

  

and ; Kr ‘ 5 
7 sin (3-5) won 3 -t +8) soos (3-16) 

Vi Cw 

hence . ; 
5 Poe Ce + (2) + tn con 8) RR, seee (3-17) 

eR, A 

and, 2 tes 2 eee 2 CF 
Py = * (Cea) Be (21a...) er OG sind eece (3-18) e 4 

n 

The invut power is given by, 

Pin = Pt Pot Pe, ‘eee (5-19) 

Now let, a 
zine $)9s +2iPa, tro Pag sana (S220) 

where xX end A> are Legrangiean multipliers. 

The losses are expressed in the form,



The 

 
 

Fig.3.1 Vector Diagram



Petes Poe eee (S-21) 

where, x 

Noo BS soo (GEEES) 

-, a and Pre in equation (3-20) are given by equations (3-7), (3-17) 

and (3-18), the solution being obtained by putting, 

iY
 

ay
 

=0 and be =0 sees (3-23)   

Y
 = o
j
 

Note that the form chosen for equation (3-20) is not the only 

possibility, since minimising F = T +AP, gives the same conditions 

as minimising, F = wT + AP, 

F a +X(t-k), 

or, 2 Be +r(P,, -k) and so on. 

a a 
For these conditions, I. «I and $= & 

n mo ° 

giving, 

  

2. 
A ; 20 oc (R, +h2R,) 

Se ee ae 2 
(22,) Ber (20) (2+ A2R) eee (3-24) 

thus for mininun Bear 2 
a 

Sy - sin 6 = 7¥ Li © 
(A= 0) ‘mo OM eso 

(22,)° + (20b,,) veee (3-25) 

for minimum Poe? é : © é 

I esinio, = eves (3-26 
(A> ee) mo ° 2 a 

i.e. v_ is in phase with i 
a m 

and for minimum (Pe + Py) 

25 6 (Kea) oe coe 2w Eo G(R, tek.) 

mo ° (28,)7R,+(200,,)°(R+2R,) 2.2. (3-27)
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3.2.3 Optimisation in terms of V_and X: 

The input power is given by, 

=BR (ww) I (jw) ests 5.-08) 

I( gw) is given by equation (3-3) 

a thus, 

P= 8 = a cos (,-P,) - Cw cos (+8) nase 3229) 

from equations (3-8), (3-19) and (3-29), 

the total losses are given by, 

n 2, cos(6,-8 )+( cw) 22, cos (B,-6, ) a 
Pe = 2 282 3 3 S14 = 2¥CucosB, cosY 
cu Fe 2z. i 

di 2k 
mn 

eeee (3-30) 

from equations (3-3) and (3-5), 

  N+8,- 
1( 30) = a(S : cw/-t,) sent Gam)    

  

eR 

hence using equation (3-12), 

2° seve (3-32) 

Pe 8 (iz)? + (Ce)? Bocce (108,)) Be 
R in ‘m 1 

and from equavions (3-30) and (3-32), 

   P, = a ee PD (cos(6,-8, )-720u aw + (cw)? Ga S 
ah 

Fe 2z. 
eR 222) eR, 

+V al ey cos (Y+6,) - 2cos noo) ) eves (3-33) 

1%, m 

now let, 

P(V,Y) =T+A.P +roPre sees (3-34) lcu 

where T, P., and P,, are given by equations (3-8), (3-32) and (3-33) 

and a procedure similar to thit used for equation (3-20)’is carried out.



This gives, 

-R, cw(2 oR, (1-A) sin (8,+6,)+R, 2, A sin(2B, )) 
  V sin (ye, = Zoleph, (1-2) + Riz, A cos (6;-8,) 

thus, for minima Poa 

(A= 0) T,sin(Y,-P,) = GEES (6, +B5) 

fo 

for minimum P,,, 
Fe 

(A>) 

i, sin (Y ohh -R OR, Zz eee “R25 eke 

Zona COANE Een! > 3, 

and for minimun Gree: 

(Az 1) 
Vein (Y,-8) = ~%, Cwsin (28,) 

Z, cos ae) 

3.2.4 Optimisation in terms of I and & 

From equation (3-3), using hybria parameters, 

V( jw) _ aR, #1 7% a I( jw) 

"2 =. 
1,( 5) 1 2a, E( 5) 

from equations (3-5), (3-6) and (3-39), 

nC 
i= 225 

  (2a,1 cos (4-8,) - Cw cos 8.) 

from equavions (3-28) ani (3-39), 

ae (Ez, cos (B,-6,) + CW cos («+p,)) 
  in . 

2 

Py, is given by (3-12) 

+ (3-35) 

wees (3-56) 

- (3-37) 

sees (3-38) 

+ (3-39) 

eevee (3-40) 

eevee (3-41)



51. 

using (3-12), (3-19), (3-40) and (3-41) 

  

m | * 2R Z. fi ; 
eee ot ( m1 cos (B,-B,)-K,,)+cuR,, (Cw -4I sin® sin #2) 

“ Mie 
2 esos (5-42) 

letting F(I, @) = T+ A, Pa + AP ae eves (3-43) 

a 
and solving for I, and x, gives, 

a 

I, sin (4, = B,) = R,cwAsin(2B,) 

RZo(1-A )+2R 25 A cos(6,-85) sees (3-44) 

thus for ninimn ron? 

(A= 0) 
a= 6) and &,=6,-% sees (3-45) 

this would also be the condition for maximum torque, subject to the 

constraint, 

I < Imax cane (3-46) 

whereupon I, would be, 

H
>
 

i] = Imax eoee (3-47) 

for minimum P. 

Or cs) 

Fe? 

a 
I,sin(%-B,) = R, Cwsin (28,) 

'F -| -k 28,2, 008 (B,-B,)-¥ 2, coe () 

and for minimum (P_ +P), 
cu re 

(X= 1) 

I,sin(a,-p,) = CwWsin i) 

22, cos (6)-8,) sees (3-49)



Otherwise, subject to the single constraint, 

T < Imax : eee (3-50) 

the conditions for maximum torque would be, 

= imax eee (3-51) 

ae eS oe CS ee allay alt sess (3-52) 

corresponding to the condition 

ones see (3-53) 

which has values of 0 and 7T respectively. 

3.3 OPERATION FROM PULSED SUPPLIES 

3.3.1 System Zquations 

The state equation for the system shown in Fig.3.2 is 

  

v 0 0 0 0 0 0 v 

? 0 0 0 0 0 0 r 

x,| Jo 0 ° 1 0 0 = 

. = 2 

Xp 0 0 —w 0 0 ° Zo 

: 1 =1=1 1 i 0 = 0 0 == = i 
ci GB T. 

. -cw az =I i 0 0 0 = a i 
nm a. Ts Ts m 

sees (5-54) 

where, T, = 

Gs 
coos (3-55) 

G a 5
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Let the overall transition me be partitioned as follows, 

1 0 0 0 

G(t)= 0 1 0 0 

0 0 R(t) 0 

o n(t) nt) 4,(t) eee (3-56) 

R(t), the e.m.f, ‘input' transition matrix is given by, 

cos wit Sr 
R.( t) = 

—Wsinwt cos wt cove (3-57) 

G9) and h, (+) are control transition matrices, associated with 

input voltage and e.m.f. respectively. These are given by, 

1 1 (: il ) ot ( ot + —— <4 (14+ 1 - (l+_l 2 o7°, 3 aa{ ot e a5 le 
  

    

1 
h(¢)= L, ot ot 

|r eee (: U8 ) } 

5 \ieiee) isto) NES oo 

evecs (3-58) 

ot [o, 4/7, 
and, ho(t)= Cw eat Wt, 2 

  

ho!
 

2% -F2) wo, ? 9, (0,41/ T/T) oH 

ot c. 1/7, Rese 2/% . 
w*+o,° o( O41 /e+1 ie) ot T4/ T 

%/% Wr, Cy sin(wt+@,) 2 e sin(wt+9,) 2/% oe 
  

w( wre, °) 0 o/h 4/% wiw4o5°) | 0 ott



+ cos(wt+9, ) 0 0 | - cos (wt~o,) ° 0 

wrso,? o,+ / tay 0 w+? ot! ut 

oecee ose! (5-59) 

  

Ct 1 t ie ot 

(,4/%)e : (5+ ee Wale = 9) 

8(+) E ae 
t yt 

Vee a ) (0), 2/2, w/t ae a ~(¢, alle 

osees {3n60) 

o and o5 in the above equations are the eigenvalues given by the 

solution of the characteristic equation. 

coe (sa, /t,) Gt aE = 0 

sielsen( S—6L) 

also, 9, = tan7> 2 and @, = tent 2 
1 2 

3.3.2 Operation from Pulsed Voltege Supplies 

2 
o+¥+ 

et Stor w cuban (Ee) 

where Ow is the width of the pulse for a 3-level pulse sequence, 

  

such that 

“ye 

SES go,.<- We &y 

r=0 
Sw au 

se 3& i eseee. (5565) 

and r= -v 

~Y-S eo, GY a   

at
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Fig.3.3 Three Level Input Seauence



ow eon as shown in Fig.3.3 let, t 

  

2 w 

a ] 

pee nie esses (3-64) 
2 a 

Tet, +t, 

The state vector, when h:l1f of the switching cycle after t = 5 

is completed, is given by, 

x (t,+2) = g (t,) B ¢ (t,) B, z(t) .---- (3-65) 

where the switching matrices, 3) and By ‘are given by 

L 0 0 0 

1 0 0 0 
B= 

1 
0 oO I, 0 

OO. 7 ie eevee (3-66) 

1 0 0 0 

0 0 0 0 
By = 

Circ met nO eseee (3-67) 

0 0 0 q3 

where I, is a 2x 2 unit matrix 

similarly, my) 4 m x (t,420) = f(t.) 3, F (t,) By x(ty+7)  .... (3-68) 

where, 

1 0 0 0 

-1 0 0 0 

Pere MletOue OMaT: = 0 

° ° °o
 H 2 eceee (3-69)



bat, x(tet) = - x(t.) seeee (3-70) 

letting, § (t,) 3, 8 (t,) B, = x (2) soon (S71) 

using equations (3-55), (3-64) and (3-65) 

1 0 0 0 
H(t) =/0 _ 0 0 0 

0 0 Re(t,)Re(t,) 0 

0 Fo(tp)br(t,) hel t)Re(t, +4, (t,he ( t, ) $,(t)8,(t,) 

eveee (35-72) 

The state vector can be calculated for any time t if its value at 

te t is known. 

From equations (3-65), (3-70) and (3-71) 

wz (t,) = H(t) z(t,) seeee (3-73) 

Using the properties of the transition matrix, equation (3-72) becomes, 

L 0 0 0 

H(t) =| 9 0 0 0 
0 ° R(T) 0 

0 bY(t)-n(t,) be(7) 4,(7) seeee (3-74) 

Only the elements i and i, are of interest here, and it is convenient 

to use superpesition to obtain these beccuse the components of i and 

i, due to the e.m.f. have elready been obtained in equation (3-3). 

i.e. i(t) -¢ “e @-p,) oT ape 
454) 2 Be Cea peeen(3-75)



The components of i and i, due to the input r are for 

0 <t - teats 

; ( a(t) | [ayee,) ,(%-t,) | v 

i,() i(t,) 

in(t Mr soso (3-76) 

and for, <= Uae <t,, 

° 
i(t) : [a(-4) $,(t-t,) ] i(t,) 

3, (2) Ce (3) 

but, i(t,) and nr) ere yet to be determined. 

From equations (3-73) end (3-74) 

Vv 

~ [sey] [aoraeed 4) fate) 

4,(t,) i,(t,) eee (3-78) 

aoe) 
Of = Cd (245) a (r)-n (t,)) soos (3-79) 

i,(t,) 

By combining the components given by equations (3-75) and (3-79) 

i(t,) ; % 28 | mG (21) a) -ay (4, B" | coal FE 8.) 
i,(t,) 25 cos(~Y-gu +8,-8,) 

aR, 2 

u 5 =>
 

ul
 1 @o eB VY
 

now P. in



using equations (3-75), (3-76) and (3-81) 

ttt) 

Vv = avy 
Fin" 90 f [pate fa tet.) 4, 6%)] ae at 

ty mn’ o Yr 

-Y+o" 
2 

a = | cos (0,-f,)-40, ooo (5-82) 

-¥ ~9u 
2 

where i(t,) and i,(t,) are given by equation (3-79) 

in = + W £(ow) - = cos( +,) sin oy) een (5-83) 

where, 
tort) i 

f(ow) = | [peat a, bt) 4, =] i. dé 

4 (,(2)42,) WD-hy) 

eoeee (3-84) 

The mean torque is given by, 

Tee oa (¥, cos( ¥-8,) - — cos (B;-f,) ) seep (G=55)) 
n 

(c.f. equation (3-8)). 

a 
Ye the fundamental component of r is given by, 

a Vv 7 ¥, = sin (&) sesee (3-86)



now, ~Y¥-Ow +1 

p. = mau i oe CO oil elie qa cconc (3-87) 
cu T e 

-¥-8 
2 

and using equations (3-75), (3-76), (3-79) and (3-86) 

25 
BS = (£,(ow)v? oe () b = £, (ow) i oeaes (3-88) 

where, Veh 

£, (ow) = | g(t). cos wt-p,). cts. eee nee (3-89) 

ue 

ttt) 

£,(0w) = J Ce gmat Be yh 7 eae (3-90) 

5 

cetdlhy Ct) fat) He, ot] 1 

(6,(2)41,)7* (bh (2)-b,(4,)) 

and using equations (3-19), (3-83), (3-85), (3-86) end (3-88) 

Pret off (¥ (wt(ew)-Ry2p(@w)) = in sin(23) cos 8, cosY ) 

i as cos(B5-B,) - By Ge te s(n) sees (3-92) 

letting F(V,Y,0w) = T+), Py +o Pre ace (5-95)



and solving for V,, ¥; and Qw, gives, 

sin( Y,-P,) {2V,((1-A) Pw2,fp(0w,) +harz,s(Ow,)) + (AC wa", (ew,)} 

=- A sin oe sin ( ) eoees (3-94) 2 cw ) 28, 

and, 

tox ek (1-a)2, {27,2 £5(@w, )+Cue, (Ow ap + A2e,w ¥,£(0x,) 
  

2(1-A) Ry fee Getler he a (ow,) 

seeee (3-95) 

where f EE) 8 (0x) and f (ew) are the derivatives of f(@w), 

£, (ew) and t,(ow) with respect to Ow. 

thus for mininun Pow 

(A <0) -Cw ft, (ew, ) 
=0 Vis O° ey rl Ow, sooee (3-96) 

and, 

ton(o"2) ‘, 2V,,2,£(9w,) + Cwt, (Ow, ) 

27> 2¥52,25(6u,) recurs (ew, exes (3-97) 

for minimum PL, 
Fe 

sin(¥,-, ) {27, (we, #(ow,) - Fyz,f,(0w,)) - curt £, (Ow,)} al 

Ow 
= 2 Cwsin ana sin (2p, ) eeeee (3-98) 

and, ‘| 

Ow, 2V,z,@2(Sy) - Rw {eve, £,(eu,) + ont, (om, ns 
tan(—")=   

QV zt (Ow,)-2Rw { V2, f5(Ow,) + we, (Ow, )} eee (3-99) 

and for nininun PoutP pes ew, 

~Csin(—~) sin (28, ) 

(A= 1) Vosin( Y.-B, )= Zz (6w,) Bese ( 3-200)



and, ow, f( ew,) 
  

£'(ow,) ée'ss* (3-101) 

3.3.3 Operation from Pulsed Current Sunplies 

If the current is switched in a 3-level sequence of the form 

show in Pig.3.3, with magnitudes of I, 0 and ~I defined in a manner 

similar to that of equation (3-63), the state equation for the 

system becomes, 

I 0 0 ° 0 0 I 

i 0 0 0 ° 0 174 

all le 0 ° 1 ° = 

2/110 0 -w 0 0 5 

a 0 MT z © its tn oes) (3-102) 

Again, let the overall transition matrix be partitioned, 

1 0 0 0 

0 z ° 0 

$(e) a 0 Oo - R,(+) 0 

© ae) h,(t) é. (+) pean =105) 

Re(i) is given by equation (3-57), 

t 

a(t)=1-€ % eee (5-204) 

HS ow HO teostt +usinwt Oc coswey SDt 

ca w)*)| & 5 

eevee (5=105)



-t/, 

and, g.(+) =e %5 sense (3-206) 

The componcnt of ie due to the input i is, 

for o<t-t, ats, 

i,(+) hy (+-t,) I+ di(t-t,) i (t,) sees (3-107) 

and for ty <t-t <t,, 
w a(t) = 8(t-t,) 4,(t,) eevee (3-108) 

Also, by comparison with the previous section, (equations (3-62) to 

(3-79)) 

a(t.) = - (i() 42) *(n,(2) - n,(+,)) 2 acooe (Gate 

fife 
co ec I 
At) = “Te 

1+ e€ teciee (3-120) 

The component of i, due to the e.m.f. is obtained from 

equetion (3-39), 

  

i.e. 
i (t) = cos (wt-B,) 

a Fs meen (Seay) 

The mean torque can be obtained by comparison with equation 

(3-40), 

i.e. mC eo ie 4 ; 
T= 22, (2B yy 1, cos («-B,) - Cw cos B,) deees 5-110) 

A 

where qj, the fundamental component of i is given by, 

A 

I, = 2 sin (&) wees (3-113)



  

now, w+ Po = mvs coos (3-114) 

~V+Ow 
2 

mI ; 

Sat J (1-4,), oR ag. eee od (S—225) 

~Y-ou 
2 

where i, is the sum of the components given by equations (3-107) 

and (3-108), giving 

Pa a. ot. 
wt, wt, 

= wt D 2 
wl +P,.= 2mk,1 (0% ese 6 He a€ an gin oottsp Join ) 

Tu nis Zz 
2 

a eM 

seeee (3-116) 

2. 2 ow Cw . Pile wi28 g(@w) - 16CwI PF sin(=5) cot +(Z2) Rar (3-117) ver B oe or a = iD ae 

ao 

where, 
Ars oe ee thw 

wt wt 
E(Gu) 2G CRO Et Be 

Tie 
t 1+e% eee (3-118) 

Pe is given by, o 

Py, =al ee sees (3-119) 

end froi equations (3-19), (3-116), (3-118) and (3-119) 

I 5 ely 
Pin = ora 2Rm (Is(Ow)+2Ce cos (+8) sin(24)) +1 Ry or} 

¥2 

weswe (3-120)



letting F(I,%, ev) =T+A,Py, +r2Pre ogy) 

and solving gives, 
ew 

-2) CwR, sin a sin (2B,) 

a ee (x,-B,) = 25 [ER Ow +2 AR, & (ew) Reece 52120). 

and, 

tan (22) mets Ry +A2 Fy & (Ox,) 
a t 

Z Ry +A2 Rm (@w,) bee. (32125) 

where, 

Ei(owie dg (ou) 
dow eisiere (S=E24) 

thus, for minimum Eat (A = 0) the conditions ford= ot, are as given 

by equation (3-45) 

while, ow 
° 

ten (3°) = Ow, erat 125) 

i.e. Ow, * 2.33 redians (133°) eooee (3-126) 

for minimu 2 m Pare? 

  

Ow 

a? I,sin(d-B,) = ~ Cw sin(—°) sin (26,) 

ee Tae Tees 27) 
and, 

ow, e(ew,) 
ta) ae 

g (ew) essen (5-228) 

Reena on 
teking limits, ea tan cS ao sewee (3-129)



i.e. 
: Ue oo mn ie feet e320) 

w>d 

and ou, 

Lin ten (3) = Ow, eeeeeh (32131) 
W—> oo 

which is also the condition for minimum vont and for minimum 

(Pot Bag)? 

ow, 
= 2 Ry Casin(—") sin (28,) 

Z5( Bw Ow, + 2 Rm e (Ow) seca (3-152) 
(A=1) I sin(o,-B,) 

end, 

Ow Rw Ow, 4 2k we. (on,) 
oO 

tan (—°) = Ry + 2 Rm (Ow,) oe (3-133) 

  

The value of 133° for ow, given by equetions (3-126) and (3-131) 

satisfies the conditions which maximise the fundamental component of 

the pulsed waveform for a given r.m.s. value. Alternatively it is that 

value of Ow which minimises the msan square error between the waveform 

and a sinusoid. 

3.4 DISC SSION 
  

Equations have been derived in this Section on the assumption 

that there exists an unlimited range of input level and phase angle 

combinations which will give the Saag hed torque. If the optimum 

input is calculated to be greater than that which is available, the 

maximum available input must be regarded as the new optimum and this 

velue should be used in re-calculating the new optimum phese angle. 

Similarly, if the pulse width Ow of a switched supply is fixed 

then this value must be regarded as the optimum and used in calculating



the optimum input level and phase angle. 

The procedures have been restricted to constant speed operation. 

The assumption that the iron loss can be represented as iissipated in 

the component R, is en approximation even at constent speed and is 

unlikely to be valid over a wide speed range. Re-calculation of the 

optimum operating conditions is therefore necessary at different 

speeds using different values of Rpm. 

3.5 CONCLUSIONS 

Conditions have been derived for optimum operation of a 

stepping motcr on the basis of a linear model. The optimum conditions 

give the required torque with constraints on machine losses and input 

level. 

Operation from sinusoidal and pulsed sources with variable or 

fixed pulse width has been considered. 

The procedures are applicable to other types of synchronous 

machine which can be renresented by the model. 

The simple case of a single constraint on input level is 

relevant to many stepping motor applications where the strategy used 

is maximum torque for slewing purposes subject to the current rating 

of the machine not being exceeded, 

Constraints on the losses is thought to be relevant when the 

periormence demanded would otherwise result in excessive temperatures 

within the machine. This problem is likely to be more severe with 

large machines and a temperature adaptive controlier may provide the 

solution. 

For a machine with such a wide range of operating conditions as 

the stepping motor constraints on the heat losses within the machine 

=



should be a more realistic consideration than that of the winding 

current. 

If it is necessary to take account of saturation and harmonics 

a non-linear model has to be used and this procedure is dealt with 

in the iollowing Section.



4. INPUT OPTIMISATION USING A NON-LINEAR MODEL 

4.1 Introduction 

When the machine is operating out of saturation the linear model 

and the results of the previous section are applicable, assuming that 

the effects due to permeance harmonics are negligible. This 

assumption is not justified if the machine is operating in saturation. 

The torque given by the linear model is limited only by the 

available level of forcing, or the power dissipated as losses. 

With a non-linear model there is a limitation on the torque, due to 

saturation, and this effect must be considered if the machine is 

required to operate in this region. 

Let us pose the question;- 'In order to obtain a certain increase 

in torque, at what point are the additional losses to be regarded as 

excessive?! 

Merely lin_ting the losses by a performance index of the form 

used in Section 3 is not the complete answer. The question is partly 

resolved due to what at first would perhaps be an unexpected effect, 

but one which is accounted for in the model and has been demonstrated 

from the test results presented in Section 2.5.1. 

If the rotor is locked in a suitable position and the current in 

one phase is slowly increased from zero the torque will also increase, 

approximately in proportion to the current. As would be expected, 

as saturetion occurs and cha ges in flux linkages become restricted, 

the increase in torque becomes snaller. After a certain point 

however, a further increase in Pree’ results in a reduction in torque. 

This is due to the fact that only helf of the poles of the phase 

winding are saturated and the change in flux linkeges in the other 

poles, which normally contribute a smaller opposing torque, cause a 

' reduction in the net torque for that phase. 

Thus, there is‘a value of current which produces a maximun value 

of torque for each rotor position. Even if machine losses are not



excessive, or if the required torque is not developed at this value 

of current, there would appear to be no justification in allowing 

further saturation to take place. 

In the following analysis therefore the losses ere not 

constrained, but saturation and permeance harmonics are accounted for. 

4.2 EFFECTS OF SATURATION AND PERMEANCE HARMONICS 

4.2.1 Torgque-Current Characteristic 

Expressions for torque in the absence of saturation were derived 

in Section 2.4.2 and these allowed the inclusion of permeance harmonics. 

The modification to these expressions, required to account for 

saturation, was mentioned in Section 2.4.3 and some conclusions were 

drawn in Section 2.4.5 rerarding the torques developed duc to the 

permeance harmonics in unsaturated conditions. 

Let us further consider the torque in the presence of saturation 

and permeance harmonics. 

If the current i, of one phase is insuificient to cause 

  

saturation 

y by | i +i and {i -<i 
i.e. > {tn pm m a < ae 

a) Ly con     

the torque due to that phase is, 

  

i eee f ‘ 2 ape ea { (444 on) ab (8. + (3-4 on) Sal6tt)} Bi 

2 40, 40, 

but, if i, is sufficient to cause saturation, 

A 

a |i -i yp 
os [tape] < 5 O+n 

ne 

i.e. i +i. 
m 

    

pm ney 
the torque becomes



  

= 23 { ( yp VP au (0.) , Gai ne ab, (0+7) 

me 1, ae, P a0 
e 

For a given value of en such that aL (0.) is positive, there are 

do 
e 

two possible conditions for the maximum torque to occur:- 

either (i) p >2 i pm and i, just causes saturation to occur. 

L ine ) 

a 

i.e. when i = y -i aaiseeaeescees (4-9) 

2 L e = 

D 

  >
 

with “ s 
85 ( y \? aL_(e,) ‘( y - 2h . ab (O + 1) eee (4-4) 

c L ey 
. nee? Ce (oe) aoe 

p ox, (ai) 23 and i =i. 

een) < mn De 
me 

then A 

? EP p e aL, (0) eerie alee elefeaieie sive ele (4-5) 

2 i. e.) do, 

4 a 

Similerly for Y K bHertyel > [bat pal <_Y 
L(64%) Rs P 1.) 

22 {, +4)? Sy lee) vats ) 29a 6 —— inde (48) 
(0, + aN 

with possible conditions of maximum (negative) torque occuring when 

either (i) a * 

> 21 and i. sii - 
LCam) = a abn (Oka) 

2 {Ge -2i : a,,(0,) -( p A aL(0. +7) +0(4-7) 
; 2)uyesry FY a8, 1 (0+ 2 ) de, 
 



or, (ii) v <2 and) 4. = =4 
a ae ST = po 

a aL ae tT ) 
= rece ees oso seesieceoem 40) 

then T= 3 o oa a 

imi iti au (e.) . 
Similar conditions apply for values of 9, such that miele is 

do, 

negative. 

Only one further condition remains to be considered though this 

would not normally be regarded as a region of interest. 

a a 

eR aa Sebo raa ‘ab ray If, and | x 
no 

then all poles of this phase are saturated, and 

p 52 v 1 zi an, (@,) + ds 2 ab, (0+ 70) sisace (4-9) 
2 TC.) 40, 1 (0.+ @) a0, 

Thus the effect is to produce a torque-current characteristic 

  

which is represented in the non-linear model by three sections, as 

shown in Fig.4.1. If permeance harmonics are neglected the 

characteristic is inverse symmetrical about the torque axis 

(i.e. oG) = -1(-i,)) and consists of a strai-ht line and two 

parabolic sections. 

4.2.2 

  

imam Torque Conditions 

4s in the case of the linear model, optimisation for maximum 

torque only is again the simplest case to consider. 

‘ In Section 4.2.1 it was shown that for » given value of on 

there exists some value of current for which the torque is a maximum. 

The optimum current i,,(@,) will now be defined as the current which 

will give maximum torque for any value of oe:
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Let 1,,(,) have a maximum value at a single value of Lo 

namely oo= 0, then, for o<e,<e,, 

  

Sy 

A 

where, L(Q_) = y DES gerd Shieylecesinl Sdn WORM Ae AO) 
na es = 

z 2i 
po 

a 

then i =i - x Sas asset ve conten wens seeeeeeca (4-10) 

Pee Tory 

  

‘ ; Sata pox aL (@,) _ y 2 ab (0 +7) 

ae 2) (Ces ae L(6+8 ao 
P 1(0,+ 7) e me e 

Caen een 4-12) 

(4-13) i = =i ee cceceeeeee 

  

on ae et) (4-14) 
with = fe (eee 

  pom TST, where L (0) = ue Seis Saeeoes (4=25), 
n e855 

i= <i se caulawaosieseewece eC tH16) ¥ 
‘mo pm 

LA 2, ) 

with the torque given by equation (4-4). 

Finally, for 1+0,. < o< ot, 

  

and the torque is given by equation (4-5). 
4 

For a machine in which 2i,, L (<= Y equations (4-10) and (4-15) 

cannot be satisfied but oe may be taken as 0. 
‘ 1 4



a 

Also, for a machine in which 2i_ L (0) > p, 2 may be 
pa Mm es, 

taken as 7. 

4.2.3 The y- i, Diagram 

The Pe i, diagram, directly related to the gy - f, diagran 

mentioned in Section 2.4.3, is a simple but extremely useful aid to 

understanding the operation of the machine in the presence of 

saturation. It also provides a 'graphical' method of solving 

optimisetion problems which are less tractable to solution by purely 

mathematical mezns. 

Loci for both half phases can be presented on one diagram as 

shown in Fig.4.2. for the case of maximum torcoue, considered in 

Section 4.2.3. 

' Areas defined by the loci can be interpreted in terms of stored 

energy, or in terms of co-enerzy. The mean torque is represented by 

the areas enclosed by the loci. Areas enclosed by clockwise loci are 

negative and areas enclosed by anti-clockwise loci are positive. 

For simplicity i. a is considered to be of constant value ere 

Using equetions (4-4), (4-5), (4-12) and (4-14) the mean value 

of the maximum torque over the range S. = 0 to 27 is given by 

s ree, * 2 z ; 
a or cama | at.,(@,)= p ab (6.+% ) 
= Oat Pa (0,4 7) E(t) 

° ° 

2 
Qn r Qn 

Fs y aL (@.) + p - aI ab (0.47 )b....00. (4-18) 

nT +0 

2 

and this is equal to the total shaded area in Fig.4.2 multiplied by 

the fector So:
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4.2.4 Production of Harmonic Torques. 

Harmonic torques are produced due to the interaction of current 

and permeance harmonics. 

Let L(0,) = 1, +L, cos 0, +L, cos 20, + Liz 08 38, |. (4-19) 

and let, 

i, =f, sin (6,46,) -i, sin (20,+8,) -1,, sin (50,46,) .. (4-20) 

Using equation (4-1) gives, 

T = -23, sin @, + 3L,, sin 39, Jos wiciawola) 
2 Tm Hs) 

ee ae ; ; [ 
-8,(3,, +e ) (204 sin 20, + 4L,, sin 40, sees) asses (422) 

Substituting for i> given by equaticn (4-20), into equation 

(4-21) and expanding shows that:- 

() Odd permeance harmonics of order p combine with current harmonics 

of order q to produce harmonic torques, "(p,q)? with components of 

orders p + q and p — q. 

These will have a mean value of zero, except when p = a, 

then 

a 
15,9)" “Solon Tnp*Plnp (20% (279, +8) - cos 5.) seeeees (4-22) 

with a mean value of, 

_— a 

a =S Zyl sb ico § secccccccccscccecccese (4=2 
(p,p) ~ °2 P “pm “mp*mp*°°° "p ee 

(ii) Even permeance harmonics of order p combine with current 

€ i 1 a i Dl hermonics of orders ql and q2 to produce harmonic torques, 4(5,01,2)° 

with components of orders 

- Py p2ql, p-2ql, p+2q2, p-2a2, 

pral+aq2, ptaql-q2, p-ql-q2 and p-ql+q2 

These harmonic torques could also be regarded as arising from 

the omer ee &(p,al) and 2p, a2)? and the currents A ngl and tng2 

where- iq is the harmonic current of order q, and ep a) is the e.n.f. 
’
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produced due to the permeance harmonic of order p and the current ao 

When p is odd 5 is of order p only and when p is even ep a) has 
’ 

components of order p + q and p-— q. 

The harmonic torques heve a mean value of zero, except when 

Pp = 2ql, 2q2, gl + g2 or a2 = ql. 

( 2 + I a + i. *) 
fe, a Spr: mal ma2 pm sin po 

fo (eat .nae)ene! a 4 

a 2 

= a (p+2q2) 0,125.5) + sin ( (r-2p9)0,-26,.)} 

cin ( (p+2q1)0,+264,) + sin ( (5-2919,-26,4)} 

  

ie aS 
+1 I i R 

ntfaa( ((ptal-a2)0,+§,)-Jyo)+ sin((p-ql+92)e_- ait ee 

~ {rin((pratte2)o,+ f+ Q\o)+ sin((p-al~a2)e,-f,.- =) eo (A=24) 

a 

85 Dp Gee @ 

ot L i 2 ~ i eee eter eesee = (2q1,91,-) m mal sin 2b, (4 25) 

3.0 beat es 2 . : 

*(2q2,-,42) = —2——gR—Ba2 sin 26,5 setae ona.) (4226) 

a Re 
tr Ja Sep teed tee f 
7(qi+q2,q1,42) = Se sin (8.1 +$,.) ease (A=27) 

and, a a 

2 2iS5) 2 Bete nyt ? 
7(92-q1,q1,02) = —2 gp _nal_“a2 sin (84- h) maeesen(4sc8) 

Hence, non-zero torques are produced from 

(a) Odd permeance harmonics and current harmonics of the same order.
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(ii) Even permeance harmonics and current haraonics of different orders. 

For each permeance harmonic of order p, this involves the current 

harmonic of order p/2 and all pairs of current harmonics with 2 sum or 

difference equal to p. 

    4.3 OP2RATION F DAL SUPPLIES 

Consider the current i, to be sinusoidal, 1/8 and that the 

machine is oper=ting at constant speed Ww. 

It is evident from the conclusions of Section 4.2.4 teat, if 

Saturation is not rvached, the mean torque developed will be independant 

of all permeance harmonics above the second. 4n optimisation procedure 

  

Sinilar to that applied to the linear nodel could then de used. 

From equations (4-23) end (4-25) the mean torque would be 

Oda? Si)ieeess (4209) 
s a a 
He SI (I b cosh 4m § 

20m" pm mm: 2 2 1 2 

which would be a maximum when $= 0. 

If saturation occurs, the ¥-i locus for one half-phase is 

typically as shown in Fig.4.3, then, 

  

    

Ges Ons a 
s Sy c i 2 = y 2 
p= a (,.-fysin(e,+8)) aL (0,)+ 7,@,) aL, (2) eee (4-30) 

es, Pes, 

A 
giving, i 

Fo 3(6 feb + Fe = °2\ pm mol 

n 

5 : PiAtS 2 a + i = i Cap +1, )00s7e, - oa 17,9 ((p+2)e,+8) 

pal : 

co = a eee <n cos((p+2)e_ +25) + > aS ema I otnSin((p-1)e,-5) 
pre 4 oe p-l + 

n 
e 

ye - Ls 7 «00s((p-2)6 —25)— mp p=2 4 e ocos (4~31) 
pel 
p=2 8



    

  

‘Fig.4.3 Operation from sinusoidal supply.



Maximum mean torque will not in general occur vhen 6 = oO. 

3D _ SUPPLIES 

  

Lf. i, is a three level sequence, es defined in Fig.4.4(a), then 

the y_ i, locus for one half phase is typically as shown in Fig.4.4(b) 

  

  

now, 

poe ts 
eS 2 (ot s)-ar ace) 

an pm “i 

Tf -ow -i- f-ow 9 
2 5 2 xo 2 se 

seleees cee eee ea (A52) 

where, A : 

L(o.) = i Sadigincels so fe eee cen (2-33) 
Be ZI__ +1 

pn 

fiat =0 ( ant) (a8 Bf. 1 2). aft, +1,) 
an 

4-2 

~ (1gtt,)? 13 FD by a 
L_(-%= (ow) eveee (4-34 
ae 6 2 

Again, the mean torque will not in general have a maximum velue 

for ie oO. 

For a given value of f the maximum torque conditions can be 

determined from the Ve in diagram. . This occurs at a value of I, 

such that sections XY and X' Y' of the locus, in Fig.4.4\b), are of 

equal length. 

A 

ive. (tata), f- 9x), (-(29)) = ft, fon) eee(asas)



  

  

        

  

        
a) Pulsed supply. 

  

  
d) y. i, diagram. 

Fig.4.4 Operation from pulsed supply.
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A ; 

Tio= Y #2 ((Ff+H) = 145 ~f-) = 1(F-$-3) . 

EOD EY EC) 
« scceese (4-36) 

  

TH OF PERMANENT MAGNE’ 

  

4.5 OPTINUM ST. 

The M.ii.F due to the permanent magnet may be considered as a 

variable and it may be of interest to determine if conditions exist 

for this to be an optimun. This is also relevant to machines having 

a wound field in place of the permanent magnet. 

In the case of the pulsed supply for example, considered in 

Section 4.4, the optimum value of a found by putting 

at 
aI =O Miseisc aes sens sen (4-37) 

using equation (4-34) is, 

  

  

This is the optimum constant value of In to give maximum mean 

torque for a given value of § and ie For the mean torque to be a 

maximum, with a single constraint of the supply current being a 

limited (constant) level, optimum values of e, and 8 are:- 

     Coomera -+ (4-39) 
$= 0 Save tenieaccxss (4-40) 

a 

wv ae 
For AF Coy - lon) the machine is unsaturated and the area 

of the shaded section in Fig.4.5(a)is 

section area = $(1,,(0)-1,("))(1,41,,)° —H(1,(0)-L,€t)) (Iy-T,,)?... (4-41)



22 

 
 

 
 

 
   

fm ye 
G ty Yi 

  
aC L_(0) 

Fig.4.5(b) Y-i, diagrem:= ( Y 7 1n)<r



oo. 

 
 

  
  

=i es 
a 

grami— y 
1 (@) 

-i_ die, 
n vy Fig.4.5(c      

ao = 

    
é 

  
E 

Leta Tene 

I, 
Tne Lo 

 
          

Fig.4.5(a) Yi. diagrem:— I, ato gk ae 
‘pmo pm ‘mo



and the mean torque is, PS are 85 x section area sesece (4-42) 

ceo Ta (2 (0) ~ L(t)) ssrecsereeceee (4-43) 

A 

the torque is proportiond 
For bs 5 1) << (45 zi lin) 

n 

to the shaded section in Fig.4.5(b). 

a 

te Sf 40,1 yg(lig(0)LgCtt)) ~(14(0)(2 p42) P (T= Var) ese (4-44) 
1,(0) pa 

A 

and, for rs = Ton) <1» Fig.4.5(c) 

7. sf PG tay  Fetoy ) = Giglo) = yh) CEyot I} seeeeseeee eds) 

In the meximum torque cordition, equation (4-44) is applicable, 

giving, 

Phe Tee ca, 
Tmo sol 1,,(0) ae 

as the optimum constant value for or to give maximum mean torque for 

a@ given value of I: 

Similarly there is an optimum valac of I, for a given value of 

an? under the same conditions. This is obtained by putting 

at i ro aesveceecisoceceserses (4-47) 
n 

which gives, 

a“ 

Tig =I at Voie aL, .b,(@) aisinclrelva eine sieemeweeere es (4—40) 
B 1,(0 

If In and a are both optimum, the condition satisfying 

equations (4-46) and (4-48) is,



‘pmo TS ae ecseccuseededouvesess (6-49) 

a 

  

with 

Tyo = aa) Bes ole siete os ele es reeteteereeea(4=50) 

and g 

luo 7 mC) deine ao idemenee eul(Ae5t) 

This condition is shown in Fig.4.5(d). 

  

LUSIONS 

  

4.6 DISCUSS Do 

Optimisation procedures using the non-linear model account for 

the effects of saturation and permeance harmonics and are to some 

extent complementary to the procedures of Section 3. 

A general relationship between current, permeance and torque 

harmonics, in the absence of saturation has been derived. This can 

help solve the synthesis problem;- 

Given a certain distribution of permeance harmonics, does an 

optimun input waveform exist? 

or;- For a given supply waveform, does an optimum value exist for 

each permeance harmonic? 

It appears that a solution does exist and, for the non- 

saturating machine, can be obtained by the methods that were applied 

to the linear model. The solution may however only be useful for 

matching the driving circuit avd the machine over a particular range 

of speeds. The harmonics in the current wavefora will vary with 

frequency for any system in which the cost of the controller is 

included in the performance index. 

Use of the y - ae diagram has been described This can provide 

a@ geometrical solution to many problems involving saturation. 

Expressions have been derived for the mean torque developed,
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in the presence of saturation, for sinusoidal and pulsed supplies. 

Unless the current phase angle § is zero, the condition for meximum 

torque is best obtcined either by e graphical method using the > a 

diagrem and e triel end error process, or by a hill climbing procedure 

on the model. 

The case for a current phase angle of 5 = 0 is of particular interest, 

end an example of a pulsed supply with maximum conduction angle os an 

was considered. It has been shown that for meximum torque, optimum 

values exist for both the level of supply current and the li.M.F. due to 

the permanent magnet, or field winding. 

Using the models derived in Section 2, the optimisation covered in 

Sections 3 end 4 has been for unconstreined maxinum torque and for maximun 

torque constrained by given losses. Sinilar procedures could be applied 

to these models for other perform:nce indices if required. 

Optimum conditions depend substantially upon the type of drive circuit, 

the load end, for closed-loop operation, upon which variables are selected 

to be controlled by feedbeck. The different types of supply essumed for 

the optimisation procedures are therefore intended to represent, in 

general form, alternative drive conditions. 

Sections 5 and 6 which follow describe some of these aliernetives 

end the methods which can be used for isplementing then.
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5. INVERTER DRIVEN CLOSED LOOP STEPPING MOTOR CONTROL SYSTEMS 

5.1 Introduction 

Present electrical stepping motors are considered to be small in 

comparison to most other types of electrical machine, but as improve- 

ments are made in stepping motor design, and as more effective driving 

methods are realised, it is likely that larger machines will be 

produced. 

Manufacturers have not yet indicated such a trend, and some 

reasons that could account for this are:- 

(i) The hydraulic stepping motor is already established for 'high- 

power' applications. 

(ii) Instability due to resonance would be less acceptable in larger 

machines where it would be more important to maintain high overall 

efficiency. 

(iii) Suitable drive circuits for electric power steppers are not yet 

sufficiently developed. 

Given a suitable drive circuit the electric power stepping motor 

may offer some competition to its hydraulic counterpart. 

The cycloinverter drive circuit preserted here, although developed 

for a stepping motor hes application in the control of other types of 

Synchronous machine including the Synchronous reluctance type which 

has been of much interest in recent years. It also is likely that some 

future designs for large stepping motors will stem fron this type of 

machine, which is elready well established and capable of being operated 

as a@ power stepper. 

Drive circuits of the type proposed may also rind application to 

machines of all sizes where relatively large amounts of energy are to 

be transferred for maximum possible acceleration in a closed loop 

systen. The nethod of combining these circuits into a closed loop 

system will therefore also be discussed.
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5.2 INVERTER CIRCUITS AVD THEIR LIMITATIONS 

5.2.1 Choice of Switching Device 

Stepping motors can be operated from sinusoidal or switched 

Supplies but the switched supply is the most common method of 

excitation. This is in accordance with operation es a digital 

device and also results in less power dissipated in the driving 

circuit. The power requirements for most stepping motors can there- 

fore be handled by transistors, and at present this is the standard 

method used. In applications involving large stepping motors, and 

in cases where considerable forcing is to be used, the thyristor may 

be found to be a more suitable device. 

Since the invention of the thyristor in 1957 it has replaced 

other devices in a wide range of power circuits, including the control 

of many types of electrical machine. It is not surprising that the 

application of this device to the stepping motor has been somewhat 

neglected, since the basic transistor drive circuit is very simple. 

Provided with 'diode protection' the transistor can be safely turned 

‘on' or 'off' at any time, whereas thyristor circuits present special 

problems which require further discussion. 

The price of power transistors is generally lower now than of 

a few years ago and devices of higher capability have become available, 

so the thyristor should not be expected to eventually replace the 

transistor ertirely to drive small or medium sized machines. The 

thyristor is however capable of switching more power, for a single 

device, and is preferable where higher power levels are involved, 

especially if commutation can be achieved with fairly simple circuitry. 

5.2.2 fynes of Inverter 

For this application it is important to use an arrangement which 

will overcome the disaivantage of a limited frequency range generally 

associated with inverter circuits. Tle wide range of operating



conditions for the stepping motor requires an inverter to operate 

from d.c. to several kHz. The facility to vary the output voltage 

to give similar driving currents at high and low frequencies may also 

be useful. 

At low frequencies the parallel capacitor commutated inverter 

shown in Fig.5.1 could be used. This circuit was known as early as 

1932 using thyratrons and operation on resistive and inductive loads 

has been analysed by Wagner-*?°>, The circuit has many disadvantages. 

A large ballast inductance is required to maintain the continuous flow 

of direct current and to limit voltage overshoots, and in addition a 

large commutetion capacitor is required for operation with inductive 

loads. The circuit has a limited load range and needs a minimum 

load to limit the peak voltage across the thyristors. Starting the 

inverter is also difficult because of the time required to charge the 

large commuteting capacitor. 

As in many existing inverter circuits of the past, thyristors 

were directly substituted for thyratrons, but the beter characteristics 

of the thyristor were not fully utilised by this direct replacement. 

The addition of diodes, shown dotted in Fig.5.1, gave an improved 

circuit developed by Nclurry and Bedford, which has been analysed by 

MeMurry and Shattuck-*. The feedback diodes in the circuit return 

reactive energy associated with inductive loads to the d.c. supply. 

The capacitor and ballast inductor are no longer required to store 

this energy and may now be smaller. The improved inverter is less 

sensitive to changes in load or power factor and can operate over a 

wider, but still limited, frequency range. 

It is necessary to remove the lower frequency limit for use as 

a stepping motor drive. This is easily achieved by simply omitting 

the transformer and using a centre tapped 'bifilar' motor phase 

winding. 

Another desireable objective would be to increase the higher
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Fig.5.1 varallel vapacitor vommutated Inverter. 
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Fig.5.2 Improved Capacitor Commutated Inverter 
with Wide Frequency Range. 
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frequency limit, which is determined ultimately by thyristor turn-off 

time, but commtation losses reduce the efficiency at high frequencies 

and restrict useful operation to about 1 Kiz. 

The capacitor must be large enough to apply a reverse voltage 

across the thyristor during recovery but large currents will be 

delivered during the remainder of the cycle. It is possible to 

retain the charge on the capacitor until it is required a ory 

commutation by using the circuit of Fig.5.2. This ie hes been 

analysed by eras” and has b en shown to be suitable for operation 

over a wide renge of frequency, particularly for drives where load 

resistance increases with frequency. Although this represents a 

further inprovezent, it was concluded that "sdjustment of ‘the capacit— 

ance as the frequency is varied must be accepted as a necessity and 

that there is the need to develop the means to do this automatically". 

No example was given to indicete what frequency range could be 

achieved in practice end so it may be of interest to consider the 

views of other later cuthors as to what constitutes a wide variable 

frequency. 

To some", 150 Hz is considered to be a typical maximum frequency 

which will ‘be improved uvon by faster devices, rather than from 

eircuit inprovenents. Another author“? could see "no reason to 

Suppose thet frequencies up to say 400 Hz are not practical with 

reasonable eificiency". 

High frequency inverters have been developed which are self 

commtated by resonating the load. These circuits are suitable for 

use above about 1 kHz because of the need for a resonant circuit 

which carries full load current. The frequency may be as high as 

20 kHz but is basically fixed. Some variation in frequency is 

possible by firing the thyristors at a lower rate than the resonant 

frequency of the circuit end a frequency range of 2 to 1 is about the



maximum that can be achieved with a tolerable waveform. 

One method, appearing to meet the requirements of operation 

over a wide frequency, including d.c., is to use a cycloconverter 

fed from a high frequency supply. For many drives the cycloconverter 

is an alternative to the d.c. link inverter but for this application ‘ 

the d.c. link must remain since the cycloconverter requires a high 

frequency input. For operation from the a.c. mains this implies 

three stages, (i) rectification, (ii) h.f. inversion and 

(iii) eycloconversion, the latter two stages being referred to as 

eycloinversion. 

A circuit presented in 1969 by Robertson and Hebbar®?, 

described as 'a tuned circuit commutated inverter' operated as a 

block fired cycloinverter in which avession and cycloconversion 

are not separeble stages. It is this type of circuit which will 

be considered further. 

5.3 A NATURALLY COMMUTATED CYCLOINVERTZR WITH WIDE FREQUENCY RANGE 

5.3.1 Circuit Operation 
  

Consider the circuit shown in Fig.5.3, which vuperates as a 

cycloinverter. Let the capacitors have an initial voltage of 1/2 

Vae 

current iy flows through the commuteting inductors L, and Ly ‘ 

1 4 

If pulses are applied to the gates of thyristors TH1 and TH4 

capacitors C5 and cs charge and cy and c, discharge. The voltage 

across the load rises to a maximum value between Va and ava» depending 

upon the type of load. The load current is then supplied from cy 

and Cz, which also charge oy and Cys while the d.c. supply current ig 

reduces to -ero and THl and TH4 turn off. When the voltage across 

the load has fallen to a predetermined level, less than the supply, 

TH1 and TH4 are fired again and the cycle repeats. . TH1 and .TH4 may
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be fired a number of times in this manner. 

The load current will be brought to zero if no gate pulses are 

applied, or can be reversed by firing TH2 and TH3 for a number of 

cycles. 

The inverter output can thus be 'modulated' at a frequency 

which is much lower than the natural frequency of the commutating 

circuit, and can easily be varied over a wide frequency range by 

simply altering the firing sequence. Fig.5.4 shows the fom of 

input current waveform produced by the firing sequence chosen, the 

output voltage being somewhat smoother. Other forms of modulation 

are possible which allow selected or general harmonic reduction 

such as pulse rate modulation. The circuit was used with a two-phase 

machine so that the sequence in Fig.5.4 produces steps with alternately 

‘one phase on' and then 'two phases on'. 

As the frequency varies, output voltage adjustment is required 

to give an approximately constant load current and this can be 

achieved by using a feedback signal proportional to the load current 

taken from = - i If the firing signals are of a high frequency, 

these can be inhibited if the load current is greater than a preset 

value or erated if it is less than this value. The thyristors then 

fire at a suitable frequency. 

Fig.5.5 shows the voltage waveform across a resistive load as 

the output frequency is increased, and Fig.5.6 gives the correspon- 

ding inverter characteristics. Circuit values used are 

Va = 50V 

Current reference level = 1A 

R = Ry = 1 

GQ = €, = C, = C, = GF 

ve = ve. = “Ee = Me, = 14uH 

Jie



  

¥ig.5.5 Gutput Voltage Weveforms with Resistive Load. 

(a) (v) (c) 
Output trequency, (liz) 125 300 =1,250 
Pine scale (uws/div) 2 1 0.2 
V scale = 20V/div
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5.7 Output Voltage and Current Waveforms with Inductive Load. 

(a) (v) (e) 
Output frecuency (Hz) 125 1,000 3,000 
t scale (us/div) 2 0.2 0.3: 
V scale (V/div) 20 40 40 
I seale (A/div) 0.5 0.5 0.5
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With an additional series load inductance of 10 nH the voltage 

and current waveforms are as shown in Fig.5.7, and the characteristic 

given in Fig.5.8. 

5.3.2 Analysis of Cycloinverter Operation 

It can be shown for the purpose of the following analysis that 

if all capacitors have a value ic then the circuit may be modified 

as shown in Fig.5.9. Operation of the inverter can then be studied 

by reference to the three conditions of the circuit, represented in 

Fig.5.10. 

a) When TH1 end TH4 are conducting and current iy flows. 

b) When iy is zero and no thyristors are conducting. 

ce) When TH2 and TH3 are conducting and current iy flows. 

Neither the thyristor pair THl and TH3 nor the thyristor pair TH2 

and TH4 should conduct at the same time. 

Modulation is achieved by changing the modes of operation of 

the circuit. These modes are, 

A:- The sequence of conditions a-b-a-b- a, for a nunber of 

cycles. 

Bi- The condition b. 

Cz- The sequence of conditions c-b-c-b- ce, for a number of 

cycles. 

There are many possibilities for synthesising output waveforms, 

but the example used here is the sequence of modes B- A-~B-—~C-B, 

tet Lb =L =b =8 = 

nN
 
1
 

(5-1) | 
end C=C, =C,=¢, = ¢ So cccccccsceece 

The inverter can be represented by the state diagrem shown in Hig. 5.11. 

‘Values for ll and k are determined by the condition of the eircuit 

as given in Table 5.1.
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a b c 

k dS oO 1 

t 1 Ome 

Table 5.1 

A brief analysis for resistive and inductive loads will be given. 

(i) Operation with a resistive load. 

With a resistive load Ry» the state equations for the system are 

° ° < da . ad 

: ee =k wk é aul = | ote zi Le a 

v k et i i C é Yo piesierent (Se) 

L where, a ules) G ey eee et ck 

(5-3) 
ic = CR ee eesee eens 

(the resistace of the chokes is Ea) 

f2 

The overall transition matrix can be expressed as 

G(t) =] 2 ° 
BCG )eRr s(t) le Vee: 2s...0.005e4) 

g(t) is the cycloinverter transition matrix, which for conditions 

@ and c is ziven by 

  

sinwt -sin wt 1 
a (o+ %,) iD +cos wt ees 

ot . ac , oft) =e 
Seaee (o+ cS ye Oe recs wt   

wC + sae) ++ (5-5)
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and for condition b by 

  

o. 5 
a otsinwt 

+ (0, P40, 24 Tp)e a a a 

h, (t= ¢ a 
(o,°+u*)L, oe ot 0, 

C4lte & sin wt - cos w,t)} eee (5=7) 

and, 

b(t) = [?] tececeeree (5-8) 

The eigenvalues, x, are at 0+ jwand & - jw, given by the 

solution of the charecteristic equation, 

Dee Cea Ly oe eee Se D 2) eas 

Meee Ue ae ti 

i ee lng 
ive. Chane (F + +) ssiclns sieis)so we sam( 9-20) 

gate % pees 232 as 
Gh of 4 iG te hele ss csee eee — 

In conditions 'a' and 'c' the circuit has a natural frequency 

o, and damping zectorC, given by, 

R 

ie Ge) uss. toad) = ul Q ae of
 " 

Gin wivieiwelvicinirp eer ewiewie ets (O=15) 

 



i.e. Cea Cw secepes ss (5-14) 

and > 

a wf -C Pearce (O—25) = 

Note that R, affects both w, onal 5 The constraint far a 

oscillatory operation, in terms of Ry is 

  

    

ae aL 2 (cr i ) cr, -3G °R, +%>0 ce dais (BESTE) 

Consider operstion in mode A. Let the .tate vector after switching 

from condition 'b' to condition 'a' at time os be, 

Va 
245) = 15 Se Morin de, aCe 

Vv 
s 

ie is the value of the voltage across the load below which the 

decision is tzken to switch to condition 'a'. In condition 'a' the 

current is given by, 

o_(t-t_) (+) if Vi ae ‘0 cos (t-t) 

Tea 
Be Ce ) t, 

  

  
  

Oolt=t une Cltata) ie (or, ot 2,0.) 8 o’ sin w_(t-t,) ay ve 2 o’ sin w,(t-t,) 
a a ez w d ip 

2 a a 

- Seseieoerecices, (5-18) 

and the voltage across the load is, 

7 o(t-t_) o,(t-t,) 
a ° Ce - v(t) = a d=6 cosw, (tt, )+ a sinw (t-t ) 

LC(o “Sw <) w : Cao @ a 

(t-t5) | s + 
avg pve 2 {oa ye ww, ( tt), cos ax.) ess (5-19) 

a oe 

ve



109 

Let t = t, when i,(t) first falls to zero, then equation (5-18) 
1: 

could be solved for th. 

Preferably damping should be low so t, and v,(t,) may be given 

by the approximetions, 

w, = w seeveanene (5520) 

t Beto + © accuse nea(Saol) 
: % 

and 

Volt) a 2 Vy = Vz seeceeeee (5-22) 
2 whe 
  

The state vector at time t) can be expressed as, 

x(t,) = §,(+-t,) X(t0)> -22-0--+---2- (5425) 

After switching from 'a' to 'b', this becomes, 

0 

z(t, lea|i0 
v,(+,) seein cen Saad) 

and v, (+) is then given by, toby 

T2 
v(t) =€ v(t) Re cieecun (5225) 

  

Let t= ty when v,(+) has fallen to We 

then # = 

ty = t, + T log Vv, seeee (5-26) 

The nominal thyristor switching frequency ws, for modes A and 

C, is determined by 

2m 
w= t,-t, Re gesenses Deen) 

The first cycle following a chenge in mode will have a greater period
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due to the different initial conditions. 

Thus from (5-20) (5-21) (5-22) (5-26) and (5-27), if damping 

    

is low, 

®, oe our 
wT, av 

l+ B. foals ~ oes evrceceecece (5-28) 
Tw w “L cv 

noe 8 

(ai) Operation with an inductive load. 

With « load of inductance Ly and series resistance Ry the 

state equations become, 

  

7 
Yq 0 0 0 0 Ya 

1 [eos eee ie 0 i 
ie Bee TH fs 

YQ : ‘ 8 Ye eueemea( 5229) 
: 

iy 0 0 = i, 

t 

where, (es a 

Taeiesele sissies) (5—30) 

for conditions 'a' and ‘c! 

  

  

- o,4% et 100 

g (t) = 1 One: +Ade sin(w t+%4)J]0 10 
asc 3 3 al a 

(o,-¢,,) +. ‘ 001 

ae 0 
fat, ont tc 

+ (oe +Ase “ sin(w,t+@,)) 
al = 5 tone 

i a 
c c 

he as 
L. T:
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  LL aL 1. 
Le LG L¢ 

ot 
paces! +Aze® sin(w,t+4,)) ae i -1_ 

°% QG oe 

a gene 2l3 
Le LG Lc eevee) (5-51) 

and for condition 'b' by, 

ot o, m0. 20 
4, (t) =e (cos Oa sin wt) 1 

° ° Es 

ot ci 0 0 
+e sin at eB 

“ Cea. Beal. 
b c 

Ope a. 0 
a 

ot mS ° oO 

+ mite © (o,sin w,t- W cos W, t) L 

2 2 0 0 QO 
oe, + w A 

LC 0 Of ..... (5-32) 

and the control trensition matrices are given by, 

i: ot ot 
h, (t) = @ (< 2 Ase © sinlw, +4) ° a,c C=O, uy i al 25 

a a. a 

ot ot 
8 a eH a +(e 2e * sin(w, t+ ‘)) 

° 
a
l
H
 

l
e



tice 

I
n
 

ont A ore ate 
e -1+ ‘le * sinwt +, ) 1 

+ \ ig i. re 
al cE 

ereeseceen (5-35) 

J
~
 

& Q 

and, 0 

h(t) = | 0 

0 Berries s osieieiasiee (34) 

where, in the above equations, 

  

  

       

  

  

= o (5-5 )-w 2 Re ata Beane (5m 35) 
a 

o- oF . -1 Ww. ee ie 4 | 2 al 4, = ten a 
ee a oO -0 : a lL Ie eases (5056) 

o, (a -o, ay a ts eeoas 
AL = 2 _2_al” + oH = tan Fas ner ae 3 a a W2+0,(5,-0,,) +++ (5-37) 

oe 2 2 
va 2 2 A, = {w,(s, +0 dea 5 Sy =n v} + (@, ~20,0, 540, ) 

2 2 
a ay w,(W, aeecaly ) 

= tan 
4 2 2 

W,*(0,+0,, )+0,°(6,-0,,) + cveusavvensiene sat S~oe) 

The eigenvalues located at oO, o+jw end ¢-jw, are given by the 

solution of the ciarecteristic equiticn, 

2n 3 am 1 kR +k°R + Tot +c “L = 0 
x ; GE aye bes en EE,c Pesan i (5289) 
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The oscillatory form of equations (5-31) to (5-33) has been 

given since this form of response is necessary, thus the constraints 

for conditions 'a' and 'c! 

Daley oi ao 3 3 piefoutaeo) Oy) Heescgiet es 8 5.S5) 18 458, aol oe. (6240) 

where a), a5, 8, a, are the coeificients of x in equation (5-39) 

  

i.e. ag = 1 

ze 1 ay =F : ary 0,4 720, Beeeinbe os openen (atu) 

1 Se tee 2 = ae + + OL AM) 200s on oes (5-42) 

2) oar eee sale ceeuen (O=43)   

1ey R and R, are assumed negligible then equation (5-39) 

reduces to a second order equation with C = 0. Thus if R and R, 

are small the natural frequency is, 

ee) Ly es 
ein af a = osisaices sb ecaee aenren (Gn4S4) 

In condition b eaustion (5-39) is also of second order form and 

gives a natural frequency Ww. and damping recten( of 

jel 
nbd ~ fi,¢ ieee sielsis os enivotncciceieese (5-45) 

| a 7 eles o4\e4)s Gr eisicien eas sa side ACO SAG) 

If again damping is assumed to. be low then the following 

o 

W 

approxinations can be made.



w. eee ess cect (SAT) 

Uy teeeeeeereees (5-48) 

nb ereneinercae sss (S=89) 

see eo 3 e550) 

equations (5-31) to (5-33) then become, 

  

L tl, cos w, .t - sinw, .t 1, (2 - cos wt) 

b,. (t) Ith, OL, Lat, 
? 

sin wt cos wt - sin wt 

a. Gane 

1.G- cos @,,..*) - sing, .t L+L, cosw, .t 

es aT, tS 

neeetms AoebL), 

cosw it 0 0 
nb 

b(t) & i b 0 cos wit -sin wt 

w 4° 

e a Ont pare Wort seWasieeacesn (5-52) 

wpe, 

n, (te _¢ 
a,c 

L,+L 
Lsec 

t+ sinw 
rca n 

Be w 
na 

Ly (1 - cos Ce) 

a 
  

L 
ae oe er ee ieomeceens (5253) 

c 
Wia 

blames
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Let the state vector after switching irom condition 'b' to 

condition 'a' (mode A) at time es be 

8 wesealeeasiss (oa54) 

where I, is the value of the load current below which the decision 

is taken to switch to condition 'a'. 

When i, (+) falls to zero, at t = t,, the state vector then 

  

1? 

becomes, 

Ma 

(t,) 2 z{t)) = 1 v(t) 

in(t) Bow siealee ces cen (o=55), 

where vi(t,) = 2¥,0, _ | ) sesieeseie\ee ool (5-56) 
L.+L 2 L 

and ae) ee eet 
bel 12 V,- 4, wee etateegnel =5%)   

2 

Tate 

At time t = t. iy has again fallen to I, and thus ‘2? 

i, (t,)= i(t,)= I,= sing, pi tot) z v(t) + cosa (to-t, ).i,(t,) 

beat a 
sie ace eens <9 (5x58) 

and solving for t. ‘> Sives, 

- x“(e 
(i ane BE 

On ol S : zi 

  

  eee (5-59) 
 



ae 

where, 

-l 
6 = tan i, (4) wyby, 

v(t) discuecsce seer (5-00) 

Equations (5-56) and (5-57) require the value of vette) in order to 

obtain t, from equations (5-59) and (5-60). 
2 

This is given by, 

v,(t,) = v(t.) = cos Oy (to-t, v(t, i, (t) sinw (t,t, ) 

w > c 

sessiviee vues 5=61) 

using (5-56) and solving for v(t), 

v(t.) = i, (+) sin @ ,(t,-t,) = 2h) cos W(t-t,) 

wy c L,+h, 

1 - cosa ,(t,-t,) eeeee (5-62) 

giving (5-59) and (5-62) as simultaneous equetions in t, and v,(t,)- 

The nominal thyristor switching frequency W, is again given by 

equation (5-27). 

5.3.2 Features of the Improved Cycloinverter 

The main advantage of using the capacitors in a bridge arrange- 

ment, instead of across the load, eas in ref.29, is increased 

reliability of commutation, for the following reasons. 

(i) At instants when all thyristors are 'off' the load is no 

longer 'floating'. A capacitor is present for each thyristor to 

reduce the risk of damage by by~passing any spurious voltage transients 

which may occur. 

(ai) When two thyristors, such as THl and TH4, are commutated 

they are effectively in series and the capacitors provide an equalising
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network so that during 'turn on' and 'turn off' the thyristors share 

equal voltages. 

(iii) The risk of false triggering of the thyristors is also 

reduced. Suppose TH1 turns 'on' faster than TH4. This could be 

due to devices having slightly different characteristics, or a 

differecce of a microsecond or so in the application of the gate pulses. 

In the single capacitor circuit a high rate of rise of anode voltage 

may then trigger TH3 and short circuit the bridze. 

(iv) The capacitors also assist to prevent a drop in bridge 

input voltage from hindering commutation due to the internal impedance 

of the supply. if this is not sufficient, additional capacitance may 

be required across the input to the bridge. 

With both resistive and inductive loads satisfactory commutation 

ean be achieved provided the circuit is underdemped. With a stepping 

motor load the main difference in circuit operation appears to be that 

this condition is no longer sufficient. The circuit was used :ith a 

permanent magnet machine and it was found that the e.m.f. due to the 

permanent magnet can occasionally interfere with the commutation. rf; 

the current through TH1 and TH4 ever feils to reach zero before TH2 

and 1H3 are turned on, coxmutation can fail. This can be avoided by 

having a high mutual coupling between L, and L, and between i and 
1 3 2 

Ly . This does not effect the operation of the circuit, as described 
‘4 

earlier. 

Suppose the current through TH] becomes non oscillatory and the 

thyristors renained conducting when TH2 and [H3 are turned on. The 

high rate of rise of current through TH3 will induce an e.m.f. in L, . 
1 

The voltage across cy will be low and most of the induced e.m.f. will 

appear as a reverse voltage across TH1, improving ‘turn off time' to 

this thyristor and effecting commutation. This is a method of forced 

commutation, easily built into the circuit, which can 'take over' on 

instances of failure of natural commutation.
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5.4 CLOSED LOOP STEPPING MOTOR SYSTEMS 

5.4.1 Method of Phase Angle Control 

The principle of phase angle control is to gexerate the input 

pulse sequence to the motor from the electrical angular position of 

the rotor (9,) and then synchronism is inherently mainteined. This 

sequence, Ko.), may be shifted in phase by an angle Y giving the 

driving function F(@, +¥). 

er 2U have been used to control the angles of 

31-35, 
Analogue methods 

phase shift, but most methods employ digital techniques 

Consider the logic signals PA and PB and their inverses PA and 

PB, as shown in Fig.5.12 and let these indicate quadrant information 

of the electrical angular position of the rotor of a two-phase machine. 

The fundamental components of these signals are 

D(o), = (cos @, ~cos 0, sin @, -sin 2.) soeces (5-63) 

where the set D(o) is, 

« (5-64) 

  

D(o) = F(@,) = (PA PA PB P5) ey 

The windings each have three states of energisation 5. 

Let, E=0, represent an unenergised state 

E=1, represent the winding energised, in one sense 

E=-l, represent the winding energised, in an opposite sense. 

Two bi-level logic signals Dy and D5 are required to define # as 

shown in Table 5.2. 

  

  

    

E Dd) D5 

0 0 0 

° 

-1 0 1 
  

Table 5.2.
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Fig.5.12 Typical signals for 2 phase and 1 phase moades, 
using Fredriksen method.



Thus the set of driving signels, 

defines the set, 

B= (g, E,) Bele viele s sissies seine, (5-66) 

and hence the state of the input to the machine. A phase shitt ¥ 

is easily obtained, if this is a multiple of 2. e.g. to obtain 

Y= "p, 

let, F(0, + Yo} = Bt 2) = (PB PB PA PA) ...ee00 (5-67) 

L 
i.e. D( fo), = (sin @, ~sin 0, ~cos 0, cos @,) «.. (5-68) 

Thus we have the driving circuit signals in terms of position signals 

for phase angles of even step multiples. 

  

  

        
  

Control 

Nodes | Y (steps) Pay Pa, at bs 

- ss = 
cw 7/2 (-2) PB PB PA PA 

STOP 0 (0) PA PA PB PB 

ccw YER) PB PB PA PA 

HS Tt O(a) PA PA PB PB 

Table 5.3 

The choice of four phase angles have been termed control modes 

by Fredriksen?-, as sh.wn in Table 5.3. This method has been 

extended to give eight phase engles by deriving signals for the so 

called ‘single-phase sense’, (oda step multiples). 

#cVe



  

  

  

              

Control = D D 9, D. 
Nodes | Y (steps) = =) ay bs 

CWMED 397, (-3)| PA PB] PA PB/ PA PB] PA PB 

cwLoW ~17,  (-1)| PA PB| PA PB| PA PB] PA PB 

ccuLow Y, (2) | Pa pa] PA PB PA PB 

CCWMED 377, (3) | PA PB] Pa PB| PA PB] PA PB 
  

Table 5.4 

These sets can be releted by observing that, for n = =l, a3 etc. 

Tr -1)it nh D (BB) 2 (CUE) yp (UH .. (5:69) 

and for n = 0, 42, *4 etc., 

> (B) =» (EU) , y (at) sesesees (5-70) 

Note that all phase angles do not give the same pulse width. 

By using more logic signals other pulse widths and a wider choice of 

phase angles is possible. 

5.4.2 An Optical Method of Phase Angle Control 

This method reduces the amount of hardware that would be involved 

with the previous xethod if a wide choice of phase angles is required. 

In the previous method, signals would usually be obtained optically 

and then processed electrically. With the alternetive optical 

arrangement, processing is not reouired. 

Consider four photo transistors Ty, Ty Ts 7) and four light 

sources Sy» Sor 83, eA arranged either side of a slotted disc, as in 

Fig.5.13. Let the electrical angular spacing between transistors be 
ny A 

2 and let the dise be positioned so that 

a, =a, meee cece suet On 71) 

lal.



en 

 
 

Fig.5.13 Arrangement for optical method.



Consider the edge of a slot, represented by point X on the disc, 

in line with qt and 8) as it moves in the direction indicated. X will 

be in line with T, and 8)» T, and Ss), T, and S, when the dise has 
2 3 4 1 

moved through7V/4, Ne and 3T/4 respectively. Suppose the light fron 

each source is able to radiate to all photo-transistors. If source s) 

only is active, the signals from the photo-transistors have a mutual 

phase displaceient of V4, as in Table 5.5. 

  

  

  

      
  

Transistors in Line with X 

Active Source 
or 8) 8, 85 34 

0 Ty - - - 

qt, 2 = "4 Bo oat 
Tt 
15 Bs % a - 

t, 

7m Pel Wags Me Boat 
n ze Ty 1 T, 

aM, F pene 2 

317 5 eee 8 

Table 5.5 

The signals are effectively shifted by us using source 3. 
3 

Tt a aa : - 
and by a using source 54 giving, in this case four phase angles. 

For any single active source S the phase of eny transistor signal T 

is given by the nean electrical angular displscenent of S and 7 from 

  

the reference position. The number of nhese angles is determined by 

the number of sources end the width of the slot can be used to 

determine pulse width.
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The edge of the slot should be machined radially since the 

trensistors and sources are placed on an are and not in a straight 

line. Clearly there are problems if this arc is large and, in its 

present iorm, the method is best suited to machines with a large 

number of poles. 

The number of sources, and hence the number of phase angles is 

limited by physical constraints. In describing this method an 

accurately positioned point source was assumed, and errors could arise 

if this were not so. Using light emitting diodes (LED's) of small 

size (typically 1/16" dianeter) this is a reasonable assumption ani 

simplifies any problems with elose-pecking of sources. When used 

with inverter driving circuits the fast response of the LED eliminates 

the commutation problems which could otherwise arise due to lamp 

filament 'a:ter glow' when changing phase angles. At present LED's 

are not the most economical light source, but the use of solid state 

devices is generally preferable in systems of this type where high 

relisbility is desirable. 

The optical characteristics of the photo-transistors and sources 

must be carefully matched to ensure that signals can be obtained from 

all transistors for every phase angle. 

The signals at the photostsaiais tors would normally require 

amplification to levels suitable for either Subsequent logic or the 

driving circuit. It would be more economical to use low power LED's, 

but the presesce of noise cen be a problem if low light levels are 

used. erious experimental arrensements havé been tested in which the 

diodes have been pulsed. such systems, using modulated light, need 

not be affected by wide changes in ambient light levels. A dis- 

es however is that, for a given peak optical signal, the pulse 

frequency is limited by the rating of the diode, and this limits the 

response of the demodulated signal.



It is simpler not to pulse the diodes and the problem of 

obtaining suitable light levels at the transistors may be overcome by 

other means, without using 'high' power LED's. The problem is basically 

one of light utilisation. When wide optical engles ere used, only a 

small part of the emitted light is used. The use of fibre optics 

could therefore provide a solution. 

5.4.3 Systems Using Photo-thyristors 

An important ieature of the ebove optical method is theta single 

device could be used both to detect levels and be part of the driving 

circuit. If this is a photo-trensistor the low power handling 

capabilities limit their use in this manner to very smzll machines. 

Power-photo-transistors do not eppear to be available end light- 

activated switches or other similar devices are unsuitable. However, 

if a photo-thyristor is used the reduciion in the amount of hardware 

is such that it would often be feasible to mount all the components 

along with the dise inside an extended motor enshield. As an exemple, 

Fig.5.14 shows a McMurray-Bed!ord type of inverter and a bifilar wound 

stepping motor. The complete phase angle control system could be 

regarded es a single module. Protected from strey light and dust, 

with a minimum of circuitry, it would be well suited to an industrial 

environment and require little maintenance. 

5-4-4 Combining Cptical and Plectronic Methods 

By combining the optical and electronic methods, a wide choice 

of phese angles can be obtained with a reasonably simple system. 

Suppose that the optical method could be used to give a choice 

of n phase angles and that the electronic method, when used separately, 

gives e choice of m phase angles. ‘hen combined, these methods cen 

give a choice of up to nxm phase engles. The ‘combined wethods' is 

therefore considerably more effective then either method used separately.
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As an example, consider the combined method applied to the 

inverter circuit of Fig.5.3. ‘E' is given in terms of the thyristor 

gate signals by Table 5.6. 

With four position signals, as show in Fig.5.15 eight phase 

angles are possible using logic. 

  

  

&) &, &, G, E 

0 0 oO ° 0 

0 0 x x 0 

x x ° 0 0 

1 0 0 a 25 

0 1 2S 0 -1       
  

XK = either state 

Table 5.6 

When the inverter wes described, the driving signals used were, 

Dive=¢ =a, ois siees (5—72) 

Do = G& = & eoeses (5-73) 

T, 
For a pulse width of 3 V4 in E the driving signals would have 

the form shown in Fig.5.16(a), but this is not the only way of producing 

the desired form of EB. 4n alternative is to use the position signals, 

without processing, and to define, 

DS Gaye on sevve (5274) 1 a 3 

i= G = & sees (5-75) 

Reference to Fig.5.16 ond Table 5.6 will show that this alteruetive 

produces the same result. Table 5.7 shows the driving sigrel functions 

for both cases.
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Fig.5.15 Position Signals for Combined Method. 
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Fig.5.16 Alternative Driving Sequences (a) and (b) 
Producing same Energisation Sequence (c).
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If U V W represent the electronically slected phase angle, 

then driving signals can be expressed as, 

seen (E76) 

  

and similarly for Pa, aoe and oy 

These functions are readily generated using MSI data selectors. 

The position signals can be obtained using the optical method 

with four photo-transistors spaced as in Fig.5.13, and a single LED 

would give the above choice of eight phase angles. 

A further diode placed at an angle 2§ from the previous diode 

would give a further eight phase angles, displaced from those above 

by the angle §. : 

Using eight diodes spacea 16 apart a full range of 64 phase 

angles can be obtained in increments of T528 If that part of the 

phase angle which is obtained optically is represented by bits XYZ, 

then it is required that diodes 0 to 7 be selected according to the 

binary value of XYZ. This is readily achieved using MSI with a unit 

such «8 a 2-line to 4-line decoder connected to give "1 of 8" 

selection ss shown in Fig.5.17. 

Therefore using only five integrated circuits a choice of 64 

phase argles is available by the setting of a six bit word at the 

interface. 

5.5 CONCLUSIONS 

_ The use of the thyristor as a driving circuit Bionent has been 

discussed with reference to the probable development of pover 

stepping motors. Some basic inverter circuits have been exviewed and 

their limitations for this application explained. A cyclo-inverter 

circuit that was developed for a closed loop stepping motor control
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system has also been described. The technique of phese angle control 

has been reviewed and a digital method of accurate phase control presented. 

The above method of phase control was used with the inverter drive 

described in Section 5,3. The relevant optimum conditions are therefore 

derived in Section 3.3.3, but with eon kept constant at 135° as shown in 

fig.5.16(c) (compare with :ig.3.3) This is convenient to achieve in 

practice and is very near the value of 133° which was found to minimise 

Dey as shown in equation (3-126) and to minimise Pig st high frequencies 

es shown in equation (3-131). 

The closed-loop drive formed part of the computer controlled systen 

described in the following section.
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6. A COMPUTER CO TROLLED STEPPING MOTOR DRIVE SYS' 

6.1 INTRODUCTION 
  

To obtain optimum performance it is essential that a closed 

loop stepping motor drive, such as that described in the previous 

Section, be effectively controlled by maintaining the correct phase 

angle and level of drive forcing at all times. In order to compute 

these it is necessary to determine shaft position, velocity and 

possibly torque or even winding temperature. 

One of the duties of the controller is to estimate the time at 

which the transition from acceleration to deceleration should be made 

and to generate a ‘directing signal' giving the demanded directions. 

The controller is likely to take one, or both, of two forms:- 

i) A small special purpose computer (i.e. ‘wired logic circuits') 

or ii) If it is convenient to access a larger general purpose 

computer, this may be used on a time shering basis. (i) is essentially 

a hardware approach, whilst (ii) requires software. 

Although all the controllers duties may be carried out on a time 

Shared genersl purpose computer, some of the operations can also be 

done by a certain amount of logic at a more local level, thus leaving 

the central processor free for more importent duties. 

The relative proportioning of the control function between 

central and local levels depends upon the relative cost of the hardware 

involved and upon the value of c.p.u time and will vary from one 

application to another. It is generally easier to estimate the cost 

of performing operations at a central level, than at a local level, 

once the number of required computations are realised. Thus, in order 

to decide upon the optimum configuration it is necessary for the user 

to be aware of, and to closely consider, operations that can be 

carried out locally without undesirable complexity.
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The ‘minor loop’ function of deriving the driving signals 

from the encoder signals is simple to implement locally, as previously 

described in Section 5.4, at a cost ihat is probably less than the 

cost of linking these signals to a computer. It is therefore very 

unlikely that this will be performed at other than a local level, 

whatever the cost of c.p.u. tine. 

The task of keeping a record of position is also unlikely to be 

suitably assigned to a central control, since it would demand close 

monitoring and would require some c.p.u. time at each step change. 

The operation of deriving phase angle and current level Signals, 

in terms of the measured variables and the Wirecting signal' is not 

gencrally suited to the local level of co: trol. An exception to this 

is the case of a sixple function derived from only one variable such 

as velocity©. 

The generation of the directing signal is m operation which can 

be carried out completely at the local level of control if a single 

apvroxinate switching boundary is ecceptable. Although this would be 

inadequate where wide changes in the load characteristics are present. 

In the system to be described, which is shown in Fig.6.1 the switching 

boundary may either be generated locally or from the central controller. 

When generated locally the characteristics of the switching boundary 

may be changed by the central controller as required. This gives a 

flexible system requiring a minimum of C.peu. time and allowing 

adaptive features to be incorporated. 

  

6.2 MEASUREMENT OF iM VARIABLES Sa LE ISTE VARIABLES 

6.2.1 Nessuresent of Position 

The method of using the position signals from the optical encoder 

has been described in chapter 5.4. ‘These signals alone do not 

uniquely define the position of the shaft. Further logic circuitry is-
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required to detect the direction and magnitude of shait movement and 

to provide the necessary memory, in the form of a counter, to record 

the angular displacexcnt relative to some given datun. 

It is essential that the counter circuit is not affected by the 

presence of noise on the encoder signals. It is also desirable that 

the signals to the inverter, derived from the encoder, are free of 

noise. The circuit show in Fig.6.2(b) using line drivers was finally 

adopted since this was found to give good noise rejection. Some 

hysteresis can be built into the encoder to take away much of the noise 

present when a change in light level occurs at the photo-transistors, 

and noise from the p wer circuit can be further reduced by suitable 

screening, but these methods are insuificient to guarantee reliability. 

To measure position reliably, it is essential to check that the 

set of signals from the encoder are not only a ‘legal’ set but that 

they are the next in sequence to the previously accepted 'lesd' set of 

signals. For each accepted set of signals it must also be determined 

whether it is -he next legal set in a forward sequence or the next 

legal set in a reverse sequence, and the counter must be updated 

accordingly. Safegards must also be taken against the signals 

changing state during the short time between the stages of checking 

and acceptance. 

The method shown in Fig.6.2(0) was devised to achieve these aims. 

Incoming signals PH1, PH2, PH3, PH4 derived from the photo-trensistors 

are sampled and held on the latch Ll which is operated by phese 1 of a 

two phase clock at a relatively high frequency (100Kiz in this case). 

The latched signals PL1, PL2, PL3, PL4 are then compared with the 

signals alre dy stored on the second latch L2. 

Legal sets of latched signals, according to the contents of 

  

latch L2, are shown in ble 6.1. 

The sequences of le,al sets are not only cyclic but each set is 

ee
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easily related to the next set in the sequence. The sequence 

checking logic is therefore very simple and is shown in Fig.6.3. 

Referring to Table 6.1, the signals PL are the next legal sets in a 

forwerd sequence (F = 1) if, 

(pL @pc2) + (PL2 Brcs) + (pL3Pecs) + (PLA@PCL) =0=F .... (6-1) 

and if the signals PL are the next legal set in a reverse sequence 

(R = 1) then, 

(pL. PCs) + (PL2@rc1) + (PLz@Pc2) + (pL4@Prc3) = 0 Te aan (ae), 

The signals F and R can also be expressed as 

  

  

F = (PL @PC2)(PL2 @ Pos) (pL3 Pcs) (PL4 Hecr) saes (625) 

and 

R= (PLL@Pc4) (PL2 PCL) (PL3 DPC2) (PLA @ Pes) secon (G4) 

If F = 1 or R = 1 when a pulse occurs on phase 2 of the two 

phase clock en outgoing pulse is generated from a monostable on either 

the 'up' or 'dow' lines to the counter, respectively. A pulse on 

either of these lines then causes a further pulse to be generated, 

operating the latch L2. 

Data, checked end accepted, on letch L2 will now be the same as 

tht on lsich Ll, setting F = 0 and R = 0 until a pulse from phase 1 

of the clock causes a new cet of data to appear at latch Ll end this 

is checked with the new co.tents of latch L2, and so on. Once latch 

L2 contains one of the leval sets of signals show in-Table61 only 

maaeceat sets in the series will be accepted as shavn in the Karneugh 

Map in Fig.6.4. Such a system has a very high immunity to noise on 

the incoming signals.
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It is necessary that the initial contents of latch L2, when 

the apparatus is first switched on, is the same as the set of 

Signals at latch Ll, and that these are legal, before setting the 

counter to give the reference position. 

If latch L2 ever contained any one of the eight illegel sets 

of signals then only further illegal signals, in a certain order, 

would be accepted. This is because the eight illegal sets when 

considered in a particular order give a closed sequence which can be 

‘passed throught the latches when checked by the logic using 

equations (6-1) to (6-4). Thus the logic accepts two sequences 

(covering ell 16 siates) 

i) The legal sequence, given by any one of the columns in 

Table 1. 

ii) The ill 

  

1 sequence;-.... 0101, 1011, 0110, 1101, 1010, 

0100, 1001, 0010, 0101 .... 

The purp-se of the sequence detection circuit shown in Fig.6.5 

is to determine if latch L2 contcins any onépof sets in the illegal 

Sequence, and this is detected by the condition SD = 1, where, 

SD = P04.(PC3. Pc2. POl + PC3(PC2 + PCl)) 

+ PC4 (P03 (PCl +PC2) + Pcl. PC2. Pcs) tees (6=5) 

If 53D =1, then the following clock pulses from phase 1 of the 

clock operate both latches until the contents of latch L2 are legal. 

Latch L2 could have been initielised manually end the sequence 

detection circuit should not be needed, but, its inclusion also 

safegerds azainst the risk of a Supply line transient changing the 

contents of latch L2 so as to lock the signals into the illegal 

sequence. 

she circuit \hereiore only responds to legal sets of signals, 

ee
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and only when in the correct sequence. If noise is present on the 

signals from a photo-transistor when a change in logic level takes 

place such es the series of samples 

eoeee OO11, O01], O111, 0011, 0111, 0011, 0111, 0111 ...... 

then alternating 'up' and 'down' pulses are generated to the counter 

and cause the least significant bit to alternate but this finally 

settles at ihe correct level. 

6.2.2 Measurement of Velocity 

The most convenient methods of estinating shaft velocity is 

likely to meke use of the positional information alreedy available 

rather than to use a separate velocity transducer. There are two 

besic methods to dete:mine velocity from the position signals;- 

i) The position pulses are fed into a counter which is 

periodically reset. The contents of the counter immediately before 

resetting is proportional to the velocity. The constant of 

proportionality is the reset pulse frequency, which can be used as a 

scaling factor. 

The disadvantage of this approach is that to obtain a high 

resolution recuires e low reset pulse frequency and therefore the 

measurenent has a slow response to changes in velocity. Consequently 

to obtain a faster response a reduction in resolution must be accepted. 

ii) The tize between successive position pulses can be 

determined. This can be done by feeding pulses from a high frequency 

clock into a counter and using the position pulses to‘reset the 

Poniten’ The contents of the counter immediately before resetting 

is inversely proportional to the velocity. 

The disadvantage of this method is that it is not simple to
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obtain the reciprocal of the counter contents without using the c.p.u. 

Resolution and speed of response however can be much higher 

than is possible with the previous method and is limited only by the 

frequency of the h.f. clock and capacity of the counter. The response 

time is that of the time between consecutive position pulses. 

In the system to be described it was not necessary to measure 

velocity directly in order to generate the Switching function. 

6.2.3 Messurement of Torque. 

Various methods of torque measurement are available but for 

control applications those methods that are restricted to the measure- 

ment of static torque are unsuitable. Dynamoneter methods which 

introduce and measure a load on the machine are also unsuitable. 

Two ways of obtaining the torque developed by the motor are, 

i) By mounting a transducer on the shaft or coupling. 

This has the disadventage of requiring slip rings or other mesns 

of transmitting the transducer Signal. 

ii) By credle mounting the motor and measuring the reaction 

torque transmitted fron the motor frame. 

This would geucrelly be the more convenient method, 

Ideally measurements should be of the ‘instantaneous' developed 

torque, requiring a transducer with a very fast response. For a step 

change in torque the trensducer output should have a rise tixe of a 

millisecond or so. Four types of transducers to be considered are, 

(i) Wire Strain Geuges. The response of a spring loaded linear 

veriable displacen.nt transducer is limited to frequencies that are 

much less than the ..=tural frequency determined by spring stiffness 

and movor mass. Alternatively, wire strein gauges mounted in a load 

cell or load ring have responses which are typically limited to 100Hz 

or so.



lectric Transducers have a very wide response, 

  

(ii) Piez 

typically up to 20kHz. Unfortunately this does not include d.c. and 

therefore they are only suitable for transient torque measurement. 

To obtain instantaneous torques this transducer would have to be used 

in conjunction with another tronsducer giving steedy state torques; 

a combined method would present some difficulties. 

ive trensducers have a reasonably wide response, 

  

(iii) Piezo-Resi 

including d.c. and they were used for the torque measuring system to 

be described. 

Fig.6.6 shows the type of piezo-resistive transducer used. 

37 end are constructed of p-type They are commonly called 'pixies 

silicon mounted on a substrate which simultaneously provides mechznical 

clamping end electrical connections. The maxinum force 'F' shown in 

Fig.6.6 should be about 10 gm. end within this range the linearity is 

within 1%. A proof force of 40 gms. gives a generous overload 

capability compared to conventional wire str<in geuges. 

The compliance of the device is about 1.4 pn/em at F so that if 

forces grester than 10 gm are involved the pixie must be mounted so 

that the movement of the substrate is about 14 ym, which is 

equivalent to a force of 10 gm directly applied to the substrate at 

gers én example of this is shown in Fig.6.7 where two pixies sre 

clamped either side of a beam, using printed circuit board for 

electrical connections. The non-clamped ends of the pixies are fixed 

to the beam using an epoxy resin. 

Various schemes using this principle were tried with the beam 

either being rigidly fixed to, or forming the shaft torque bar. Great 

care must be exercised vhen mounting pixies. The flatness is not 

controlled to a close tolerance during manufacture and it is advisable 

to select those devices with a curvature which will not cause breakage 

by clemping. The gouges form two arms of a bridge circuit and when 

 



  

Fig.6.6 A 'Pixie' piezo-resistive transducer. 
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Fig.6.7 Possible transducer mounting arrangement. 
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one geuge is in tension the other is compressed, and visa-versa. 

Sensitivity was about 0.14% /a for a full substrate movement of 

14 An. 

The main limitations of these schemes were, 

(i) The presence of resonance due to the natural frequencies of che 

mechanical structure. 

(ii) Signels were obtained from the bridge when other forces/ 

movenents occurred in almost any part of the mounting or adjecent 

structure. 

These effects interact end the bridge output signal resulting 

from a step change in shaft torque becomes very complex to analyse. 

The presence of resonances is unavoidable end to obtain a wide 

frequency response the natural frequencies must be designed to be as 

high as possible and electrical filtering used to minimise their 

effect. The resonant frequency of the substrate is ebout 6kHz but 

it is the mounting which determines the overall characteristics of the 

transducer output. If low natural frequencies are to be avoided a 

very rigid mechanical structure must be used. This means a reduction 

in sensitivity since there will be less movement for a given torque. 

The problem then becowes a compromise between a high rigidity and an 

output of a measurable level above that of any noise present. 

The inherent thermal noise from the transducers is approximately 

4 pVr.m.s. over the range 300Hz to 5kHz and this would normally set a 

lower limit for the sensitivity of about 100 mV/i-m. In view of the 

possible interierence of electrical noise from other parts of the 

system screened leads are necessary and it is also advisable to raise 

the limit for minimum sensitivity to at least 1 nV/i-n. 

Even at this level small variations in ambient temperature of 

2°c or so can cause a 1lmV change in output unless some temperature 

compensation is used and this is most difficult with low sensitivities.
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A new arrangement, shown in Fig.6.8 largely overcame these 

limitations. One end of the motor wes supported by bearings so 

that it was free to rotate whilst the other end of the motor was 

rigidly attached to a special torque bar which was supported at its 

ends and so limits perceivasle rotation of the motor frame. The 

torque bar also supports the weight of the motor at this end, and 

on it were mounted four pixies in a bridge circuit. 

By bonding each side of the pixies the main force applied to 

the pixie is along its length, instead of perpendicular to this, and 

a goin in Sensitivity of greater than ten times can be achieved for 

the same movement. A lengthwise movement of lpn for one half of the 

pixie gauge, relative to the other half is equivalent to a movement of 

nore than 10mm et F in Fig.6.6. 

Although pixies are uot usuelly used in this way the only 

objection to this method seems to be that the input energy to the 

transducer needs to be fer greater since the substrate must also be 

stressed. This is not a serious disadventage in this application 

since the input energy reouired to stress the substrate is negligible 

in comparison to that required to stress the structure on which it is 

mounted. 

Consider three mutually perpendicular forces acting separately 

as shown in Figs.6.9(i) to 6.9(iv). ‘The resulting forces on the 

pixies is in every case such thet no output is obtained from the bridge. 

In practice +t    re is some output as e result of different sensitivities 

and unequal stressing of the individucl meteenctut thisis much smaller 

than with the earlier arrangements. 

Likewise sn external force acting upon the motor or the mounting 

framework, in eny other direction will produce a similar result, since 

it can be resolved into these three components. 

Now consider a turning movemcnt about the axis of the motor as



  

      

  

      

  

i2V 
dic. 

SUPPLY         OFFSET 
ADJUST 

(vi) 

Fig.6.9 (i) to (v) Result of various forces on trensducer 
mounting structure. 
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(vi) Electrical arrangenent of gauges. 
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shown in Fig.6.9(v). Gauges 1 and 4 will be in tension while 

gauges 2 and 3 will be in compression and this is the combination 

required to produce an output from the bridge circuit. The arrange- 

ment has e low sensitivity to all forces except those producing a 

turning moment about the motor shaft. 

The response to a step in torque with a simple passive low 

pass filter is shown in Fig.6.10. To obtain the step in torque a 

weight was suspended by a single strand of cotton festened to a stud 

on the motor frame. The stud was machined with a groove which was 

accurately positioned at a known distance (5 om) from the axis of the 

shaft and was also used for calibration. 

With the cotton at near-breaking strain, this eventually snapped 

and the bridge output was recorded on a storage oscilloscope. The 

rise tine of about 1 ms was satisfactory and the sensitivity obtained 

was 71 aV/i-n, The range over which linearity is within 1% was up 

to about 3.5 N-m, which is far greater then the maximum motor torque. 

The neximum torque (equivalent to the novement produced by a proof 

force of 40 gus at F in Fig.6.6) is about 14 N-n, giving generous 

overload allowance. 

The largest source of error was now due to creep and of the order 

of 10% when overloaded to 2.5 N-m for 10 minutes. A small error was 

also detectable due to changes in embient light intensities, but this 

was easily overcome by surrounding the pixies by light shields as shown 

in Fig.6.11. 

Otherwise accuracy wes sbout 1% for torques up to 1 N=m and with 

moderate tempercture variations of + 5° about 20° ¢. Due to the 

high sensitivity this was achieved without the necd for temperature 

compensation. 

pe
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6.3 A DIGITAL SWITCHING FUNCTION GENURATOR. 

6.3.1 Implementstion of Optimal Switching. 

The theory of optimal switching and of optimal control in 

general is far in advance of current practice and it is the develop- 

ment of methods for implementing the theory which is of concern here. 

It is assumed that some optimum driving function has already been 

derived and that this gives ‘minimum time' conditions, i.e. time 

optimal control. 

The optixsl driving function will be derived from switching 

between two driving functions each derived from the state variables. 

One of these functions will produce maximum 'forward' torque giving 

maximum acceleration and the other function will produce maximum 

‘reverse’ torque giving maximum deceleration. 

We shall consider that the above switching strategy is to be 

adopted over the greater part of the slewing operation. When the 

final step position is closely approached, a slightly different 

strategy may be required to maintain the time optimal condition, 

though this largely depends upon how the acceptable final conditions 

are defined. If an exact formulation of the switching boundary is 

available, an enproxination to this boundary may be most useful. 

This may be obtained either from practical results obtained by trial 

and error or from a simplified analysis. Although an exact formulstion 

of the switching boundary may be available, the usefulness of 

incorporating this into the system becomes questionable. 

Computing 'power', and speed, required are factors to be considered 

in the assessment of system cost when studying the Poasibility of 

alternative systems, The practical and theoretical problems associated 

with implementing © switching boundary based upon an exact solution 

are imnense. We'will not dwell on these here since at present it seems
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more important to study the much wider range of applications where 

‘near optimal' switching is required and where the cost of the 

controller is somewhat limited. 

In such systems the optimal switching becomes that based upon 

an approximation to the otherwise ideal Switching boundary. The 

elesical example is the boundary given by, 

o=kw | w | Feo (e=5) 

This has been used in practical systems and examples of this can be 

found in meny textbooks. The Bee ciane function cen be generated by 

methods using tachometers or resistor-diode netyorks (arranged to give 

a parabolic characteristic). 

Although these analogue methods have been popular it would be 

appropriate in 2 digital system, to use a digital method. A computer 

could be used for this purpose but this may not be desirable if a 

simpler alternative is available. 

The method to be described is a means of generating an epproxi- 

mate switchi g boundary using relatively sinple logic circuitry. It 

therefore slso hes a more general application to a wide range of 

digital servozechanisms. 

6.3.2 Digital Generation of the switching Boundary. 

Consider the circuit shown in Fig.6.12.° The input Sl is taken 

from the second least significant bit of the position counter send cach 

change in level represents an engular displecerment of two steps. The 

least significant bit could have been used but this signal could heve 

pulses due to noise es discussed at the end of Section 6.2.1. 

Bech elternate change in level of Sl enables the input to a 

binary rzte multiplier BRM1 for « preset time , which must be shorter
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than the minimm period of Sl. The input to BRM1 is from a clock 

with a preset frequency fy which is high, so that each time BRM1 is 

enabled a number of pulses are accepted from the input. The other 

input to BRH1 is a per unit sealing fector Se which defines the 

ratio of output pulse rate to input pulse rate. The pulses at the 

output of PRM1 are fed into a second binary rate multiplier BRM2 

which has a scaling factor set on a latch. The latch is regularly 

reset with the contents of a counter at a frequency of + which is 
r 

relatively low in comparison to the stepping rate overall but the 

finel step or so of slewing. The input to the counter is the signal 

Sl and the counter is reset to a value K shortly after the latch has 

been reset. This ensures that the latch contains the maximum count 

obtained during each period of t,. 

During the period oe between suc. essive reset pulses, assume 

the motor has taken n steps in either direction. The stepping rate 

w, is therefore given by 

n wi} = = | i 2 seesean (Gm) 

to 

  

Let there be m pulses per step fed into il, determined by +) 

and fy Over a period oS there will be m x n pulses fed into BRM1 

and therefore 

Output of BRM1 = mn Se pulses Seees (6-8). 

while, over the same period, 

Contents of counter = K+n essen (029) 

and, the output of BRN2 is given by 

N=mn Se (K + n) serseie) (O=1O) 

using equation (6-7),



    

2 N =k, Jw) +k, w waists’ (O=LL) 

where, 

k) =m t, Sek ceecs (6512) 

and, 

kam te” Se ieee (6215) 
27 r 

Equation (6-11) represents the switching boundary in the forn 

of the first two terms of a power series in |w |: Using additonal 

eircuitry a higher order switching boundary could be obtained. 

When used in conjunction with direction detecting logic supplying 

the sign of W., this can be used to obtain a switching boundary, 

expressed by a nodified form of equation (6-11). 

a = a z a Ww, S   
us| mies (6214) 

This is a more general form of boundary than of the form given 

by equation (6-6). The parabolic form of boundary is easily 

obtained by setting the condition K = 0. 

The linear term is produced by setting the load inputs of the 

counter and as such does not involve any additional circuitry over 

that required to produce the perabolic boundary. 

With the appropriate psrameters a system generating the boundary 

of equetion (6-14) should & at least as effective as one using a 

boundary of the form in equation (6-6). 

6.3.3 Switchine Point Detection. 

The switching boundary generation circuits give-an output with a 

total of N pulses after every 4, seconds. The switching point 

detection circuits must compszre the value of N with the present 

position. Tae switching decision is taken with regard to the present 

quadrant of the phase plane, decided by the signs. of position and 

ass:



velocity, and as to whether N is greater than or less than the 

contents of the position counter. 

This is the purpose of the circuit shown in Fig.6.13. A 

16 bit counter is loaded with the inverses of the 16 bits of the 

position counter denoting magnitude. Over the periai te the 

counter counts ‘up' towards zero. Immediately before zero is 

reached the counter vill be full and all the outputs will be high. 

If this occurs, further input pulses to the counter are inhibited and 

flip-flop FFl is set denoting that N is greater than the contents of 

the position counter. This defines the switching point paremeter 

SP = 0. FF1l remains set after the end of the period ty since the 

direct setting overides the clocked input. 

If the counter zero is not reached by the end of this period 

the clock input to FFl clears the flip-flop denoting SP = 1 and the 

counter is again loaded with the complement of the position magnitude 

and the sequence repeats. 

The ‘up' and 'down' inputs of the position counter are fed into 

flip-flop FF2 and the output of this gives the sign of velocity 

according to, 

UD=1 denotes an 'up' count in position, therefore a positive velocity 

UD=0 denotes a 'dow' count in position, therefore a negative velocity 

The sign of position is taken from the sign bit of the position 

counter snd likewise, 

SN=O denotes a positive position 

SN=1 denotes a negative position 

Consider Fig.6.14 the switching function is given by 

SB = UD.SN.SP + UD.SN + UD.SN.SP tinted eh (On15) 

where, 

40U
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Fig.6.13 Switching point detection. 

  

        

    

    

 



SB=0 for maximum acceleration 

SB =1 for maximum deceleration show by the shaded areas 

in Fig.6.14 and 6.15. 

It is interesting to note that the eight sections of the phase 

plane diegram, defined by the spaces between the intersecting axes 

and parabolas, actually form a Karnough map with unconventionelly 

shaped cells. Fig.6.15 may help to clarify the comparison. 

6.3.4 Final Step Positioning. 

When the final step is reached, indicstion of this is required so 

that xppropriste action may be taken, such as switching to a phase 

38 
angle of zero end for switching certcin circuitry” which will give a 

good settling time for the final step. 

In some applications associated equipment could be activated by 

this signal when the final step has been reached, without the need to 

weit for the next session of communication with the central controller . 

The circuit of Fig.6.16 therefore gives this indication by 

meking ZD = 1 when within one step of the final position. If the 

final positions] accuracy is much less than one step then obtaining 

a good response for the final step will be important. Switching 

directly to a phase angle of zero can produce a response for the final 

step similar to that produced in open loop and under these conditions 

stepping motors cen have a very oscillatory response with settling 

times up to =bout e second. 

The settli.g of the final step will be = greater proportion of 

the total slewing tixe when slewing over a small number of steps. 

The phase angle can alternate between positive and negative phase 

angles during the last step. This method is equivalent to ‘electronic 

damping" nethods alrecdy established. 
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Fig.6.14 Phase-plane diagram showing switching 

boundary. Spel 
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Fig.6.17 Outline of Digital Link. 

  

 



Other methods of improving damping to obtain low settling tines 

are currently being developed. 

6.4 CONTROLLER: 

  

iPUTER I? 

  

6.4.1 The Digital Link. 

Information is exchanged between local and central controllers 

by means of a digital link. The parallel transmission of 18 deta 

bits (one control word) cen be carried out in either direction and 

takes only a few micro-seconds. The input-output control circuits 

for the digitel link are outlined in Fig.6.17 end can be considered as 

a two-way buffer between the input and output lines of the local 

controller and the input-output bus of the PDP-9 computer. The 

circuitry provides for a program inte:upt request to be passed from 

the local controlier to the PDP-9. 

The PDP-9 addresses the digital link by sending appropriate 

device selection signals. Tuese can transfer the input-output timing 

pulses to either the input or output circuits, depending upon the code 

used. 

Signals from the local controller can be transfered to the input- 

output bus end reed into the accumulator of the computer, or, the ~ 

contents of the eccumulator can be transferred by the I.0. bus to the 

output circuit register to be read by the local controller. 

In eddition two control bits CBl and CB2 can be set by the 

approprizte code, The control bits and output resister may be 

simultaneously cleared. 

The digital link thus provides effective communication between 

local and centre#l co.trollers. Alternatives to the form of link just 

described are, 

(i) The serial transfer of data. Data transferred one bit at tine 9
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requires more time than deta transferred in parallel. This results 

in a saving in input output lines, but would use about the same 

amount of circuitry The increused speed obtained by the parallel 

transfer was therefore considered to be justified. 

(ii) Direct memory access. This is the ideal method in terms of the 

possible rate of transfer of information. The contents of selected 

registers in the local controller could be transferred directly to a 

selected address in the memory, end vise-versa. This would have xeant 

major modifications within the computer, and the transfer tines 

achievable by the method adopted were considered adequate. 

For experinental purposes the signils to the input of the local 

controller can te selected from two sources;- 

(i) from the digital link when the central controller is used. 

(ii) from the front panel (manually set switches) of the local 

controller when manual control is used. 

Both sources use the sane notation of coding and the input 

signels ere then fed into input selection circuits. 

6.4.2 Locsl Controlier Input-Oitout Circuits. 

Tne purpose of the input selection circuits is to decode the 

incoming 18 bits to the local controller in terms of one of the 

controller parcneters end its value, and to assign this accordingly. 

The paraneters to be controlled in this way, and the number of bits 

required to define the value are;- si 

(i) Position counter, sign and magnitude - 17 bits. 

(ii) Phese angle - 6 bits 

(iii) Current level - 4 dits 

(iv) Boundary scale - 6 bits 

(v) Boundary constant - 12 bits



The essignments used sre shown in Table 6.2. The 18 bit word is 

composed of a memory address code, which is either 1 or 3 bits long, 

and the remainder of the word defines the value of the parameter. 

The input selection circuit is shown in Fig.6.18. The 

parameter selection decoding circuit show in Fig.6.19 operates the 

letching/loading sign:1 and the value of the parameter is then placed 

in the appropriate store. 

The parameters required to be sent as output data from the local 

controller are;- 

(i) Switching boundary information, i.e. the switching decision - 

1 bit. 

(ii) Position counter, sign and maguitude - 17 bits. 

This informetion is allocated as shown in Table 6.3, with no 

coding problems. 

6.4.3 Input-Output Transfers. 
  

If the computer is to be used to predict the state space 

trajectory it is likely that semples of position taken at regular 

intervals will be most useful as this will simplify any calculations 

involved. 

It 1s assumed that the computer is working in a tine shearing 

system and hes some other work to do. More then one recl-tim 

programme introduces the need for priorities to be assigned to 

programme interMot requests but for sihplicity we shall essume thet 

the other work is not being conducted on a resl-tine besis. 

Sempling could be carried out using the computer to determine 

the timing bit it would often be simpler to let the local controller 

issue prosramme interfot requests at regular periods and to use these 

to initiate sampling. "Control bit CBl was used to enable the 

issuing of the interwot reouest signals. Control bit CB2 was used
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MEMORY ADDRESS CODE/REGISTER INPUT DATA (FROM LINK) 

(1 oR 3 BITS) 

INSTRUCTION RL7| RIG RIS Rl4 ... RS RA RR Re RL RO 

LOAD POSITICN O TSN 415 314 22:45 at aS 4? 4 
COULTER 

LOAD PHASE haces UL a ere rie 
ANGLE 

LOAD CURRENT i oy <2 a, Gh, ch 
LEVEL oem e a. ped 

LOAD BOUNDARY Te 0 SC. SCUMSCea SCs. SO.) SC 
SCALE Ay Fe emes, & eo 

oe ior sla = Rive KE, Ky, KK, KL KH 

TABLE 6.2. ASSIGNUENTS FOR DATA RECEIVED BY 
LOCAL CONTROLLER 

OUTPUT DATA (TO LINK) 

SWITCHING 
RELATIVE ANGULAR POSITION (STEPS) 

SET MSG 1 SIS esa’ cea S483 82 81 80 

SB | SN Al5 al4 a4 AB a2 AL AO 

TABLE 6.3. ASSIGNuENTS FOR DATA SENT BY 
LOCAL CONTROLLER. 
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HNENONIC CODE. OPERATION 

SKIP 702201 Skip on link flag. 

SETB 702204 Set link tuffer. 

REA 702212 Read data from local controller. 

702220 Enabl= intertpt request signals. 

702240 Reauest local controller to read link buffer. 

  

702260 Clear buffer, CBl and CB2.       
  

TABLE 6.4.



to instruct the local controller to read data from the link. 

A sub-programme INPUT was used to read the output data from the 

local controller upon receipt of an intermpt request and to allocate 

values to the two variables according to the information received. 

The variables, switching decision and position were then available 

for other programnes. 

Sub-prograumes LCNT, LPA, LCL, LBS, LBC were used to load into 

the local coutroller the position, phase angle, current level, 

boundary scale and boundary constant respectively. A variable ues 

supplied, from another progranve, to these sub-programmes to define 

the value to be transferred and each programme sent the appropriate 

code through the digitel link and then instructed the locel controller 

to accent it. 

These sub-programmes were written in a low-level lenguage 

macro-9?9 but can be ised by programmes written in a high level language 

such as FORTRAN. A full listing of these >rogrammes apnears in the 

apprendix. In addition to the standard range of MACRO-9 instructions, 

the instruction codes to operate the digitel link are required, as 

listed in Teble 6.4. 

The instruction code contains a general operntion code 1035 a 

device selection code (in this case 22.) and information on sub-device 

selection and the programming of the input-output transfer pulses for 

function selection. In the programmes a mnemonic was used to carry 

out the MACRO instruction. 

6.5 

  

SIONS 
  

The duties of the controller have been discussed and the level 

of control most appropriate for each has been suggested. 

Schemes for tie measurement of the system variables hzve also 

been prese:ted. | 

 



The circuitry described for the measurement of position used 

the signels from the optical encoder which were likely to contain 

noise. Sequence information was used to produce a similar set of 

signals, but with a higher reliability for the phase angle control 

circuitry, and to produce an accurate record of position. 

The method of torque measurement can be used for transient ar 

steady state torques. A fast response and good sensitivity were 

achieved. Tne particular arrangement in which the transducers were 

mounted minimised the undesirable effects of unavoidable interacting 

forces in the mounting framework. 

The switching function generator circuitry obviated the need 

for separate measurement of velocity to define the switching boundary. 

It sllowed the switching boundary to be defined as a second order 

equation in velocity and to be implemented et a local level of control, 

with the coefficients of the equation supplied either locally or from 

the central controller. This is of particulzr adventege where there 

are slow or occasional changes in the system cheracteristics, such es 

those due to changes in load or drift in the control circuits. With 

additional circuitry a higher order of equation could be represented 

but the simple circuitry used already represented a more general form 

than the equetion accepted to be adequate in many enalog ‘optimally' 

switched systems. 

Information such as phase angle, current level and position 

reference are supplied to the local controller either locally or from 

the central controller. 

Additional function generators supplying phase angle end current 

level information at a local level, derived from velocity would add 

further flexibility to the system and if necessary it could then operate 

reasonably well when i:.devendent of central control. 

Nethods of transferring infornetion between local and central
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levels of control have been discussed and operation of the digital link 

used here has been briefly described. 

Figs.6.20 and 6.21 indicate the size of the controller and the 

amount of hardware involved. «his does not seem excessive end could be 

greatly reduced if this could be made using LSI. 

All the various system elements so far described were built and 

were operational and although the closed loop drive was working, it was 

not run using computer control. A main Fortran program wes to be used 

to control the data to the local controller, using the tested MACRO 

sub-programs, according to the calculated optimum values. rt asi 

unfortunate that this stage was not reached, due to lick of time, but 

there is no reason why this should have presented any special problems. 

Meny further enhancements to the system would then be possible and 

some of these are discucsed, with some suggestions for alternative 

systems, in Section 7.1 that follows. 
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7. CONCLUSION 

7.1 Adaptive Systens. 

Some of the control methods covered in the proceding sections 

are suitable for use in adaptive systems. 

The changing of the switching boundary parameters to suit 

varying load conditions is an adeptive feature that has already been 

mentioned. These changes could be made by trial and error fora 

given load over a number of slewing operations using a ‘hill elimbing! 

approach. The slew time, or some other index of performance could 

be used to change the boundary parameters or other operating conditions. 

Alternatively, the load could be identified by calculations 

based upon measurement of the system variables. The switching boundary 

or other operating conditions could then be adjusted accordingly to 

give an optimum response. This method of control is likely to require 

fewer slewing operations than the previous method before becoming 

effective and the response to a change in load should be better. Also 

a fixed load (initially unknown) could be accelerated, identified, and 

then brought to rest in an optimum manner in a single slewing operation. 

This would seem to be a very useful facility for many systens. 

The main difference likely to be encountered in a model reference 

type of edaptive system is that of obtaining a real-time model of 

reasonable accuracy. Even the sinplest models already presented are 

unsuitebdle for real-time simulation on vresent day digital computers. 

Three other approaches are possible :- 

(i) A hybria computer, using analogue methods of integration nay 

give a real-time model of adequate accuracy. 

Gi) if a hybrid computer is inconvenient or considered to be too 

elaborate for the purpose then the motor could be represented by either 

analogue or digital function generators, giving the single output
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variable - developed torque - in terms of the input veriables of 

current, phase angle and velocity. 

(433) tt 2 complex control strategy is to be used such that 

computer tise is at an absolute premium, digital function seneration 

may be considered too slow if accuracy is to be important, or too 

inaccurate if simplicity is important. The direct measure-.ent of 

the developed torque may then be the best solution and a method such 

as that described in Section 6 2.3 is suggested. 

Method (i) is a step by step solution and is unlikely to ve 

essential, whilst method (ii) is a multi-stepping solution and does 

not provide informetion about 'inter-step transients’. Method (iii) 

is both a single and multi-step solution if the response of .he 

transducer is adequate. 

An interesting example of an adaptive system would be a 

temperature-adaptive controller where the motor temperiture sets the 

control strategy. 

A limitation in trying to force the machine performance is the 

maximum voltage. "Carrent forcing’ can cause over heating and is 

limited by the voltege available. Magnetic saturetion is a further 

linit which ultimately restricts the torque thet can be developed, 

yet oversting well into saturation can produce a large amount of heat 

to be dissipated. At hizh stepping rates iron losses elso prodice 

considerable heat. All these effects combine to give high operating 

temperatures. The acceptability of these teaperetures will depend 

upon the isportence of particular slewing operations. 

7.2 Zvaluation of Ontinal Systems. 

The erecs of work that Lave been covered in the preceding 

sections and those considered to make a contribution to the subject are:—



aes 

(i) Modelling by the development of electrical and nagnetic 

equivalent circuits:- This is useful for optimising the design of 

the machine (which has not been covered) and for simulation studies 

of the machine and overall control system. 

The model established is considered to be an improvement upon 

models proposed in previous papers. This section of the work was 

completed during the first year of the project and it is interesting 

to note that later papers!?'49 have confirmed the advantages of 

referring to the magnetic equivalent circuit in forming a uodel. 

The diversity of electromagnetic configurations for stepping motors 

means that unlike most other types of mechine, a single sinple 

electrical equiveleut circuit is insufficient for all machines. 

It is therefore considered important to be able to interpret the 

duality in order to obtain an electrical equivalent circuit. 

(ii) Optimisation of the operating conditions:- The examples 

given applied to unconstrained maximum torque and for the maxinun 

torque constrained by given losses. Similar procedures could be used 

for other objectives. 

(iii) Thyristor drive circuits:- A ceycloinverter type of drive 

circuit has been presented that is considered to be suitable for 

stepping motors. 

(iv) Closed loop control:- Optical, electronic and combined 

methods have been presented. These allow control of phase engle with 

various dezrees of accuracy, and sre considered to be simpler than 

previous methods. The combined method in particuler is considered to 

be unique in providing a large number of digitally selected phase angles 

by simple means, i 

(v) Computer controlled drives:- Problems of measuring systen 

variables have been discussed and a uethod of measuring instantaneous 

torque hcs been presented, and this is considered to be an improvement
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over other methods. An example of a computer controlled drive has 

been given, with special refereice to the problem of optimun 

switching. The digits1 generation of an ‘adjustable! switching 

boundary using simple logic is considered to be a useful cont ribution 

to digital servomechanisms. 

4n evaluation of the degree of optimality of particular systems 

can only be made by reconsidering these aspects of the system. By 

making comparisons with altern: tive systems, according to his require— 

ments, the user will eventually arrive et the optimal arrangement. 

7.3 Sugsestions for Further Work. 

Much useful work can still be done in wost areas, in particular 

the following. 

i) Motor Design:- 

a) To be competitive, manufacturers must constantly attempt to 

produce machines of higher performance. The ability to accurately 

model a mechine can save valuable time in design development. A 

computer aided design package to do this would therefore be very useful. 

b) Improvements in the use of materials appear to offer possibilities 

for higher performance. 

For instance, the permanent magnet type of motor used here had 

solid rotor caps. These, together with the solid outer stator, account 

for most of the iron losses. The trend is now to laminated rotors. 

Use could be ..ade of improved magnetic materials such es the 

‘rare e.rth zagnets' (samsrium, mischmetsl etc.) for the permanent 

magnet. 

ii) Kotor Control:- 

a) ‘he inverter drive circuit siggested here is suitable for stepping 

mo tors in that a wide operating frequency is possible. It is very 

likely that further improvements can. vbe.made in many other respects.
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In particular the waveform (and the noise) produced at low frequencies 

is undesirable. This could be avoided by purposely introducing 

forced commutation et low frequencies. 

bd) A varticular tyne of response (either for a single step, over a 

number of steps, or for just the final step of a multi-step 

operation) may be highly desirable. 

The manner in which a few simple components, connected to the 

motor terminals, can be used to modify the response suggests that 

much can be done by investigating the use of filtering techniques to 

obtain an optimum response. 

ce) If the problem of developing a real-time model of reasonable 

accuracy can be overcome a wide range of control methods would be 

available. 

The possibilities in these end other aspects of stepping motors 

meens that the subject still has considereble scope for research.
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10.2 SUPPORTING PA 

The following publications, presented at the International 

Conference on stepping motors and systems (Leeds 1974), ere dcemed 

to support this work. 

(i) R.¢. Johnson and M.E, Steele, 

SOuz ASPECTS OF INVERTER DRIVEN CLOSED LOOP STEPPING KOTOR 

SYSTEMS. 

(ii) A. Hughes, P.J. Lewrenson, M.#. Steele end J.M. Stephenson. 

PREDICTION CF STEPPING NOTOR PERFORMANCE, 

(Also published in Electrical Review, 1974, Vol.195 Wo.5.)



SOME ASPECTS OF INVERTER DRIVEN 

CLOSED LOOP STEPPING MOTOR SYSTEMS 

R C Johnson 

University of Aston in Birmingham 

Birmingham, England 

and 

ME Steele 

University of Leeds 

Leeds, England 

1, INTRODUCTION 

Present electrical stepping motors 

are considered to be small in comparison 

to most other types of electrical machine, 

but as improvements are made in stepping 

motor design, and as more effective 

driving methods are realised, it is likely 

that larger machines will be produced. 

Manufacturers have not yet indicated 

such a trend, and some reasons that could 

account for this are:- 

(i) ‘The hydraulic stepping motor is 

already established for 'high-power' 

applications, 

(ii) Instability due to resonance would 

be less acceptable in larger machines 

where it would be more important to main- 

tain high overall efficiency, 

(iii) Suitable drive circuits for electric 

power steppers are not yet sufficiently 

developed, 

Given a suitable drive circuit the 

electric power stepping motor may offer 

some competition to its hydraulic counter- 

part. 

The cycloinverter drive circuit 

presented here, although developed for a 

stepping motor has application in the 

control of other types of synchronous 

machine including the synchronous 

reluctance type which has been of 

much interest in recent years, It also 

is likely that some future designs for 

large stepping motors will stem from 

this type of machine, which is already 

well established and capable of being 

operated as a power stepper. 

Drive circuits of the type pro- 

posed may also find application to 

machines of all sizes where relatively 

large amounts of energy are to be 

transferred for maximum possible 

acceleration in a closed loop system, 

The method of combining these circuits 

into a closed loop system will therefore 

also be discussed, 

2, INVERTER CIRCUITS AND THEIR 

LIMITATIONS 

2.1 Choice of Switching Device 

Stepping motors can be operated 

from sinusoidal or switched supplies but 

the switched supply is the most common 

method of excitation. This is in accord- 

ance with operation as a digital device 
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and also results in less nower dissipated 

in the driving circuit. The power require- 

ments for most stepping motors can there- 

‘ore be handled by transistors, and at 

resent this is the standard method used, 

n applications involving large stepping 

notors, and in cases where considerable 

orcing is to be used, the thyristor may be 

ound to be a more suitable device. 

Since the invention of the thyristor 

n 1957 it has replaced other devices in a 

ride range of power circuits, including 

he control of many types of electrical 

tachine. It is not surprising that the 
pplication of this device to the stepping 
1otor has been somewhat neglected, since 

1e basic transistor drive circuit is very 
imple, Provided with 'diode protection’ 

ie transistor can be safely turned 'on' or 

ff! at any time, whereas thyristor cir- 

uits present special problems which 

>quire further discussion, 

The price of power transistors is 

snerally lower now than of a few years 

30 and devices of higher capability have 

come available, so the thyristor should 

t be expected to eventually replace the 

ansistor entirely to drive small or medium 

zed machines. The thyristor is however 

pable of switching more power, for a 

ngle device, and is preferable where 

gher power levels are involved, especially 

commutation can be achieved with fairly 
mple circuitry. 

2 Types of Inverter 

For this application it is important 

use an arrangement which will overcome 
> disadvantage of a limited frequency. 

range generally associated with inverter 

circuits. The wide range of operating 
conditions for the stepping motor requires 
an inverter to operate from d.c. to several 
kHz. The facility to vary the output voltage 

to give similar driving currents at high and 

low frequencies may also be useful, 
At low frequencies the parallel 

capacitor commutated inverter shown in 

Fig. 1 could be used. This circuit was known 
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FIG.1. Parallel Capacitor Commutated 

“nverter, 

as early as 1932 using thyratrons and operat- 
ion on resistive and inductive loads has been 

analysed by Wagner’? The circuit has 
many disadvantages. A large ballast induct- 
ance is required to maintain the continuous 
flow of direct current and to limit voltage 

overshoots, and in addition a large comm- 

utation capacitor is required for operation 

with inductive loads. The circuit has a 

limited load range and needs a minimum 
load to limit the peak voltage across the 

thyristors. Starting the inverter is also



difficult because of the time required to 

charge the large commutating capacitor. 

As in many existing inverter 

circuits of the past, thyristors were dir- 

ectly substituted for thyratrons, but the 

better characteristics of the thyristor 

were not fully utilised by this direct re- 

placement. The addition of diodes, 

shown dotted in Fig. 1, gave an improved 

circuit developed by McMurry and 

Bedford, which has been analysed by 

McMurry and Shattuck? The feedback 
jiodes in the circuit return reactive energy’ 

issociated with inductive loads to the d.c. 

supply. The capacitor and ballast inductor 

ire no longer required to store this energy 

ind may now be smaller. The improved 

nverter is less sensitive to changes in 

oad or power factor and can operate over 

} wider, but still limited, frequency range. 

It is necessary to remove the lower 

requency limit for use as a stepping motor 

rive. This is easily achieved by simply 

mitting the transformer and using a centre 

apped ‘bifilar! motor phase winding. 

Another desirable objective would 

2 to increase the higher frequency limit, 

vhich is determined ultimately by thyristor 

urn-off time, but commutation losses reduce 

he efficiency at high frequencies and restria 

seful operation to about 1 kHz. 

The capacitor must be large enough 

9 apply a reverse voltage across the 

hyristor during recovery but large currents 

il be delivered during the remainder of the 

ycle. It is possible to retain the charge on 

ne capacitor until it is required for 

ommutation by using the circuit of Fig. 2. 
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¥1G.2 Improved Capacitor Commutated 
Inverter wit. Wide !'requency 

Range, 

This techniques has been analysed by Ward” 

and has been shown to be suitable for opera- 

tion over a wide range of frequency, partic- 

ularly for drives where load resistance 

increases with frequency. Although this 

represents a further improvement, it was 

concluded that "'adjustment of the capacit- 

ance as the frequency is varied must be 

accepted as a necessity and that there is 

the need to develop the means to do this 

automatically''. No example was given to 

indicate what frequency range could be 

achieved in practice and so it may be of 

interest to consider the views of other 

later authors as to what constitutes a wide 

variable frequency. 

To some &. 150 Hz is considered 

to be a typical maximum frequency which 

will be improved upon by faster devices, 

rather than from circuit improvements. 
Another author” could see "no reason to 

suppose that frequencies up to say 400 Hz



e not practical with reasonable efficiency. " 

High frequency inverters have been 

veloped which are self commutated by res- 

lating the load. These circuits are suit- 

le for use above about | kHz because of 

e need for a resonant circuit which carries 

Ii load current. The frequency may be as 

gh as 20 kHz but is basically fixed. Some 

\riation in frequency is possible by firing 

e thyristors at a lower rate than the res- 

ant frequency of the circuit and a frequency 

inge of 2 to 1 is about the maximum that can 

> achieved with a tolerable waveform, 

One method, appearing to meet the 

»quirements of operation over a wide 

equency, including d.c., is to use a cyclo- 

ynverter fed from a high frequency supply 

or many drives the cycloconverter is an 

ternative to the d ec link inverter but for 

is application the d c link must remain 

ince the cycloconverter requires a high 

‘equency input. For operation from the 

'c¢. mains this implies three stages, 

) rectification, (ii) h.f. inversion and 

ii) cycloconversion, the latter two stages 

2ing referred to as cycloinversion, 

A circuit presented in 1969 by 

obertson and Hebbar’, described as'a 

ined circuit commutated inverter’ operated 

s a block fired cycloinverter in which inver- 

ion and cycloconversion are not separable 

lages, It is this type of circuit which will 

e considered further. 

A NATURAI.LY COMMUTATED CYCLO- 

WITH WIDE FREQUENCY 

  

1 Circuit Operation 

Consider the circuit shown in Fig. 3, 

which operates as a cycloinverter, 
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WIG, 3. Naturally Commiutated Cyclo- 

inverter (one phase}. 

Let the capacitors have an initial voltage of 

1/2 Vg. If pulses are applied to the gates of 

thyristors TH1 and TH4 current iq flows 

through the commutating inductors L, and 

Leg, capacitors cy and Cc charge and Cc, 

and c, discharge, The voltage across the 

load rises to a maximum value between Va 

and 2V, depending upon the type of load. 

The load current is then supplied from Cy 

and Cy, which also charge c, and Cy while 

the d.c, supply current ig reduces to zero 

and TH1 and TH4 turn off. When the voltage 

  

across the load has fallen to a predetermined 

  

level, less than the supply, TH] and TH4 are 

fired again and the cycle repeats. TH1 and 

TH4 may be fired a number of times in this 

manner 

The load current will be brought to



zero if no gate pulses are applied, or can 

be reversed by firing TH2 and TH3 for a 

number of cycles. 

The inverter output can thus be 

'modulated' at a frequency which is much 

lower than the natural frequency of the 

commutating circuit, and can easily be 

varied over a wide frequency range by 

simply altering the firing sequence, Fig. 4 

shows the form of input current waveform 

produced by the firing sequence chosen, 

the output voltage being somewhat smoother. 

4, Sketch showing typical Input Current 

Waveform (two phases), 

Other forms of modulation are possible 

which allow selected or general harmonic 

reduction such as pulse rate modulation. 

The circuit was used with a two-phase 

machine so that the sequence in Fig. 4 

produces steps with alternately 'one phase 

on' and then 'two phases on, ' 

As the frequency varies, output 

voltage adjustment is required to give an 

approximately constant load current and 

this can be achieved by using a feedback 

signal proportional to the load current 

taken from V_ ~ V__. If the firing signals 
1 2 
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are of a high frequency, these can be inhibited 

if the load current is greater than a preset 

value or enabled if it is less than this value, 

The thyristors then fire at a suitable fre- 

quency. 

Fig. 5 shows the voltage waveform 

across a resistive load as the output frequency 

is increased, and Wig. 6 gives the correspon- 

ding inverter characteristics. Circuit 

values used are 

  

Va = 50V 

Current reference level = 1A 

R, = Ry = 19 

Cas aC eatOy = Gur 

Lid ys. Tole = L. = 14yH 
rie aes 4 

  

With an additional series load induct- 

ance of 10 mH the voltage and current wave- 

forms are as shown in Fig. 7, and the chara- 

cteristic given in Fig, 8. 

  
FIG. 5b.



  
    
  

  

FIG, 5. Output Voltage Waveforms with Resistive Load. 
(a) (b) (c) (d) 
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FIG, 7, Output Voltage and Current Waveforms with Inductive Load. 

Output frequenc y (Hz) 
t scale (ms/div) 
V scale (V/div) 
I scale (A/div) 
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2 Features of the Improved 

Cycloinverter 

The main advantage of using the 

apacitors in a bridge arrangement, instead 

f- across the load, as in ref. 8, is increased 

eliability of commutation, for the following 

easons. 

(i) At instants when all thyristors are 

off! the load is no longer ‘floating’. A cap- 

citor is present for each thyristor to reduce 

1e risk of damage by by-passing any spurious 

oltage transients which may occur. 

(ii) When two thyristors, such as TH] and 

'H4, are commutated they are effectively in 

eries and the capacitors provide an equalis- 

ng network so that during 'turn on' and 'turn 

ff the thyristors share equal voltages. 
  

(iii) The risk of false triggering of the thy- 

istors is also reduced. Suppose TH1 turns 

on' faster than TH4. This could be due to 

evices having slightly different character- 

stics, or a difference of a microsecond or 

o in the application of the gate pulses. In 

he single capacitor circuit a high rate of 

ise of anode voltage may then trigger TH3 

nd short circuit the bridge. 

(iv) The capacitors also assist to prevent 

_drop in bridge input voltage from hindering 

ommutation due to the internal impedance o 

he supply, If this is not sufficient, addition- 

1 capacitance may be required across the 

nout to the bridge. 

With both resistive and inductive loads 

atisfactory commutation can be achieved 

yrovided the circuit is underdamped. With a 

tepping motor load the main difference in 

ircuit operation appears to be that this con- 

lition is no longer sufficient. The circuit 

was used with a permanent magnet machine 

and it was found that the e.m.f, due to the 

permanent magnet can occasionally inter- 

fere with the commutation, If the current 

through TH1 and TH4 ever fails to reach 

zero before TH2 and TH3 are turned on, 

commutation can fail. This can be avoided 

by having a high mutual coupling between 

L. and L_ and betweenL, andL_ .This 
cy eg Co c4 

does not effect the operation of the circuit, 

as described earlier, 

Suppose the current through TH1 

becomes non oscillatory and the thyristors 

remained conducting when TH2 and TH3 are 

turned on. The high rate of rise of current 

through TH3 will induce ane.m.f, in L,_. 

The voltage across cy will be low and most 

of the induced e.m.f. will appear as a re- 

verse voltage across TH1, increasing 'turn 

off time! to this thyristor and effecting 

commutation. This is a method of forced 

commutation, easily built into the circuit, 

which can 'take over! on instances of failure 

of natural commutation, 

4, CLOSED LOOP STEPPING MOTOR 

SYSTEMS 
4.1 Method of Phase Angle Control 

The principle of phase angle control 

is to generate the input pulse sequence to the 

motor from the electrical angular position of 

the rotor (6,) and then synchronism is inher- 

ently maintained. This sequence, F(8,), may 

be shifted in phase by an angle ¥_ giving the 

driving function F(8,+ ¥). 

i 10, ave been used 
9 

Analogue methods 

to control the angles of phase shift, but most 

methods employ digital techniques.



Consider the logic signals PA and 

and their inverses PA and PB, as shown 

Fig. 9 and let these indicate quadrant 

ormation of the electrical angular position 

the rotor of a two-phase machine. 
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), Typical signals for 2 phase and 

1 phase modes, using Fredriksen 
method. 
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The fundamental components of these signals 

are 

D(o), = (cos Os -cos®, sin6, -sin@,) 

Q) 

where the set D(o) is, 

D(o) = F(@,) = (PA PA PB PB) (2) 

The windings each have three states 

of energisation E. 

Let, E = 0, represent an unenergised state 

E = 1, represent the winding energised, 

in one sense 

E = -1, represent the winding energised, 

in an opposite sense,. 

Two bi-level logic signals Dd, and Dy are re- 

quired to define E as shown in Table 1, 

  

  

    

E D, D, 

0 0 0 

1 1 0 

-1 0} 1 

TABLE 1 

Thus the set of driving signals, 

D= (D,. DS a a (3) 

defines the set, 

E -(E,'E,) (4) 

and hence the state of the input to the machine, 

A phase shift Y¥ is easily obtained if this is a 

qultipie seta) eye io ebisin X= 72, 

let, F (6, +7/2)= (72) = (PB PB PA PA) (5) 

: Mig j. ¢ 
i.e. D( 2), =(sin8, -sin@, -cos®, cos®.) (6)



‘hus we have the driving circuit signals in 

2rms of position signals for phase angles 

f even step multiples. . 

  

  

    

ie X (steps) Pa, Pag Bb, *y 

cw |7%2 (2) PB PB PA PA 

STOP | 0 (0) PA PA PB PB 

cow | 72 (2) PB PB PA PA 

HS 7 (4) PA PA PB PB} 
tt 

TABLE 2 

The choice of four phase angles have 

een termed control modes by Fredriksent 1 

's shown in Table 2. This method has been 

xtended to give eight phase angles by de- 

‘iving signals for the so called ‘single-phase 

  

  

ense.' (Odd step multiples). 

control D D D, D, 
b, 

Modes |¥(steps)| (1 | °2 | 7% 2 

SwMED | ~°7/4 (-3)| PA PB) PA PB}PA PB|PA PB 

swLow |~"/4 (-1)| PA P8| PA P8|PA PB|PA PB 

SCWLOW) 7/4 (1) | PA PB) PA PB|PA PB|PA PB} 

SCWMED| 37/, (3) | PA PB| PA PS/PA PB|PA PB             ee eee 

TABLE 3 

These sets can be related by observing 

hat, for n= +1, +3 ete. 

Dt = pee 
4 

(n+1)7 
7 be) (7) 

and for n=0, +2, +4 etc., 

(n- 1)7. (n+1)z, 
Dt) DEE) = (8) 

Note that all phase angles do not 

give the same pulse width. By using more 

logic signals other pulse widths and a 

wider choice of phase angles is possible. 

4,2 An Optical Method of Phase Angle 

Gonirel 

This method reduces the amount of 

hardware that would be involved with the 

previous method if a wide choice of phase 

angles is required. In the previous method, 

signals would usually be obtained optically 

and then processed electrically, With the 

alternative optical arrangement, process- 

ing is not required. 

Consider four photo transistors 

  

    

T) Ty T2.T, and four light sources 

S, So S83, 8S, arranged either side of a 

slotted disc, as in Fig. 10. 

Slotted Dise connected io motor shaft 

! ' 
no 2 ee? 5, 0 

se ee 
I a ee | 
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: “7 i 2 

| a 
ie ss 7 ! 

a TO a O $8, 
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| 8 
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4, di, 

FIG.10, Arrangement for Optical Method.



Let the electrical angular spacing between 

transistors be “/2 and let the disc be pos- 

itioned so that 

(9) 

  

Consider the edge of a slot, repre- 

sented by point X on the disc, in line with 

T, and S, as it moves in the direction 

indicated. X will be in line with T, and Ss. 

T, and Ss) T,; and Ss, when the dise has 

moved through /4, 7/2 and 3m /4 respectiv- 

ely. Suppose the light from each source is 

able to radiate to all photo-transistors. If 

source Ss; only is active, the signals from 

the photo- transistors have a mutual phase 

displacement of 7/4, as in Table 4. 

Transistors in Line with x 

Active Source 
ee S; Sy S3 S, 

  

  

7/, aT ee oa = 

fa | tametee) Lipo 

    
SF/erhese ST, oh 

| oa Say er 

Sr/,| - = 1 ny 

Bx la ? T, 
pi ee en 

TABLE 4 

The signals are effectively shifted by 
3a + 

3 and by —q using source 

S4 giving, in this case four phase angles. 

7 ‘ 
g using source Ss 

For any single active source S the phase of 

any transistor signal T is given by the mean 

electrical-angular displacement of S and T 

from the reference position. The number 

of phase angles is determined by the number 

of sources and the width of the slot can be used 

to determine pulse width, 

4,3 Systems Using Photo-thyristors 

An important feature of the above opt- 

ical method is that a single device could be 

used both to detect levels and be part of the 

driving circuit. If this is a photo-transistor 

the low power handling capabilities limit their 

use in this manner to very small machines. 

Power-photo-transistors do not appear 

to be available and light-activated switches or 

other similar devices are unsuitable. However, 

if a photo-thyristor is used the reduction in 

the amount of hardware is such that it would 

often be feasible to mount all the components 

along with the disc inside an extended motor 

enshield. As an example, Fig. 11 shows a 

McMurray- Bedford type of inverter and a 

bifilar wound stepping motor, The complete 

phase angle control system could be regarded 

as asingle module. Protected from stray 

light and dust, with a minimum of circuitry, 

it would be well suited to an industrial en- 

vironment and require little maintenance. 

4,4 Combining Optical and Electronic 

Methods 

By combining the optical and elect- 

ronic methods, a wide choice of phase angles 

can be obtained with a reasonably simple 

system. 

Suppose that the optical method could 

be used to give a choice of n phase angles and 

that the electronic method, when used separ- 

ately, gives a choice of m phase angles. 

When combined, these methods can give a
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FIG.11. Modular Approach to Phase Angle Controlled 

Stepping Motor, 

sice of up tonx mphase angles, The 

mbined method' is therefore consider- 

ly more effective than either method us- 

separately, 

As an example, consider the com- 

ed method applied to the inverter cir- 

it of Fig. 3. 'E! is given in terms of the 

rristor gate signals by Table 5, 

With four position signals, as shown 

Fig. 12, eight phase angles are possible 

ing logic. 

Coy 
Phase 
Angle 

4 Diode selection 

Supply 

G G 
  

  

  

X = either state 

TABLE 5 

When the inverter was described,the 

driving signals used were, 

  

c G, (10) 
D> = 5G, Gs ay)



For a pulse width of °7/4 in m the 

riving signals would have the form shown 

n Fig. 13(a), but this is not the only way 

f producing the desired form of E, An 

lternative is to use the position signals, 

‘ithout processing, and to define, 

D, = G, = G, (12) 

Wy Oe Sep (13) 

teference to Fig. 13 and Table 5 will show 

hat this alternative produces the same 

esult. Table 6 shows.the driving signal fun- 

tions for both cases. 

and similarly for Pay by and BS 

These functions are readily generated 

using MSI data selectors, 

The position signals can be obtained 

using the optical method with four photo 

transistors spaced as in Fig. 10, anda sin- 

gle LED would give the above choice of eight 

phase angles. 

A further diode placed at an angle 26 

from the previous diode would give a further 

eight phase angles, displaced from those 

above by the angle 6. 

  

  

  

          

    

          
  

De Cue Gc, D, = G = G y 

Doagcoa co Bois mica Binary 
Y (steps) Pa, | Pa, | Pb, | b, Pay | nay tebe cee | OVW 

-31/4 (-3) BS Be PSP; Py eres P P; Bo Blas me 

e%io0 (-2) cay Paes 2 eee eae P,| Py 1 Paes ee 1-40 

"Ia (1) | PAP) | P,P, | P2 Ps | P2 Py P, | Py | Ps | P, Lovee 

0m fF Rll | lh [re |F | oe 
ee) | EPs) BSP, BPE ye, |e, | Pz) Py al ea 8 Ot 

a @) Eas PSP, P, P,/P1 Pa Pe {Ps |P2 |i Peete 

Slay) Heenan leary es | Pal, | Pea| ee)? 22 

i. ) By Po{ Pi P. Ps P, By 4 P, eh B P3 ay ROS 

TABLE 6 

If U V W represent the electronically 

selected phase angle, then driving signals 

‘an be eepreered as, 

De =P, OWW+P, OVW+P, OvW+P, OVW 

ae UVW+P, uUvVW +P, UVWt+P, tay 

Using eight diodes spaced "16 

apart a full range of 64 phase angles can be 

obtained in increments of "/32, If that part 

of the phase angle which is obtained optically 

is represented by bits XYZ, then it is re-
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FIG. 12. Position Signals for Combined Method. 
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FIG. 13, Alternative Dr 
same Energisat 

  

  
ing Sequences (a) and (b) Producing 
ion Sequence (c),



\ired that diodes 0 to 7 be selected accord- 

g to the binary value of XYZ. This is 

sadily achieved using MSI with a unit such 

; a 2-line to 4-line decoder connected 

give ''1 of 8" selection as shown in Fig. 14, 
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5. CONCLUSIONS 

The use of the thyristor as a driving 

circuit element has been discussed with 

reference to the probable development of 

power stepping motors. Some basic inver- 
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FIG, 14, Phase Angle Control Circuit Using MSI. 

Therefore using only five integrated 

sircuits a choice of 64 phase angles is avail- 

ible by the setting of a six bit word at the 

nterface. 

ter circuits have been reviewed and their 

limitations for this application explained. 

A cyclo-inverter circuit that was developed 

for a closed loop stepping motor control  



stem has also been described. IEE Conf, Publication 53, 1969, Pt. 1, 

Finally the technique of phase angle pp297- 304, 

ntrol has been reviewed and a digital 9. DOUCE, J.L. and REFSUM, A,: 'The 

ethod of accurate phase control presented. control of a synchronous motor, ' 1966 

IFAC Congress Paper 4A. 
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PREDICTION OF STEPPING MOTOR PERFORMANCE 

A Hughes, P J Lawrenson, ME Steele and J M Stephenson 

University of Leeds 

Leeds, England 

INTRODUCTION 

There seems to be a surprisingly widespread 

ression that prediction of stepping motor per- 

nance presents substantial difficulties. This 

not the case; and it is the purpose of this 

er to outline the different approaches which 

available. 

Possible reasons why special difficulties 

nt be thought to apply in the case of stepping 

ors (as compared with more conventional 

vines) are that (i) they are commonly applied 

er control sequences which may in themselves 

juite complex and (ii) the rotor motion is 

ays to some degree irregular (even when 

ving fast) because it is the coalesence of 

itional step responses which interact in 

ying degrees. Actually, however, neither of 

se factors lead, even in the most general 

@, to difficulties which are in any way grea- 

than those normally encountered in studying 

transient behaviour of a more conventional 

hine (for example, the oscillation of a large 

chronous generator following a sudden load 

nge, or the run-up from rest of an induc- 

n motor). In fact, because (in open-loop 

es, particularly) the motion is continuously 

ined (and monitored) in distinct quanta, per- 

nance calculations can often be easier than 

more conventional machines (see approach 2 

ow) » : 
In making the above statement, it has been 

umed that the starting information for the 

culation consists of measured motor data. 

s data might relate to torque/displacement 

ves, torque/speed curves or inductance or 

x linkage/position curves, depending upon the 

ree of refinement of the study. It is not 

ng suggested that it is a straightforward 

matter, at the present time, to predict perfor- 

mance starting from a knowledge of the design 

dimensions of the motor. But again, this situa- 

tion is largely the same for conventional 

machines, although somewhat greater confidence in 

wholly theoretical studies is possible with the 

latter because of the much longer experience with 

them. 

There are basically three different starting 

points, leading to three approaches which provide 

varying degrees of completeness and reliability 

of solution. 

1, Starting with the steady-state, synchronous 

pull-out torque against speed (or pulse rate) 

characteristic it can be judged immediately in 

broad terms if a motor is adequate to deal with 

a particular load; and, merely by a single inte- 

gration of the mechanical equation for the 

system, it is possible to estimate acceleration 

and deceleration times. A further integration 

enables the number of steps associated with 

acceleration and retardation sequences to be cal- 

culated. This method is essentially the same one 

used with conventional machines, for example, to 

calculate the run-up time for a d.c. or induction 

motor, from steady-state characteristics (though 

an important distinction must be made as dis- 

cussed below). It gives rather rough and ready 

guidance only. 

2. Starting with the torque/displacement curve, 

a suitable double-integration procedure on the 

mechanical equation can lead to quite detailed 

and quite reliable prediction of complete per- 

formance. This includes instantaneous positional 

information which is impossible by approach (1). 

There is no direct equivalent of this method in 

normal use for more conventional machines. It 

is adequate for many application studies.  



leither this method nor that above involve cal- 

culation of the changes taking place in the elec- 

trical circuits. (This second method implies a 

second-order-system model of the motor.) 

3. Starting with a knowledge of the electrical 

impedances, including the dependance of induc- 

tance or flux linkage on position (and ina 

complete model, on the instantaneous currents and 

foltages) all aspects of performance can be fully 

studied. The procedure involves the integration 

»f the simultaneous equations for the electrical 

circuits and the mechanical equation. The level 

of approach corresponds with that normal in full 

transient studies of other types of machine. It 

is necessary for serious motor-design work, and 

to estimate the reliability of the simpler 

approaches. 

In all practical cases, integration has to 

9e carried out numerically (sometimes graphi- 

cally) but there are many well established tech- 

niques for doing this with the above types of 

problem. All of the foregoing may be most 

readily visualised in terms of open-loop opera- 

tion, but it applies equally to closed-loop 

operation. In either case the crucial controll- 

ing features are the same - the location and 

timing of the drive impulses. 

In the following sections each approach is 

outlined and a typical application indicated. 

2. APPROACH USING STEADY-STATE TORQUE/SPEED 

CHARACTERISTICS 

2.1 General 

A problem which is often encountered is to 

establish how quickly a motor can accelerate its 

load up to a certain speed, or, conversely, how 

quickly it can be decelerated. The steady-state 

torque vs. speed (or pulse rate) curve offers a 

simple way of calculating the minimum theore- 

tically possible acceleration and deceleration 

times, though, as explained below, the motor 

will not usually be able to reach these times 

Nhen operated in an open loop. 

The torque vs. pulse rate curve is generally 

of the form shown in Fig. 1(i), the pull-out- 

torque falling off at high stepping frequencies. 
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FIG. 1 Calculation of acceleration time using 

steady-state pull-out torque/speed curve 

In practice resonance effects of varying magni- 

tudes will be present, as discussed in section 

2.4. (It ought to be emphasised here that a 

particular curve applies to a given motor toge- 

ther with a particular drive circuit, and that a 

quite different curve may be obtained from the 

same motor with a different drive circuit. 

Strictly speaking, a given curve is only correct 

for the particular inertia used when the test 

results were obtained, and, although the overall 

envelope of the curve is relatively insensitive 

to changes in inertia, the resonance regions can 

alter considerably.) 

In practice the torque predicted by this 

curve would only be available if the load angle 

of the motor was continuously maintained at pull- 

out, a situation which can only be achieved 

exactly using a closed-loop control. It can be 

approached on open-loop using a well chosen



ying function. Thus, althovgh calculations 

sd on the curve are optimistic for an open 

) scheme, it does enable a lower limit on the 

sleration time to be estimated. 

Inertia Load 

Consider first the simplest case in which 

e is no friction or other torque load. 

ose it is required to find the minimum time 

ihich the motor can accelerate from an initial 

‘ady) speed of 2) (corresponding to a stepping 

juency, orpulse rate, of Py p.p.s.), to a new 

od of 24 (pulse rate Po) in the absence of any 

i torque. At any intermediate speed 2, the 

mum possible electromagnetic torque developed 

she motor is given by the corresponding value 

orque taken from the torque-speed curve, 

h may be written as T(2). 

All the torque T(2) is available to produce 

leration and the equation of motion is simply 

=eoJ ae eoJ 
dt 

a ) 

q) Qi et 

e J is the total inertia referred to the 

ir shaft. Integrating equation (1), the 

» taken to accelerate from speed ih] to Wy) is 

n by 

Ma 
da 

ol Sno 
a 

the acceleration time is obtained by inte- 

‘ing the inverse of the torque with respect 

peed between the initial and final speeds. 

is shown graphically in Fig. 1(ii), where 

shaded area is the value of the integral 

da 
Tray 

curve of 1/T(Q) being derived directly from 

curve of T. The integration can be perfor- 

graphically, or by means of a simple com- 

r integration routine. 

By performing the integration for a range 

2? a graph of time against final pulse rate 

be constructed as shown in Fig. (iii) and 

a further integration then gives the total angle 

turned through and, hence, the number of steps 

associated with a given acceleration sequence. 

With purely inertial loads, the times to 

accelerate and decelerate between two given 

speeds are the same. 

2.3 Torque Load 

The effect of load and friction torques is 

to increase the acceleration time and reduce the 

deceleration times. The load torque, Th opposes 

the motor torque during acceleration, leaving 

(T-T,) as the torque available for acceleration, 

as shown in Fig. 2(i). The acceleration time is 
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FIG. 2 Effect of load torque on acceleration 

time 

thus proportional to the area under the graph of 

W/(T-T) vs. 2, as shown in Fig. 2(ii). 

On the other hand, during deceleration the 

load torque assists the motor torque, giving a 

total decelerating torque of (T+T,). The de- 

celeration time is proportional to the area under 

the curve of V/(T4T, ) as shown in Fig. 2(iii).
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in either case (TT, ) is used in place of T in 

equation (2). 

If in addition there is a viscous friction 

term, the equation of motion is 

(a) = 9 Bako (3) 

vhere the viscosity constant Ky is expressed in 

nits of torque/velocity. Ky usually has to be 

sstimated. The acceleration time is then ob- 

tained from the integral 

2.4 Resonances 

In practice, the torque-speed curves are 

rarely as smooth as shown in Figs. 1 and 2, and 

there are often quite severe dips in the torque 

curve ('resonances'). Whether or not their 

affect on the acceleration time is significant 

depends on the ‘depth' and 'width' of the dips. 

=ven substantial torque reduction over a limited 

frequency range (say 5 p.p.s.) is likely to make 

little difference to the area under the curve 

of 1/Torque, but a more modest dip spread over a 

wide band of frequency, say 200 p.p.s., may have 

a significant effect on the acceleration time. 

Insofar as the present approach only aims to give 

the minimum theoretical time, it is fair to 

assume that the dips have been ‘smoothed out' 

before performing the integration. 

2.5 An example 

The steady-state pull-out torque curve for 

a 200 step/rev. hybrid motor with a bi-polar 

constant-current drive is shown in Fig. 3(i). 

The load torque is 3000 gm.cm., and the total 

inertia referred to the motor shaft is 2000 

gm.on™, What is the minimum time in which the 

speed can be increased from 500 p.p.s. to 

2000 p.p.s.? 

The graph of W/(T-T,) derived from (i) is 

shown in Fig. 3(ii). The area under the curve 

between 500 p.p.s. and 2000 p.p.s. is 0.135 

(gm.cm.sec)”!. Hence the minimum acceleration 

time for a total inertia of 2000 gm.cm? is     

Final speed, p.p.s.x10" 

  

Accin. time 
from SOOpps. 

oO os 4 
  

4.Ssec. 

FIG. 3 Example of calculation of acceleration 

times for a 200 step/rev. motor 

2000 gm.cm.2 x 0.135 (gm.cm.sec”!) 

X Sra = 0.28 seconds 

The minimum times taken to accelerate to other 

speeds, derived in the same way as that above, 

are shown in Fig. 3(iii), and this curve there- 

fore indicates the optimum manner in which the 

stepping frequency can be ramped in order to 

accelerate the given load inertia in minimum 

time. 

3. APPROACH USING STEADY-STATE TORQUE/DIS- 

PLACEMENT CHARACTERISTIC 

3.1 General 

This approach is particularly useful when it 

 



required to predict the shaft angle at any 

tant of time following the application of a 

p pulse or a series of step pulses, for 

mple, to predict the starting rate under 

jous load conditions. 

For any stepping motor, the torque- 

placement curve is periodic and has a shape 

ilar to the curves shown in Fig. 4: the 

Static Torque 

phase 1 

WA 

phese 2 

aj ‘SB Rotor angle 

s 

7 phase 3 

a S   
. 4 Torque-displacement curves for 3-phase, 

3-stack VR motor 

tantaneous electrically developed torque 

rted on the rotor depends on the displacement 

m equilibrium and the instantaneous stator 

rent(s). If, in Fig. 4, phase 1 alone is 

ited, the rotor will tend to settle in one of 

stable equilibrium positions, such as 'A', 

subsequent rotation to a new step position 

caused by switching off phase 1 and switching 

either phase 2 or phase 3, both of which have 

que curves which are displaced relative to 

se 1. If, for example, phase 2 is excited, 

rotor experiences a forward accelerating 

que and, in the absence of any steady load 

que, the rotor will ultimately settle in the 

ition 8. 

The torque curves for each phase are nomi- 

ly identical and the motion of the rotor can 

considered in terms of its response to a 

gle. torque curve which ‘shifts' by one step 

val 

angle each time a switching operation is per- 

formed, i.e. each time a step command occurs. 

In practice the shift cannot be accomplished 

instantaneously, as a finite time is required for 

the current in one phase to decay and for the 

current in the next phase to build up, but in 

many cases the motor/drive-circuit time constant 

is small (or a constant current drive is used) 

and the curve can then be regarded as shifting 

instantaneously. 

3.2 Method with Non-Linear Torque-Angle Curve 

To be able to predict the rotor position at 

any instant of time, it is necessary firstly to 

know the time(s) at which the step pulses occur 

(and hence the times when the torque curve is 

shifted), and secondly it must be possible to 

solve the equation of motion for the rotor when 

the torque varies as shown in Fig. 4. 

The general equation of motion of the rotor 

is 

2 d d T(8;-8) = J a +KS (4) 

where 6 is the angle turned through by the rotor 

and T(8;-8) is the torque developed at an angle 

(8;-6) from the currently effective equilibrium 

position which is given (assuming no loss of 

synchronism) by 6 = 8;> and acts in a direction 

such as to reduce (8;-8). 

Equation (4) cannot usually be solved by an 

analytical method because 1(8;-8) is usually a 

non-linear function of 6;-8. (If it was a 

linear function, it would be possible to write 

down a solution for angle 8;-8 in terms of time 

t, see section 3.4.) The solution for 6(t) can, 

however, be computed numerically, using for 

example the well-known Runge-Kutta process, for 

which the second-order equation (4) is split into 

two first order equations: 

K 
a _ + (0;-8) -zia (5) 

ede (6) 
subject to specified initial conditions for 6 and 

Q, The shape of the T vs. (8;-8) curve is speci- 

fied either by means of a polynomial or a series 

 



yf data points. (It ought perhaps to be men- 

sioned that the integrations required to solve 

quations (5) and (6) - a process analagous to 

hat of obtaining the area under a curve - are 

asily adapted to be performed on a digital com- 

uter. In fact the solution of this type of 

ifferential equation is so often required that 

tandard programs are readily available.) 

Starting from a given state, for example 

he rotor at rest at position 'A', say 6 = 0, 

hen the first shift occurs (at t = 0), the 

josition of the rotor at any subsequent time t 

s computed from equations (5) and (6), with the 

nitial conditions 2 = 0, 6 = 0, and 6; = 8.» 

here 8. is the step angle. Typically the 

esponse of rotor position as a function of time 

'i11 be as shown in Fig. 5, and the rotor would 

ltimately settle in position B. If the next 

hift occurs at time t, however, the initial 

onditions for the next stage of the solution are 

he values of 6 and © (= d@/dt) at t, obtained 

rom the first stage of the solution, which need 

ot therefore be continued beyond time t- Note 

hat when the second shift occurs, an instan- 

aneous change 6, is made in 6; and 6;-8 ‘in- 

reases correspondingly. The computation 

rrocess can be continued for any number of steps, 

he initial conditions for each step being ob- 

ained from the solution during the previous 

tep. In this way a complete position-time 

urve can be predicted very simply. Once the 

orque-angle data and the load parameters J and 

. have been specified, the times ty» 7) etc. at 

hich the step pulses occur completely define 

he response. 

The optimum switching times needed to mini- 

ise the total response time for the two-step 

equence in Fig. 5 could easily be obtained, or 

he so-called electronic damping techniques 

ould be studied by obtaining the response when 

braking pulses' are used to bring the rotor 

apidly to rest. 

+3 Variation in exciting current 

Throughout the preceding discussion it has 

een assumed that the stator currents can be 

witched on and off instantaneously. The finite 

Rotor Position 

  

  
2rd soln. 

FIG. 5 Typical position/time curve for 2-step 

sequence 

rise and fall times of the stator current must, 

however, be allowed for if these times are com- 

parable with the time period being studied. 

For example, if the stator time constant is 

2msec, it could be ignored if the study was of 

a single-step response which lasted for 150msec. 

But if a second switching occurred after say 

5msec, then it becomes important to take account 

of the stator time constant. 

The simplest way to account for this effect 

is to introduce a factor (1 - e*/") which 
multiplies the torque term T(8;-8) in equation 4. 

This allows for the torque increasing in pro- 

portion to the stator current (which rises with 

a time-constant t). For the decay condition, 

the factor is et, Strictly speaking this 

treatment is only valid if (i) the shape of the 

torque-angle curve is independent of the current, 

and (ii) the peak magnitude is proportional to 

the current. Neither of these limitations are 

fulfilled in general, though P.M. motors and 

highly saturated V.R. motors usually satisfy 

requirement (ii). There is thus some approxima- 

tion involved in simply multiplying by an experi- 

mental term and it is better, though more 

complicated, to use data defining the torque/ 

angle curves as non-linear functions of both 6



stator current. The torque at any instant of 

and any position 6 is then obtaineddirectly, 

sing assumed that the current rises and 

js exponentially. (It often happens that 

“ise and decay time constants are different, 

this difference must be accounted for by 

; of two time-constants, one for switch-on 

one for switch-off.) 

Approximate (Linearised) Method 

It is sometimes useful, for example in 

nating the natural frequency of oscillation, 

ne single-step time, to make the assumption 

the torque-angle curve is linear about the 

librium point.(') rt is then possible to 
in an analytical solution of the equation of 

on, i.e. the solution for 6 as a function of 

n be expressed directly in terms of the 

neters of the motor and its drive system. 

effect of changes in the parameters can then 

asily seen. 

If the slope of the torque-angle curve 

umed constant) is ky the equation of motion 

5 +k, + ko = 0 (7) 

n is the equation of a simple second order 

em. By writing the equation in the standard 

  

+ 25u, £ + w,28 =0 (8) 

e 

iE: fi ° 
K 

x (10) 
2 KT 

system is characterised by two simple 

meters, Oy the natural frequency, and &, 

damping ratio. The response of the system, 

any given set of initial conditions, is 

ly expressed in terms of exponentially 

ying oscillatory terms and the standard 

tions are available in many textbooks. 
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The accuracy of the linearised analysis 

obviously depends on how well a straight-line 

approximation fits the actual torque curve. 

Fortunately, most stepping motors are operated 

with torque curves which are fairly linear over 

the region of operation, i.e. from equilibrium up 

to near the peak torque, though an element of 

judicious approximation is involved in deciding 

just where to put the straight line. For 

example, in Fig. 6, which relates to a 3-phase 

slope=ky 
Torque oe 

  

FIG. 6 Linearised representation of torque- 

displacement curve 

VR motor, the torque curve is almost straight for 

displacements up to 1 step on either side of 

equilibrium. Beyond the peak point, however, the 

straight line approximation indicates increased 

restoring torque, while in reality the torque 

falls off towards the unstable equilibrium 

position. If operation in this region is in- 

volved, it becomes necessary to truncate the 

linear curve, as shown. This general question is 

discussed in reference 2, where the linearised 

representation is used to predict ‘resonances’. 

4. APPROACH USING COMPLETE MODEL OF MOTOR 

4.1 General 

Sections 2 and 3 have described simple 

methods for obtaining an approximate prediction 

of motor dynamic behaviour in which the changes 

taking place in the electrical circuits are 

neglected. The designer and research and 

development engineer may well require a more 

sophisticated mathematical model of the machine 

 



d its drive circuits which can be used to plot 

y of the system variables (e.g. motor speed, 

gle or currents) as time functions for any 

sired mode of operation. With such a model it 

‘comes possible to investigate the effect on 

tor performance of changes in different system 

rameters, to test the performance of a pro- 

ysed new design, or to check the reliability of 

impler, quicker, performance calculations for 

ypical situations, so that these may be used 

ith greater confidence. 

The development of such a model of the 

tepping-motor system follows the same pattern 

nd uses the same technique as has been followed 

or conventional machines. 

.2 Form of the mathematical model 

Any motor can be described by a set of 

ifferential equations for the electric circuits 

lus an equation for the electrically developed 

orque and the mechanical differential equations 

elating torque, friction, inertia, acceleration, 

peed and angular displacement. These equations 

onstitute a mathematical model of the system 

hich, when the appropriate numerical data for 

he resistances, inductances, currents, po- 

tions, etc. have been inserted, can be used 

o predict any required mode of behaviour. 

For simplicity, consider first a machine 

‘ith only one winding. This is described, elec- 

rrically, by the single differential equation 

< ay ee RI + of (11) 

vhere 

y = LI (12) 

is the flux linkage with the winding of induc- 

tance L. Thus 

a+idlar $ oe " 

dI dl 
RI +l get 10 Ge (13) 

where 9(= dG/dt) is the speed of rotation, as in 

the previous sections, and therefore 

ala -1 dt eal 
fees te [aS+ grat v (14) 

If it is assumed that the inductance depends 

only upon 8, not on the current (i.e. if satura- 

tion is neglected), then the electrically de- 

veloped torque is simply given by 

dy dL teg1@ 2 Ph (15) 

It remains to add the mechanical equations, 

which are the same as in the previous method 

(equations 5 and 6): 

a2 = S(T -F,a) (16) 

Ban (17) 

It will be observed that these equations 

have been arranged as in section 3.2 as a set of 

first-order simultaneous differential equations 

and that here they are three in number, com- 

pared with the two of the previous method 

(because of the addition of the electric circuit 

equation). 

In a practical stepping motor there is more 

than one winding, but it is simply necessary to 

add the additional circuit equations (including 

the effects of mutual coupling). The flux 

linkages are then given by a set of simultaneous 

algebraic equations which for a machine with n 

coils are 

Hy] [bay bre es San] [hy 

Yo} [tar bee +++ ben| le 
wie ieee Salat (18) 

Yn tn Cea tan I 

or 

fw) = (0) (19) 

where the matrix notation has been used for con- 

venience. 

The equations can be written down in the 

form ready for solution in exactly the same way 

as for the simple one-coil case discussed above:



  

: “tu [ome + ra} +h 

dv] aft) 
T= 3[1,] —gp- = 210) 1 e- 

(20) 

SS I iF?) 

8 e=o 

a set of n + 2 simultaneous, first-order 

ferential equations. 

3 Solution of the equations 

In order to specify the problem to be 

lved it is necessary to give the circuit resis- 

  

  

ices and inductances (as functions of dis- 

acement 6), the inertia and viscous damping 

stant, the voltage waveforms to be applied 

.e. the voltage level(s) and switching sequence) 

1 the initial conditions at the start of the 

The inductance functions will be 

tained by measurements (or in some cases cal- 

lations may be possible) and can be expressed 

ther in tabular form, to be referred to with 

lution. 

ropriate interpolation during the computa- 

yn, or in Fourier-series form. 

ample, for a machine having an equal number of 

ator and rotor teeth (Np) > the idealised 

riation of self inductance of a coil is 

As a simple 

= L, +l cos Np (@ - 8) 

sre @, takes account of the initial rotor 

sition. Strictly, to allow for harmonics, 

nia 
= 2 L, cos Np r (8 - 8) 

i a similar expression applies to mutual induc- 

aces in a multi-coil situation. 

Having specified all the above data, the 

Jations can be solved using one of a number of 

1] known numerical integration routines? (of 

2 same kind as used in the section 3.2) and 

2 transient behaviour of the motor obtained as 

set of curves (or sets of numbers) showing the 

riation with time of any of the variables. 

An example of this kind of solution for the 

displacement, 6, as a function of time following 

the sudden switch-on of a variable-reluctance 

stepping motor is shown in Fig. 7, together with 

  

FIG. 7 Experimental and computed single-step 

response of a variable-reluctance stepping 

motor | 

the corresponding experimental curve, measured 

using the same motor. The data for the program 

consisted of measured resistances, inductances and 

viscous damping coefficient. The inductances were 

represented by a Fourier series in 6 but only the 

first two terms in the series were used because 

for this particular motor they were found to give 

sufficient accuracy. | 

The numerical integration method used for 

this solution was a Runge-Kutta 4th-order, fixed- 

step-length method with deferred approach to the 

dimit.4 (This technique gives an accuracy compar- 

able with that of a 5th-order Runge-Kutta method 

and is useful when an estimate of the error per 

integration step is required. 

culations using a step length which is known to 

give sufficient accuracy, it is more efficient to 

For repeated cal- 

use the faster, simple 4th-order Runge-Kutta 

method.) The time taken for the solution using 

an. ICL 1906A computer was 24 secs. The time 

required for the computation increases with the 

number of coils, the number of harmonics in the



Fourier series and the length of the computation 

and inversely with the computational step length 

specified. 

4.4 The complete model 

In the form described above, the model does 

not allow for the effect of magnetic saturation, 

which makes all the inductances functions of the 

instantaneous currents in all the various wind- 

ings (or permanent magnet characteristics). 

When including saturation it is helpful to work 

in terms of the flux linkages rather than the 

inductances and the equation for the electro- 

magnetic torque must then be expressed in terms 

of the co-energy of the system, i.e. 

oe nos (21) 

It is now necessary to read in and to 

store in some form the necessary information 

relating flux linkages to both displacement and 

currents. The amount of data to be handled in 

describing the saturation depends on the accu- 

racy of this description and on the complexity 

of the stepping motor system, i.e. the number of 

coils simultaneously excited. It can be used 

2ither in the form of equations describing the 

appropriate functions relating flux linkage to 

lisplacement and current(s) or in tabular form. 

Clearly the technique described here is 

extremely powerful and all aspects of system 

dynamic behaviour can be represented providing 

they can be quantified and expressed as algebraic 

or differential relationships. For example the 

electrical driving circuits can be represented in 

detail in the model as also can the dynamic equa- 

«tions of the load. Parameter variations, such as 

those due to temperature rise, can also be allowed 

for. 
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