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SULMARY

Over the past iew years the stepping motor has been tle
subject of detsiled study by manufactrrers, users and research
workers. This interest arises from the rapidly increasing
demsnd for digital actuators, particularly in the machine tool
and computer peripheral industries. The optimzl control of a
stepping motor is expected to play an importent role in producing
high performance positioning systems for these and other types of
applications. Therefore the object of this thesis i= to study
some of the protlems facing the systeus eﬂgineer who has to design
this type of systea.

After a general introductory chapter which reviews selected
topics thought to be directly relevant to the production of an
optimum systeam the work falls, broadly, into two parts.

The first part (cuzpters 2-4) presents a method of modelling
stepping motors in terms of electrical ard mezgnetic eguivzlent
circuits. 'Exact' and simplified models for z nermanent magnet
motor are presented, and simple linesr snd non-linear models =re
used to theoretic;ily optimise the input varisbles,

"ne second part [chapters 5-6) is devoted to the drive circuit
end the control of stepping motors. A thyristor inverter circuit
is presented, which could pos.ibly be used to drive a power
stepping motor, snd which can be reedily ured for closed-loop
control of the machine. Optical and elecironic methods of phese
anzle control are discussed and a digital method of accurate phase
angle control is developed. Finelly, a computer controlled
stepping motor drive systen is described in which the computer is
able to delegate varicus duties, Particulariy the iaportent
function of switching in an optimsel way to & sizple smaller loeal

controller.
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1, INTRODUCTION

1.1 The “{epping liotor.

The electricel stepping motor can bte defined as an incremental
actuator which converts electrical pulse inputs to mechanical output
motion. Other forms of stepping motor include hydraulic and
pneumatic types and the motion of any of these types can be either
rotery or linear. 0f the various types of steoping motor42 the
electrical rotery type is by far the most common and is the type
considered here. The two main variations of this type of machine
(excluding solenoid ratchet types) are, |

(i) Verieble reluctance (VR)
and (ii) Permznent megnet (Hi).

Although a permenent mzgnet typal4 is referredto, much of the
work to be presented here can be spplied to both types of machine.

The electriczl pulse input to the machire is applied by
energising and de-energising successive pheses of the motor in turnm.
Operation is bi-directional and reversasl of direction is obtained by
reversal of the sequence of phase energiscztion.

Generally a constant angular displacement is produced by ezch
input pulse end any errors at each step are non-cumulative. This
makes the machine &n excellent device for use in position control
systens. Positions can be controlled within an accuiracy of a few per
cent of one step siaply by applying th; correct number of pulses,
The resulting simplicity of a system which requires no position
measuring equipzent nekes the stepping motor an attr.ctive possibility
for many applications.

Although the history of stepping motors can be traced back to

the esrly 1930's it was some 30 years or so leter that interest in



these devices began to vecome significant. This was mainly because
of the development of the transistor, znd since then the number of
publications about stepping motors has increased rapidly. The growth
of application in machine tools and leter in the computer industry has
S_stained this interest.

In 1970 the nmarket for stepping motors was described as small,
specialised but expaniing and according to the ERA was estinated at
19,500 motors (up to 0.075 kw) worth £350,000 for 1969, with en annual
growth rate of more then 208 and served by at least 14 suppliers in
the UK, though at the tine the market wss suspected to be grezter than
this*?,

In 1973 however, the ERA estimated an annual growth of 155
(industrial sources indicate it is greater), but the number of suppliers
had increaczed to 43.

With incressing interest and demznd it appears that for a number

of years the future market for stepping motors will be one of continued

rapid expansion.

1.2 Backzround to the Project.

At the commencement of this project in October 1970 the general
area of digital control of electricsl machines was considered.
Although very little was known about stepping motors at that time, an
initial study of existing literature indicated that there was
considerable scope for a2 project on this subject. A further thorough
search of the literature confirmed this. It apreared that further
work which would make a contribution to the role of the stepping motor
as an element in high performance positioning systems would bLe most

useful, and this became -the main objective of the research programme.

Apart from review and introductory type of articles the literzture



dealt mainly with the following technical problems:-
(i) Hodelling end simulation;- Existing models are surveyed

in Section 2.1

and (ii) Computer controlled end closed-loop operation;- Notably
the work of FredriksenBI’36'44’45’46’47 doninated this topic.

Despite the amount of existing literature, to dcduce that these
areas were adequately éovered would have been to under-estimate the
importance of these topics.

It was felt thet existing models were somewhat idealised for a
machine of this type, and if a simpler closed-loop technigue could be
found this might enhence the possibilities for closed-loop control.

A further area that had barely been touched ﬁpon was the subject
of the optimal control of stepning motors48. This subject can devend
heavily upon the above two topies and upon other asvects that will be
outlined in Section 1.6. A future trend for high performance systenms
is likely to be towards 'optimal control!'. To study the feasibility
of 'optimal' systems for a particular application it is necessary to
know the difficulties and the methods available to control the motor
in an optimum manner.

An iﬁvestigation of the areas of work relevant to the optimal

control of a stepping motor was taken up as the metiod to achieve the

main objective.

1.3 Defining an Ovtimum Systenm.

A wide range of problems casn confront the engineer who wishes to
obtain a suitable stepring motor syctem which is optimum for his
application.

It should be stated at the outset that this work camnnot provide

a complete solution to such problems. It does not attempt to present



a formula or procedure from which a&n engineer using a particular
index of performance can arrive at the optimum type snd size of motor,
details of the optimum drive circuit or the optimum configuration for
the overall systen.

If this were possible the engineer may still have the problem
of defining his index of performance. In a general form thisz would
be very complicated, being a function of several variables such as
overall cost, motor size, maximum torque, maximum speed, power and
settling times under various conditions. It would also include more
abstraet fectors such es accuracy, reliability and degree of resonance,
Clearly this is virtually an impossible task.

Tne problem is better tackled by the engineer who is familiar
with the requiremcnts for the applicaticn. He can use a knowledge of
sterping motors together with certain aveilable techniques to arrive
at a solution.

The-work therefore attempts to examine areas which are thought
most relevant to the optimal control of stepping motors and in which
further work might help in some way to inspire a solution to the
control problem.

The work is not confined to one particular application and so
'optimum' can only be defined here as that which best meets the users
requirements. To attempt to define it more closely would only add
to the misuse that the word alresdy receives.

The requirements dealt with howewver are those which are likely

to be useful for a wide renge of high perforuance applications.

1.4 Selectin: an Ontimal System.

selecting the optimal system is often reduced to the selection
of a suitable motor and drive circuit from manufacturers stock items

and -is based upon the ability of the engineer to natch system require- -



ments with manufacturers data. Provided the systen mects these require-
ments it is zccepted to be optimum since no further effort is warranted,
irrespective of whether othei systems could prove to be 'better!'.

Although this mey seem a straight-forward matter, it does not always
provide a satisfactory solution and the systen selected may not meet the
users requirements. Tihe ceuse mey have been the mis-interpretation of
data or simply by heving considered the motor completcly separate to the
drive circuit. The two are closely inter-dependant.

The fact th:ot stepping motors are not yet widely understood accounts

for some of the difficulties.

Another czuse of difficulty in systen selection is that manufacturers

data is not standardisele The te m stepping motor hes been used here
since this seemsthe most likely term to be edop ed in Britain, but even
this is not yet stendard and the device is often referred to as a stepper
motor or just a stepper.

A common criticisn emongst users is a lack of data on the part of
the menufccturer. On the other hand éhe users of a particular motor
could be opereting under hundreds of different setls of conditions and it
ig difficult for the mznufacturer to supply data to completely cover £ll
these cases. Yevertheless, without complete dsta relevent to the users
opercting conditions there will be uncertsinty =2bout the system being
optimum.

This situation is more acute for stepping motors thzn for most
other types of eiectrical machine. It is not 2 simple matter to predict
the effect of a change in load incrtia, current or stepning frecue..cy

upon the torcue develoned. An approximation for the characteristics

- under :ztezdy state stepping conditions cennot be estimazted by using a

few simple formula. Zven so, the estimetion is



no more difficult than that of the iransient response of more
conventional types of machine.

j If important data is not available then either the manufacturer or
the user must be prepared to investigste by experiment or by modelling
studies.

The synthesis problem - 'What motor and drive circuit best gives
the required performsnce' is not tackled directly. Selecting the optimum
system is essentially an iterative procedure consisting of the prediction
of performance that can be obtained by va:ious motor-drive circuit
combinations until the system requirements are met.

This may seem a lengthy process but may be aided by initielly meking
certein approximations, as may seem nccessary, in the prediction of
performancez. This may yield an acceptable solution to the problem very
quickly.

The more st ingent the reqguirements and tiie higher the demanded
performance, then the greater the difficulty in finding a suitsble solution.
For instance, a stringent control poliﬁy may require closed-loop control,
or even computer control, with perhaps the use of adaptive control
technigues, A more zccurate model, special manufzcture of = machine,
or special drive circuits may be necessary.

An important matter to be estzblished is whether the stepping motor
with its digitz1l compatability, open-loop simplicity yet with fest slewing
capzbilities (particularly then in & closed-l.op) is the moct suitsble
choice. If thére is any doubt other possibilities should also be

§ 6onsidered.

For a majority of present applications the optinum system may be found
by the procedure already outlined. Whilst these can present some
difficulties it is usually possible to find an acceptable solution.

f' For the remaining applications some of the above considerations will

i' be necessary and these will be dezlt with further, in the following sections.



1.5 3urvey of Literature.

A litevct.re survey is given, where aporopriate, in each wmain
section and the resulting list of references thought to be most
relevant to this work is given in Section 9. If required, a more
comprenensive bibliogrephy may be uysed for ;re‘{-'erence";.o

As was indicated in Jection 1.2, a reusonable amount of
litercture has been available though many of these have been review
and introductory types of articles for the growing numbers of engineers,
and others, requiring some familiarity with stepping motors. During
recent years there has also been a growing number of engineers
requiring more specialised knowledge in this field.

This fact has been recognised by the recent organisation of
conferences held specifically for this subje~t, in the U.S.A., by the
University of Illinois in 1972, 1973 and 1974, and leter in Burope,
in 1974, by the University of Leeds, Zngland. These are now inter-
national evenis to be held annually and have started to produce a
growth of literzture that the engineer with & more specialist interest
can refer to, or contribute to.

This recent 'explosion' of interest later confirmed the initial

indications of consid:rable scope for z project on this subject.

1.6 Objectives of the Project.

In Section 1.1 it was stated that the mgin objective was to make
a contribution to the role of the stepping motor,as an element in high
performance positioning systems. 1t was &lso stated that the method
of reaching this would be by investigation of areas of work relevent

to the optimal control of a sterping motor.



Consideration of the outstanding problems led to other objectives,
as follows:-
(1) liodelling:- 1In order to effectively control a stepping motor, the
dynemics of the machine should first be fully understood. It is forescen
that iuture work in this field could use adaptive control methods which
may depend heavily upon an accurate model. For these reasons, an initiesl
objective was to arrive at a satisfectory mathematical model of the machine
which would adequately represent its vperformsnce over a wide range of
oper=sting conditions. These include operation at different levels of
saturetion and trensient conditions.
(ii) Invut Optimisation:- In & prectical system constrezints are present
a) on the level of available forcing (i.e. voltage) and b) upon the
extent to which the machine can be forced. (i.e. tenpersture, amechznical
consider: tions). The effects upon terperzture rise die to various types
of forecing should therefore be corsidered, If meximum torque, subject
to a given value of losses is used as an index of rerformance, a
sinusoidel voltage wavefora might eppear to be the optimum choice.
The simplicity resulting from using forcing function signels that have
been derived digitelly would usuzally impose the restriction of e pulsed
supply. Another objective was therefore to estzblish the conditions
to give meximun torque subject to fixed losses when the machine is
operzted from both sinuscidal and from pulsed supplies,
(iii) Drive Circuits:- When operated from a pulsed supply the pover
requirencents of a0%t stepping motors can be heandled by transistors zmd
this is the stendard uethod used, Suiteble drive circuits for applications
involving large stepping motors, and in czses where considersble forcing
is to be used, zre not sufficiently developed and the thyristor mzy then
be a more suitable device. A further objectibe was to develop a drive
circuit that would be suitsble for stepping motors.

(iv) Clesed Loop Controls- Estsblished methods of closed-loop control
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give control o1 torque and not control of speed beczuse they do not
accurately control the 'phase angle' and would become complicated and
expensive if adepted to do so. A closed-loop method that will give close
control of the phase angle would find spplication in meny optimal systems
especially if the method were relatively simple. Another objective wes
therefore to esteblish such & method.
(v) Optimel Controller:- The finzl objective was to develop 2 bang-beng
type of controller, capeble of optimum switching from naximum acceleration
to mexirum decelleration, for time optimal control.  The controller being
designed to adjust the control action for a verying load,.

The most besic of the sbove objectives is the modelling of stepping
motors which is the subject of Section 2. The aim was to produce an

electrical ecuivelint circuit model thet could be used to predict the

machine performence over & wide range of oper:ting conditions., Such models

are commonly used by electrical engineers throughout industry z: a
convenient method of snalysis. Linear end non-linezr versions of the
equivelent circuit model were then used, and described in Sections 3 &nd 4,
to maximise the torgue by cortrolling the input voltizge.

Section 5 describes the type of drive circuits that were used ard

the additionazl data and’ecuipnent that was required to achieve closed-loop

control. ¥inelly Section 6 describes how an optimal coniroller is desigued

and used in a practiicsl systien.



2. EQUIVALENT CIRCUIT MODELS FOR A STEPPING HCTOR

2.1 Introduction

An early attempt to define a transfer function for the stepping

3

motor was made in 1961 by O'Donahue” and the model proposed was

equivalent to a second orde; linear systen. This enabled the machine
performance to be comnared with the type of system familiar teo the
control engineer, Such a simple model is useful for preliminary study
although it does have many limitations.

Alternative mad els have also been derivgd, generally by using one
of the following approaches:-
(i) Although it is recognised that the machine is non-lineer the previous
approach is still persued and machine performance is approximated to that

4’5, dependiig upon the

of a second or third order linear systenm
assumptions made. fulti-step operation of the machine is modelled by
storing values of angular velocity and position at the completion of each
step and these are used as the initial conditions for the following step,
when the pmitional error has been updated. This can be done by using
either analogue or digital simulation methods as described in the
1iteratur96’7.
(ii) The machine is regarded as non-linear in that the torque is
expressed as a sinusoidal function of position. This results in &
second order non-linear differential equation and the phase-plane is a
convenient method of analysis. These techniques can be applied to multi-
step oper-tion and have 2lso been described in the literaturea’g’lo.
If winding inductance is not negligible (or if a swyitched current source
carnot be assumed) the phase plane method is not applicable and the
analysis is consequently more difficultll,

Unfortunately, the sinusoidal form of the torque characteristic is
not the only non-linearity present in the machine. One recent modell3

does include some h&érmcnics but it would be useful to have available a

model which could account for saturation and armature reaction.

10.
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With the irncreased stepping rates which can now be achieved
consideration must also be given to the iron losses within the machine.

The increasing demands upon stepping motor performance require
not only more sophisticated control techniques but also an accurate
model for use in the assessment of the control method, and the machine
parameters,

These machines are broadly classified as either permanent magnet
or variable reluctance types, but there are a number of different
versions of each and even some 'novel' machines which may be classed as
stepping motors. In proposing an equivalent circuit model no attempt
has been made to cover =211 types, however the general procedure outlined
can be readily applied to any electromaguetic counfiguration.

The structure of any nodel can be derived by study of the magnetic
circuit and it is the aim of this section to demonstrate the importance of
this approach for developing suitable equivalent circuit models.

The field of usefulness of the model may be extended to the
prediction of the single step response, the multi-stepping performance
in terms of pull-in and pull-out frequencies or other possible
characteristics if the type of driving circuit and. load are known.

All these important operating characteristics can be predicted accurately
if the motor torque prediction is satisfactory. The static torque
characteristic has therefore been selected as a basis for model
verification and comparison.

Whereas previous models may have been unrealistic in certain
respects a very accurate model must usuﬁlly he_of the distributed
parameter type and would consequently require considerable computational
effort to establish and use.

In the example given the model chosen zave reasonable agreenent
with experimental results up to and beyond the normal operating current.

Althoigh accuracy is not exceptionsl the nodel could be considered to be
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useful as the necessary compromise, which is often difficult to achieve,

between model simplicity and accurzcy.

2.2. The lilasnetic Eguivalent Circuit

In order to obtain a realistic model, the starting point should
be a detailed study of the magnetic circuit. This differs widely
from one machine to another and will have a considerasble influence on
the structure of the model. We cannot therefore expect the same
electrical equivalent circuit for all stepping motors.

The example considered is & permanent magnet machine of a very
popular type which originated in the U.S.A. as a synchronous inductor
motorl4. The mechine is also known as & hybrid vernier type of
stepping motor. Fig. 2.1 shows a two-phase, 4 pocle machine with 8
main stator teeth and 42 rotor teeth, the stator fine teeth being set
at a pitch corresponding to 40 teeth. The permenent magnet is
magnetised in en exial direction. The twe rotor sections are offset
by half the rotor tooth pitch and the stator sections have a common
winding. A corresponding conventional synchronous machine would
have 84 poles.

The basic magnetic circuit is contained in a sector which includes
4 consecutive main stator teeth and spans 2frradians, electrical (n = 2).
Consider the magnetic paths of one such sector in terms of cylindricel
co—-ordinates. The magnetic circuit for each sector may be considered
to consist of 5 sub-circuits in each half (Fig.2.2a). The flux will
have axial, radial and circumferential components as shown in the
magnetic circuit of Fig.2.2b. The magnetic sub-circuits for a nole,
ch and that for the vermanent magnet, mcpﬁ are shown in Figs. 2.2b and
2.2c.- The paths to various fluxes are defined in Fig.2.3.

The flux ﬁpm is & non-linear function of themm.f., £ , as

pm
détermined by the characteristics of the permanent magnet (see Fig.2.4)x
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A linear approximation to this characteristic, about an appropriate
operating point can be made, and this may be sufficiently accurate for
moderate changes in fpm' The representation used is that described

by Slemon15

of a constant m.m.f. source, F in series with a
pmoc

reluctance of l(}\pm, shown in Fig.2.2c. Alternatlvely./\pm could

represent the incremental internal permeance of the m.m.f. source,

and would in th's case be a non-linear function of fpm' The total

permanent magnet circuit in each half can be considered as n sub-

circuits mcpm in parallel.

2.3 IHE ELECTRICAL EQUIVALENT CIRCUIT

2.3.1 Formation of Dual Circuit

It is now proposed to obtain the electrical equivalent circuit
by using the principle of dualitylG.

It is of interest to note that it is not possible to form an
exact dual electrical equivalent circuit directly. This is because
of the topological properties of the magnetic equivalent circuit.

It was first shown by Whitney17 that no geometrical dual exists for a
non=-planar graph.

A 'physical' dual however can be obtained by the i troduction
of ideal transiormers into the circuit and some methods of doing this
have been reviewed by Blochls. Using this approach the electrical
equivalent of Fig.2.5a is obtaiued as the dual of the magnetic circuit
of Fig.2.2a. The electrical sub-circuit for a pole ECP and that for
the permanent maguet Ecpm gre shown in Figs.z.éh end 2.5c. The
circuits ere iuterconnected by ideal transformers.

Tiie procedure for forming the dual electric circuit from the
magnetic circuit of Figs 2.2b and 2.2c is as follows.

(i) Nodes: and inter-nodél spaces are defined by the encircled symbols

shown.



Fig.2.5(a) Electrical equivalent circuit.

19.
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(ii) Nodes in the magnetic circuit are trans.ormed to inter-nodal
spaces in the electric circuit.

(iii) Inter-nodal spaces in the magnetic circuit sre trans:ormed to
nodes in the electric circuit.

(iv) Magnetic circuit =ieuents 1ying between adjacent internodal

spaces are therefore transformed to elemcnts connected between
corresponding nodes in the electric circuit, The same magnetic circuit
elements connected between nodecs, when transformed, will lie between
corresponding inter-nodal spzces in the electric circuit.

(v) Permeances in the magnetic circuit transform to inductances in the

electric circuit, where

B ac A s enes A2u1)

(vi) Transferenceslg, or magnetic inductanceszo, in the magnetic

circuit transform to resistances in the elcctric circuit, where
R = Nz R N A (2-2)

(vii) M.M.F's in the magnetic circuit transform to currents in the

electric circuit, where

i = £/ Soasesinsien . (2=%)

(viii) Fluxes in the magnetic circuit transform to voltages in the

electric circuit, where

v = Nad S esciunss (258)

The resulting current sources is, in Fig:2.5b, at the input
terminals is not one of constan®t current and should be resarded merely
as & source which drives a current i into the machine. A voltage
controlled source W can be substituted if this is desirable

(corresponding to a flux source ‘[E dt instead of the m.m.f source

N

“in Fig.2.2b).



2.3.2 Armature Reaction

The interaction between the field due to the permesnent magnet
and that due to the winding is clearly accounted for in the model.
The resulting flux in the gep is d termined in terms of the flux in
the poles of each phase, and not as a vector quantity which is usual
for synchronous wachines. Yot only does the presence of winding
currents considerably change the distribution of flux in the gap,
but the m.m,f., fnm' due to the permanen. magnet may also vary.

2.3.3 Inter-action between Phases

If an alternating current were flowing in phase Winding A then
an e.m.f. would be induced in winding B.
Interaction between phases occurs because of

i) Veriations in fpm due to winding currents.

ii) The flow of rotor circumferential flux Q}c . This source of
c
interaction varies with rotor position. Null positions occur when

Oe is a multiple of 17/2.

2.4  APPROXIIATE "ION-LINEAR MCDEL

2.4.1 Approximate Bouivalert Circuit

In the form of Fig.2.5a the model mey well be more complex than
is required. However, having srrived 2t a general model, this can
be easily simplified to suit the differing needs of the user, from
machine designer to co..trol engineer.

As an example, let us now assume that the reluctance of each
magnetic circuit in the stator and rotor core is sutticiently small to
be neglected and that the stator and rotor iron losses can be

represented as dissipated in the components Lst and L ¢ only.
s

This:would orten be a reasonable assumption since the reluctance of

these circuits will be much smaller than those of the air gap.and



saturation will occur to & greater extent in the teeth than in the
cores,

Al though the perneances./\slx are associated with cross leszkage
flux, the net flux crossing between phases along these paths is now
zero (sce Fig.2.2b).

Phases are now separable, and if 5511 is small it may be either
neglected or combined with dsl or ﬁsrl'

Rst and Lst' shown in Fig.2.5b form the stator tooth impedance,

th and Lrt form the rotor tooth impedance and Lg is the gap inductance.

An approximate equivalent circuit, shown in Fig.2.6b can be formed by
considering these inductances to be combined in parallel and the
corresponding magnetic impedances to be in series. The combined

magnetising inductance is a function of the current im, and ol Ge.

ioe. l .ﬂ.. 1 + 1 + 1 RN (2-‘5)

Lm(im’gej-_ Lst(imsj L t(i ) Lg(ge)

7 mr

Leakage impedances can now also be combined as shown, where

'_‘:,_L Il + L LRI BB A B B (2-6)

L sl srl

1
The physical significance of this arrangement is that the leakage
flux which was previously considered to have branched from the main
flux is now considered to flow in a separate circuit. Since the
leakage paths now considered contain iron, the consequence of Ll
remaining constant is that effects known as 'saturation of leakage
reactance' are not accounted for in the approximate model. Saturation
in the main flux paths however is more sigﬁificant and ‘cannct easily
be negiected, elthough the complexity of the model is greater if this

is included. This complexity can be reduced if the inductance

Lﬁ(ié,ee) is expressed by an appropriate function.

;2'30
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The following approximcotion is now proposed. Let the flux
~

associated with./\m(im,ge) have a saturating value _ﬁ; and when

this value is not reached, let ﬁ; assume an unsaturated value
determined by assuming the permeances,/\m as primarily functions of

Ge only.

This gives the piecewise linear approximation as shown in

Fig.2.7.
thus,
dm = Am -~
fm/\m(ge)>fm AN e By

WINCH

5’9\
1

“§m<fm/\m(ge)<£m be e eiiiE | 2uR)

b =ty
WA e Y

2.4.2 QOperstion in Unsaturated Conditions

The mechanical torque produced at the sharft is given by

Bod Yoeeh (£ ,0) csriusecanse el 2i10)

L)
m
The totzl mechanical energy is obtained irom the energy balance
equation

wmech = welect -y wstored ""lqloss L N I N ] (2—11)

in terms of the magnetic circuit, Fig.2.6a.

Vo Z[(fm+ I:C) p'm -fzdm - 1 p’m] ceaa K213)
= ) t.9%% Vi se cs S o
_bT g Z"T_ | _(-2 13)
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ﬂ
raS0 |, 12 dAm(Ge) ¢ fma22 d/\m(oenr) S fmblz aA (e -T/2)
2 A ae de ae
e e e
T
+f 2 dAm(ge+ /2) N N (2—14)
mb2
ae_

similarly, in terms of the electrical circuit, Fig.2.6b.

i
gt o S50 ima12 aL_(e_) +ima22 aL, (6, +T0) +imbl2 aL_(e_- T/2)
2 de de do
e e' &
v/$
+imb22 aL (e, + 7/2) ol e
a6

The induced e.m.f.'s are given by,

e = e +e = ( +dp{ L R R R N I A R (2"'16)

thus, A N |S,(f oa)

aA. e ee dAm(QeHI'))dGm
it

9 de
e e

+Am(ge) df;;al +A~m(ee +T) dfma.? sovassaanassiie L 21T)
dt dt

- _T 1T
e, =N |8 (f_,, d/[m(ee /2) + L s d_Am(Oe+ /2)) ae_
ae_ e

e

+ A (o, - T72) Lam + A (e, +ﬂ/2) Vaio k.ot (2-18)

a6 dt
and, e_ =[5, (i :’ (9 ) 3 dLm(ge+7r)) ae
a mal a0 ,:a2 s i
de Sapaiens
e e t

+ L (9 ) dl. l,l S 3 L (9 +1T) di "2"] sssssasesss (2‘19)
T at ’ dt 5 : :



=7 T
y =[§2 (ivbl dLm(ge /2) + imb2 dLm(ge & /2)) dgn
= e a6, dt

+ L(0~%2) Paby + 1 (0.+%2) Pibolpererieneanns (2-20)
SR e

2.4.3 QOperation in Saturation

If saturation occurs then the torque is no longer given by
equations (2-14) or (2-15), butiteambe obtained by considering the
points on the ﬁﬁ - £ diasren for smell increments in §_. In the
absence of saturation, the torque is proportional to the incremental

area OAB, shown in Fig.2.7, as Qe changes to a new -value Oe +Z&Oe.

2
drea OAB = fm d'A_m(ge) Sesesssssassssansanse (2—21)
2 de

In the presence of saturation the effective incremental area

is shown by the shaded element in Fig.2.7, where,

m msat tssesnsesne
2 de
e

Area OCD = £ ° dA,(Qe) - (f‘ < (2-22)

Comparison of equaiions (2-14,) and (2-21) will show that the
constant of proportionality is

-

Egi sl st §m samAsessanisie T Lanay)
2 A E)

The torque and e.m.f. contributed by a saturated pole are then

given, for pole Al saturating, by using equations (2-22) and (2-23)

S.n 3
, § 2 aA _(s)
a-l_ e iy} tessssssssnen 2—24)
> (m) _J—e_ (
Lep . Som A“ 2 a_(e.) - T S
Y e 2 '(%{%7) i srssrsaspsass - f2-25)

“c.



8115. eﬂ.l = 0 R R R R N A A (2_26)

These expressions are then substituted for the appropriate

terms in equations (2-14 to 2-20) given in section 2.4.2.

2.4.4 Open Circuit Characteristic

From equations (2-17) and (2-18), the open circuit e.m.f.'s when

the mechine is driven at constant speed w , are given by

. oipe a@ Ao Af (0, ATy e (2227)
e T N i I %
e e

e. = N fpmsztl_’m (dﬁm(ge' ) d-’tm(ge*ﬂ/z) Yo vee (2-28)

ds de
e e

or from equations (2-19) and @-20)

% ar,_(e.) _ du (e +Tr) v
eﬂ = pm 2“,1]‘( == mdge ) ssss s s s nsane (2 29)
e e
aL_(e - ®/2) aL_(e + T/2)
e = 1 ,wm o e ] o e ) ' EE R (2"'30)
b = e de EE

e e

Let the unsaturated permeance distribution Am(ce) be expressed by

Ag(9) =AL, +Amcos o, +Agac0s 28, +Am3cos 30 seesecacss (2-31)

thus Lm(Oe) =L +L.,cos@ +L,cos26 +1L ,cos 30 eeess (2-32)

m2 m3
using equations (2-27), (2-28) znd {2-31) we have,

. - ---2Nli‘pms2 (A sin O + 3A_ 33111 3 9 + SA 53111 50 ghecooee (2-33)
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e, = 2 f Szwm(Amlcos Qe—BAm3cos 30, + BAmscos 593—_.)..... (2-34)

pm
similarly,
e =-2i sw (bm®® % *+ 3L 35in 30, + 5L csin 568)n...... (2-35)
a m2m
e L. cos® =3L . cos 30_+ 5L _.COS 500N ce...o (2-36)
ey = 2 1Pm32wm( ml e m3 e m5 e’ '’s

Thus only odd harmonics are present in the e.m.f. waveform.

2.4.5 Static Toroue Charascteristics

With constant phase currents Ia and I.b i.sufficient to cause

saturation, the torgue equations (2-14) -and (2-15) mey be rewritten as

T = SLn (Bt m)2 dAm(ge) + (Fa-f m)2 dAm(oe+ﬁ)
2 P as_ P de_

- 7 v
pA a5 3 o e
e e
and,
o= SR [ (141 )2 l0.) L (1 3 )2 A (047)
2 e de_ i ds_

| T
+ (Ib+ipm)2 dLm(ZS /2) | (Ib—ipm)2 aL_(8.+ T/2) | eeeen (2-38)
e dOe

Using equations (2-31) end (2-32)

=]
I

S,n 42 fpm Fb(/\mlcos ee-3j\m3cos 30, + sj\mscos-soe )

-.lFa(_Amlsin @ % 3/1 m3sin Sge + SAmssin 56, -—)

2 v B . : ) . N .
$ (Fb i fpm ) (ZAm2 sin -2.0e - 4.Am4 sin 49e + GA'mG sin 699 =)



2. D . : :
..(Fa £ ) (2/ oo 3in 28, + 4Am4 sin 40_ + 6Am63m 6%“’&'“ (2-39)

and

=]
1

S,n 21pm Ib(L cos 8 -3L scos 36, + 5L .cos 58 P,

ml

3 5

I (L ,sin 6+ 3L 55in 36 + 5L g sin 50, _....._)

+

(Ib2+ipm2) (2Lm25in 20e - 4Lm4sin 40, + 6L_,sin 66 )

C .
(1&l +o ) (:2LmL2 sin 20 _ + 4L

4sin 40_ + 6L_,sin 60, ---)} RS 2 1

Thus in addition to the fundamental torcue there are

(i) 0dd harmonic torqucs, which are also proportional to the phase
currents.

(ii) Harmonic torques of order 2\2r-1), where r = 1,2,3 -—= etc,

which disappear when Ia = Ib'

(iii) Harmonic torques of order 4r, which are always present, even
when the machine is unenergised.

Thus the expression for detent torque,

=]
I

"y 2 . ;
set = “85mE (Am43m 40, + 2Am881n 80, ===)  eeu... (2-41)

or,

g ki e . ;
Tdet = -8b2nlpm (Lm451n 49e + 2Lm831n BQe P | R L S R 1

The stable rotor positions of neutral torque correspond to the
positions of maximum permeance for the flux paths of each pole.
If it is not =dmissable to take fpm as being constant, it is
found fron
anoc/\Dm

fpm= m e v e eSS Ee eSS eS s (2—43)

where,

2y A = Am(ge) +Am(9e+ﬂ) +/A (o - 7r/2)+/1m(ee+ BY2Y onve L2nitd)



or,

ZAm = 4 (Amo +Am4cos 49 +Am8cos 86, e} dsesbsunens | (245)

Thus permeance harmonics of order 4r directly contribute to
variations in the impedance presented to the permanent magnet circuit.
The extent of magnetisation or demagnetisation of the permanent

magnet due to the phase currents can be deduced.

2.4.6 Parameter leasure.ent

Most parameters for the approximate model can be obtained from
design data or measurement. The estimation of permeance harmonics
by the former method has been mentioned but this is complicated by
the fact that saturation of some areas of the teeth, particularly the
corners, will a.fect the value of the unsaturated permeance. If the
permeance harmonics are obtained by measurenent this effect will be
accounted for.

Estinmates for the odd harmonies can be made irom the open circuit
e.m.f. but special provision must be made to measure the even harmoniecs.
In the experimental machine search coils were fitted as follows:-

1) A search coil wound around a main stator pole in one section only.
2) A sezrch coil wound circumferentially between the two stator
sections.

The e.n.f. induced in search coil (1) contains both even and odd
harmonics, and if fnm can be assumed constant the permeance harmonics
are easily deduced. In the absence of phaselcurreutgtéariations in
fpm should be small, but we may wish to check this,

Variations in dpm' and therefore in fpm’ will be indicated by the
e.m.f. in search coil (2). These can if necessary be used to correct
the measurements obtained from search coil (1).

E.ll.f. waveforms for the experimental machine are shéwn in

Fig.2.8. and the harmonics measured are listed in Table 2.1, For this
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Fig.2.8 VE

Y1CAL SCaLE

HORIZOLTAL LCALE

(2) 40v/div.

(b)

0.1V/div.

(a) 0. ms/div. (b) 5Sms/div.

(c:) 10uV/div.

(¢) lus/div.
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PEASE WIL.DILG

STATCR

CIRCU..FERELTIAL

E.M.F. POLE
HARMONIC | (5% OF FUNDA .ENTAL)  SEARCH COIL E.M.F.'s
(%cF POLE SEARCH COIL)
FUNDANErTAL$

1 100 100 2.8

2 0 20 0.5

12 12 0.5

0 0 1.8

O W A~

4.5

4.5

0 4.0 0.2
7 0 0 0
8 0 0 0.6
9 to 15 0 0 0
16 0 0 0.15
TABLE2.1. ZE.M.F. HARMONICS

3

BOTH SEARCH CCILS HAVE THE SAME IUMBER OF TURLS.




machine the corr:.ctions due to variations in fpm did not significantly
affect the estimation of the permeance harmonics.
The presence of harmonics which are not of order 4r, in search

coil (2) is believed to be due to a slightly non-uniform air-gap.

2.5 MNODEL SELECTICK

2.5.1 lodel Accuracy

It is difficult to state in general the accuracy that can be
obtained using the models mentioned so far since this depends upon the
type and size of a particular machine.

In the absence of a large amount of experimentel results on a
wide range of achines, it is suggested that a sinple model be adopted
at first. A more complex model can be used as required. If the
complexity of the models of Fig.2.2 and Fig.2.5 are inadequate, a
distribﬁted parameter model may be used 2.d the principle of duality
will still apply.

A prime requirement of the model is the accurate prediction of
the static torque characteristic, which must be satisfied before
consideration can be given to dynamic behaviour. The following example
is given to show what can be achieved using the very simple steady
state nodel shown in Fig.2.9.

For a motor of the type considered here, the following parameters

were obtained from design data and messurement:-

N = 0200 /AT N, =0.09 |- Wo/AT
A
Fomoc= 6534 AT Fn = 0.638 mid
Nao = 2-2 pib/AT N =100
N = 0.9 pin/ar N )

Rated continuous current = 0.6A.
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Fig.2.9. GSinple Steady State ilodel.



/\1 and higher harmonic terms ofj\m are neglected.

The results, shown in Fig.2.10. give a good approximation to
the experimental static torque curves. The comparison has been
continued beyond the useful operating range of the machine (up to 2%
times full load current), vhere an increase in current produces a
redaction in torgue. At these current levels the predicted and
measured values diverge rapidly.

The reduction in net torque at higher currents is due to,

(i) Saturation of the poles where winding m.m.f. a2ids the m.m.f. due
to the permanent magnet.

(ii) A reduction of flux in the poles where the winding m.m.f.
opposes that due to the permanent magnet.

These effects combine to reduce the net flux linkages in the

machine.

2.5.2 Conmparison with Rotating Field Model

The resulting flux in the gep is modelled in terms of the actual
flux flowing in each pole. The usefulness of such a direct approach
may at first be doubted when compared to the well established theory
of the conventional synchronous machine, to which the stepping motor
is related. The approach is however, completely in accordance with
the theory of pulsating field machineslz.

For a magnetically lineer machine with a sinusoidally
distributed winding operating from a sinusoidal supply, which zives
rise to a2 sinusoidal m.m.f. distribution, a rotating vector of flux
is a convenient concept. Such ideal conditions are seldom :=pplicable
to the stepping motor.

To draw a comparison with rotating field models, saturation must
be neglected and a sinusoidally distributed permeance assumed., The
aés#mption that fﬁm remains constant is implied since the magneticload

impedance presented to the permanent magnet is now constant. -
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Equations (2-35), (2-36) and (2-40)now give open circuit e.m.f.'s

and torque as

eaoC = -21mem1b2uI)n 5111 ge I NN NN TN EEE R ] (2_46)
eboo = 21mem]_b2ui'1 cos Oe Tes s e s s rses s EB RS (2“47)

=
I

21panm132(lb cos ge- 1& sSin ge) LR B B (2-48)

General expressions for the e.m.f. are obtained from equations

(2-19) and (2-20) as

di : : S :
. =1‘s[2Lm0 di - 21memlS2wm sin u] Sasvussussine . Lowl9)

e =‘h L di-b +2i LmlSZUJm Sin g]cnconnlloaouvcl (2"50)
b S EIOE m

Each e.n.f. was derived from two components shown in Fig.2.6b.
Considering phase 'a' to be supplied by a voltaze source v connected
to ideal transformers as in Fig.2.11(a). Equivalent sub-circuits
presented to each transformer are shown connected in series in Fig.
2.11(b).

It cen be seen from equations (2-14), (2-46) and (2-49) that
the circuit of Fig.2.11(c) can replace the series connection of the
component volfa;es e, and e ,. The combined circuit in Figs.2.11(b)
and (c) may be compared to the circuit shown in Fig.2.11(d) With the

iron loss component neglected this idealised model can be compared

4,5,10,11,21

with that used by other authors and which can be

transformed to d-q axis variables, as for & cylindriczl rotor
gk
synchronous machine .,
Al though perneance harmonics can be included in a rotating field
model these sre not easily combined with methods accounting for the

40

harmonics due to saturation ' .



% i.rl'm’.
X i
Vg __Q { .
L;\Ql Lmﬁ)
= < me
| m
LG,
T‘ lmal i.max
(a) Approximate electrical equivalent circuit using ideal
transformers (one phase).
. R '1;1 :
ll -2” 2 2 L-..a ‘.
a
)
vz R, 1931 A ]
Vi Ez! L;f €1+ €, ] €Cace
‘ssas
i
4% Rm Ieaz [
(b) Approximate equivalent circuit (¢) E.m.f. representzation.
presented to phase winding.
'l Rm _ L—l 2 Lmo
a oy a2 VYN i iy
A
€aoc
Vi. 2Rm el (>r

(d) Equivalent circuit derived by combining (b) and (c).

Fig.2.11

Comparison with rotating field model.
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2.6 CONCLUSIONS

The electrical and magnetic equivalent circuit models that have been
derived show how to take into account iron lusses, permeance harmonics,
saturation and the inleractions between winding end permesnent magnet which
occur within the machine.

The forming of a magnetic équivalent circuit in addition to, or instezd
of an electricsl equivalent ecircuit, is a very powerful toocl in the
modelling of electromagnetic systens. Recent workzo in this arez has ained
to relate this approach to generalised machine theory. Its application to
the stenping motor has provided a more realistic model and indicates thst
the approach can be of adventage for pulsating field machines.

Although this modeiling technique is applicable to other types of
electrical machine it is not usually zdopted or required. From an esrly
stage the Ingineer learns to associate a particular electrical circuit with
a certzin tyve of nachine and the equivelence tends to be 'taken for granted!
without formal derivation.

The models presenied here are for a popular type of stepping motfor but
the diversity of other possible eleciromagnetic configurations requires
familiaritﬁ with & modelling technicue, rsther then with a particular model.
For = given arrangement of iron end copper it seems fer easier 1o rezlise
the magnetic equivalent circuit then the electrical eguivelent circuit,
thoush many engin:e:s may prefer to dezl with the latter wnich zay be
interpreted through duslity.

It is anticipzted that the model can be appiied to the nrediction of
the single and multi-step responses, pull in and pull out performance and
other possible relztionships if the driving circuit azd load ere known.

A1l these important opersting characteristics can be predicted if the
motor torque is known with suffieient accuracy.

¥hereas a very simple model is inaccuraie in the presence of severe
saturation, the accurascy is acceptable where moderate saturaiion is present.
For the machine tested, which is typical of its type, the range was up to

two and a half times full load current and is a substantial irprovesent over
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models that ascume the torgue to be approximztely proportional to current.

Fodel simplif cation thus reduces what would otherwise be en
extremely complex problem int. a more easily mansged form. The simplified
linear und non-linear model thet has been derived is used for the

optimisation procedures in the following section.



3. INPUT OPTI:ISATION USING A LIVEAR lNODE

3.1 Introduction

To obtain accurate results a digital computer would be used to
investigate one of the non-linear models presented in Section 2,

If an analytical solution is required then s linear model, such as
that derived in Section 2.5.2, must be adopted.

Although magnetic saturation and narmoniecs have been neglocied
in its derivation su.h a model cun be very useful in gaining an initial
understanding of the machine and is used for the folloving optimisation
studies.

Conditions are restricted to constant speed operation. The
phase angle, degree of forcing and (for pulsed supolies) pulse width
are to be optimised to give maximum torque with the constraint of
limited machine losses.

The equations derived using this performance index also give the
optimum conditions, at a given speed, for all pessible values of
acceleration, including coxnstant speed operation. This is because
either the torque or the losses may be fixed, so the same equations
can also define the conditions for minimum losses subject to 2 given
torque.

General expressions are derived which enable the conditions for
which either the copper loss or the iron loss is a minimum, of
particular interest is the cordition for which the total of these
losses is a2 minimum.

If 2 drive circuit has an effective series resistance this may
te included in the term Rw denoting winding resistance. The pro-
portion of the copper losses to be minimised will theﬂ depend upon
the relative importance of the heat lost in the drive circuit and that

losﬁ in the machine.

All these conditions may be obtained by suitable values of the



T

variable Kin the performance index.

For sinusoidal supplies the optimisation is carried out in terms
of the luad engle, then in terms of voltage and current phase angles.

Similar procedures are then carried out using pulsed supplies.

3.2 Operation from oSinusoidal sunplies

%e2+.1 Circuit Egustions

Using a two-port representation for the circuit in Fig.2.11(d)

the admittance nmatrix is given by,

=
1+ SLmo | v
[3’(3)] = 1 = :
2sL + (R +sL 1+sL m R +sL
mo w L mo _(1 W L)
R 2R
m 1 B | aee (351}
let, Zlé By= 2juL_ + (RW+JNLL)(1+JﬂLmO)
R
m
zZéFf 2 (R + 3uL_)
- s s Wl L creth i 3=2)
thus, ’-I(:jw) (Z -1 V()

-
Im( jw) Zlépl

2
2}{mé@2 -2
1 5?._—4@3 E(j#) | eeo. (3-3)

also, let, . A ' .
%‘=Ecosee ande:Vmccsge
A
where E=Cw
cee (3-8
U 232 I'ml j'pm
A
and. v =V cos (6_+Y)

congidering the e.m.f. as the reference phase,



16, E(iw) = E/0 1 (3w =1 /5
! 3 eees (3-5)
v(3w) = v/ 1(Gw) =1/x

The torque developed can ve obtzined from

wT = %_ﬁ (E(jco). I:(jw)) a6

where m is the number of phases end % denotes conjugate.

A

thus T= mC Im c035 seni UNTS

2

or in terms of V andY,

RGN
T = 22, (V cos (@1—7) - sz2 cos (pl'-PB)) sees (3-8)
2R
m

~ A
Subject to the single constraint, v g V max suives L. 3=9)

the conditions for maximum torque would be,

A

A
V, = Vmex eess (3-10)

and Yo’ the optimum values for Y, would be

Yor = 8 and Y =8 -7 s S=11)

for 'forward' and 'reverse' torques. These would lie within the
range 0 to ®/2 and -7 to =T/2 respectively and would be functions

of speed.

50 would be constent, having values of O and Tl respectively.

If losses are considered, the optimisaztion is not as gimple and

in genersl 60 is not constant.



3.2.2 Optimisation in terms of Im and §

The copper and iron losses are given by,

m A e
P ety 51 SR Sie et (303:2)
and
a 2
PFe = I =
Rm s (3"13)

e im. ﬁm cos (€~ 5) sese (3=14)

22 22 ¥
I Im + (E%;) + Rm

Y s [%15)

R

A2 2 A ge
VS = (tw)” + (21memo) - 4I Cw L cos (&=~

m

sin (%"E +§8) cess (3-16)

Cw

97 gin ( %- §)
Va

~

IRy Tt cos &) R,

(f 2 .
- +(§§_) R
m m

esse (3=17)

hence,

rd
1
nlg

cu

2 qa 2 e ' 2 =1
, (C“) + (LI:wLmo) "4Imuw LL"].O ulnb e (3_18)

and, =
P = 2 2

Fe
m

The inout power is given by,

P, = wl+ ot T * s eew (3200
e 8w 0 (3-20)

Now let, . s
F(Im' ) = T4 7\1Pcu L O T

where 7\1 and Re are Legrangien nultipliers,

The losses are expressed in the form,



i

Fig.3.1 Vector Diagram



P i NP caa(3=71)
where,
A= %_g_ cees (3-22)
1

T, P, &nd Py in equation (3-20) are given by equations (3-7), (3-17)

and (3-18), the solution being obtained by putting,

dr BRI
bfm =0 and SE =0 sose (3-23)

Note that the form chosen for equation (3-20) is not the only

possibility, since minimising F = T +APL gives ithe same conditions

as minimising, F = wT + RPL,

or, F = Pin +1(PL -k) and so on.
A A
For these conditions, Im - Imo and d = 50
giving, 5
f " 29 L C (Rw +‘,\2&m)
mo Ran o % )2 )2 5 1
(23m R+ (2»Lmo (nw+ 2Rm) seee (3=28)
thus for minipum Pcu’ >
&y 2w L c
(7\: 0) Imos:l.n 80 = mo

(Z‘Rm)2 + (2«Lm)2 e (3-55)

for minimum P_ , =
Fe A s c : ; )
I sin = saleie] L 3=2h
(A"“ o ) mo o 2 Lmo

1.0: Vﬁ is in phase with im

and for minimum (Pcu +_PFe)’

. 2 5
(A=1) i:‘ e o 2w Lmo'“(Rw"'sz)
mo o

2 2 :
(2r)“R #(20L ) (R +28 ) Ceeee (3-27)
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3.2.3 Optimisation in terms of V and 5 f

The input power is given by,

S2D (W) T (W) ever (3-28)

I(jw) is given by equation (3-3)

Vz
co3 - - co Y R
( 22 e (659,) - o one +8)) e (5-20)

i

thus,
m
Pin =3

o]

1

from equations (3-8), (3-19) and (3-29),

the total losses are given by,
2 A

B )+(CW) 23003 (pj_ﬁl) — 2‘(0“00351003'\")

a2
2:;: (V zgcos(ﬁl- 5
1 2Rm

Pcu+PFe =
e = (3"30)

from equations (3-3) and (3-5),

ii o g ) vvs. L531)

2P

I(jw) = =~ (

hence using equation (3-12),
'y A
P we (V22)2 + (Cw)2 b (Y+8 ) W
e S eNE g s
casn | Sn32)

m Zl

and from equaiions (3-30) and (3-32),

a2
P, = —o— L 2 (cos(g,-p )—z?_Rw + (Cr:u) cos(ﬂg B.,) -Rw
Fe 2z e Pl o
1\ ER 2R 2z 2R z
m m 1 m 1

+ {f Cﬂ‘i( 2qw cos (Y+pz) - 2cos plcoﬂ')) eese (3=33)

lm

noew let,
F(V,Y) =7 +)‘1Pcu + AoPp, coes (3-34)

are given by equations (3-8), (3-32) and (3-33)

where T, Pcu and PFe 8

and & procedure similer to thot used for equation (3-20) is carried out.



This gives,
-R cmzznw(l-z) sin (ﬂ1+ﬂ2)+Rm31Asin(2§l))
22{Z2dw(l-)-) + RleZ.CDS (51—52)

Gosin (Ng~ﬁl) =

eeee (3-35)
thus, for minimun P _ ,
cu
(A= o) Gosin(Y;—pl) o oy O gy (pl+pa) soss (3=36)
2
for minimum P_, ,
Fe
§ Koo
Gosin (Y_-8,) = -R Cw(R z,sin(2p,) -R z, sin(ﬁl+p2))
ZZ(Rle cos (pl-BQ)—szz) ssne (3~37)

and for minimum (Pc;+PFe)’
(A= 1) »
-R_ Cwsin (28,)

{;' sin (Yo—ﬂ ) ==
9 * z, cos (pl—pzj_ sees (3=38)

3.2.4 Optimisstion in teras of I and &

From equation (3-3), using hybrid paranmeters,

v(w) | 2R ’-zl Lpl 1 I(jw)

" 2, P, -1
I () e 1 Zﬁ; E(jw) eeee (3-39)
b p = J N -

from equations (3-5), (3-6) and (3-39),

2

(23T cos (4=p,) - Cw cos 8,) iy (340)

from equacions (3-28) and (3-39),

R 3. e
Pin = mzm (131 coB (pl..pz) + CW cos (¢+p£)) ceee (3-41)

o

Pcu is given by (3-12)



51,

using (3-12), (3-19), (3-40) and (3-41)

J
]
(o] =

22 128 2 e : P el Ay
Fe I ( m 1l cos (pl-pz)-hw)+CuRm (Cw~4I sinX sin §2)>

) e
2 csse ik S=#2)

Yotting F(I, o) = T4 A, P+ AP cees (3-43)

2 Fe

I
and solving for I0 and aCO gives,

I, sin (ﬂfo = 52) = Rma)tsin(zﬂg)r
szz(l-h )+23mzl?\ cos(pl-pz) veie £3-44)

thus for minimum Pcu'

(A‘——- 0)
‘EF = p2 and %R = 52 —TE _ sewe (3"45)

this would also be the condition for maximum torgue, subject to the

constraint,

A A
I < Inmsx esse (3=46)
whereupon Io would be,
A A
IO = Imax ssce (3-47)
for minimum PFe’
T eatad)
A
Ioaintatc—pz) = R, CWsin (2p2)
2:tmzl cos (_pl—p2)-;{wzz b (B

and for minimum (P__ + P. ),
cu Fe
(A =1)
Iosin(a(.o-Pz) = Cw sin (Epg)
221 cos I:pl—Pz) sese (3-49)




Otherwise, subject to the single constraint,

EéImax . ese e (3-50)

the conditions for meximum torcque would be,

£° = I‘m{‘x LR (3-51)

on = Pal o oL = B, =T venn (3-52)

corresponding to the condition

6 = ‘So eass (3-53)

which has values of 0 and TU respectively.

3.3 OPERATION F¥ROM PULSED SUPPLIES

3.3.1 System Zauations

The state equation for the system shown in Fig.3.2 is

v 0 0 0 0 0 0 v
T 0 0 0 0 0 0 -
E 0 0 0 1 0 0 x,
5 0 - 0 0 0 =
2 2
. 1 wl ) 1
: % 0 — 0 0 e~ e i
i S To
f —C 1 = |
i 0 0 0 —_ == i
S B mo s Tg "
ceee (3-54)
where, T. = LL
1 ®
w
1} = Eé_
2R eoes (3=55)

-
Bbd
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Let the overall transition matrix4l

1 0
flo=1° " *
0 0
0 h(

Re(t), the e.m.f,

-

R (t)

R

t) h

cos wt

—~Wsin

be partitioned as follows,

0 0
0 0
o(t) 0
otf) ALt} eees (3-56)

'input' transition matrix is given by,

sin wt
W

cos Wt

wt LN (3_57)

hv(t) and he(t} are control transition matrices, associated with

input voltage and e.m.f. respectively.

These are given by,

i { ]
1 1 ( 1 ) o, t ( &, t
+ Trp — 1 - (1+ 1 2
0,9, ;-0 o, T3 = ——-0,2 _%)e }
il
hv(t)= LL cit abt
1 1 = 1 (E 102§ )
Ts ) %% 9% o) o, |
LN R ] (3"‘58)
ot 1o s T o
and, b (t)= __Cow s | 1/, 2
2Lmo(ci-&5) w2+012 di(ai+l/1i+l/ib) di+lﬁr1+lﬁré
0.t v 1/7
+ e 2 2/Té & _
i 2 1
w0, o, (0,+1/7,+1/7,) G .17
O/ WA c. 1/
'sin(wt+91) ik 2 sin(wt+92} Q/Té ?é
w(w+ o € 0 a'1+1/ [H/7, w(w2+o'22) 0 o‘2+1/ 1141/,



+ cos&nt+91) 0 0]~ coa&ﬂt~9?) 0 0

uﬁ+oi2 oi+1/T1+L6§ 0 {u2+aé2 62+1/Ti+aﬁz 0
ssvnevss il 3u59)
o, t 1/ Iy oyt
(0,6 T5)e + (0,5 03) brgpleiieay )
i f
¢c(t) i ci-cé
d e 0% ot
1/7' (o = =it ) (0’1+1/T1+1/T2)e 1—(o’2+1'é]"+l/g)e

o sevs il In00)

o and Gé in the above equations are the eigenvalues given by the

golution of the charscteristic equation.

6 4 (14'1+1/T2 +1/T3) o & %iﬁ = 0

saeest L 3e51)

elso, 6, = tan

e

and 0. w tan - ¥
%

3.3.2 Operation from Puls=d Voltsge Supplies

If t T to < w & LR (3"62)

where Ow is the width of the pulse for a 3-level pulse sequence,

such that
Gw£;9 <:; 4\/+ __
r=20
8 &y L. Y22
=y & 2<Qe<Y 2+7T eooss (3-63)
and - r=-v
..‘Y9-:+Tt <'Y+g"+ﬂ'

t
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(orCL)
| | (
to tst, T

Fig.3.3 Three Level Input Sequence



as shown in Fig.3.5 let, to = 2
w
ow
1’1“ w
t _7T"" QW Sseesn (3'—64)
207 A
T e tl + t2

The state vector, when h:-1f of the switching cycle after t = to

is completed, is given by,
x (t.+1) = ﬁ' (t,) B, §(t1) B, 2(t)  cees. (3-65)

where the switching matrices, B, and B, 'sre given by

1 2
r 1 0 0 0
1 0 0 0
B, =
1
0 0 I2 0
O O O 12 LI (3"56)
i il 0 0 0
0 0 0 0
32 =
0 o 0400 sesavi LInET)
i 0 0 0 12-
where 12 ig .82 2 unit natrix
similarly, mY = } m
E (t°+2l) -f(tz) B2§ (tl) B3 E(to+¢) ees e (3"68)
where, = =
1 (0] 0 0
-1 0 0 0
B. =
3 0 0 12 0
L_ 0 0 (0] I2 Tes e (3"'69)

- 1



but, E(to+T)

letting,

- x(t)

seeee (3=70)

B () B, f(x)) 8, =x(n)

using equations (3-55), (3-64) end (3-65)

1

H(T) ={o0

o

0
0
0

0
0

Ra(t,)Ba(t;)

Aolepdtr(0n) meCep)elty o (4 dmelt)) A (108 (1))

seses {5=T11)

0
0
0

eeees (3-72)

The state vector can be calculated for any time t if its value at

t = to is known.

From equations (3-65), (3-70) and (3-71)

-z (t,) =H(1) x(t,)

Using the properties of the transit

H(7) =

o

0
0
0

0
0

Re(T)

0
0
0

sesss (3=13)

Lon matrix, equation (3-72) becomes,

cecee (3-74)

b (1)-h (t,) he(T) fc(T)J

Only the elements i and im are of interest here, and it is convenient

to use ‘supecrpesition to obtain these beczuse the components of i and

im due to the e.m.f. heve already been obtained in equation (3-3).

i.e. i(t) o cos (wt—pl)
ol 7 il e
n i s =3
2 ; e 2Rm e (mt+ﬁs ﬁl es e e (3—75)
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The components of i and :'Lm due to the input r are for
0 <t - todﬁitl,

i(t) [hvit-to) dc(t-to)] . v ;

i (t) - i(t,)
: im(tOHr' cees (3-76)
and for, tl< t—to <t2,
- -

0] [ Al ] fue

jiu(t) r _f‘m(tl)_jr eeee (3-77)

but, i(to) and im(to) ere yet to be determined.

From equations (3=73) =zna (3-74)

= I
v
e ] [rmagy  m ] s
i(t) -im(toh .o (3-78)
i(t.)
o s "(ﬁc(T)+12)_l(hv(T)_hv(t2)) v seee (3—79)
im(to)

By combining the components given by equations (3-75, and (3-79)

i(t,) ' .
2 -{p’c(T)+I.?)-1(hv(T)-hv(t2))V-g—l“ cos(-Y -2£ -8, )
1,(%) %3 cos(-Y-gu +8,-p;)
2R 2
o
..... (3-80)
h s A Ty TR W (3-81)



using equations (3-75), (3-76) and (3-81)

t +t
0

mVw : .
e T h, (t-t) t=t ) 4, (=t )] |3
in I [ ,: vll( “ dcn( o) e, 4 1§_t?t)) it
to m o Y
-.'Y.g.&{
2
c
" a cas (0,-p, ) .40, cees (3-82)
~y 0y
2

where i(‘co) and im(to) are given by equation (3-79)

P = 5‘;—‘;—‘-‘-’@ £(ew) - ﬁ—;’ cos( ¥ +B,) sin (%)) eeses (3-83)
where,
t +t1 3 =
f(ow) = [th(t—to) sécll( t-t ) dclz( t—to)] ) de
t :( 95'0 ( T)+12) (I'\,(T)-l‘v(fl)z

evans ([ 3:88)

The mean torque is given by,
=m0 Cwz
T = 2Zl (Vl COS(Y"@l) - 2R§ cos (PS"‘pl) ) tes e (3"‘85)
m

(ec.f. equation (3-8)).

A
Vl, the fundamental component of ¥ is given by,

o A
v, = 5*-71—_- sin (-g) ceone (3<86)



P =M / 3.-2. de sesse (3-’87)
cu T e

- Y-gu
2

end using equations (3-75), (3-76), (3-79) and (3-86)

R RE
Bl s %%? (fz(ew)v2 +1§ (Efb + i%f £, (0w) }  eveve (3-88)
where, . t0+tl
fl(Gw) = j g(t). cos (wt-pl). dtae | alEasrs (3-89)
to
t o+t
f2(9w) - ‘I‘ (g(t))z at ceees (3-90)
tO
g(t)=[hvu(t—to) p’cll(t—to) #012( E-toﬂ 1

(4o(1)+1,) " (0 (2)-n (¢,))
eoses (3-91)

and using ewuations (3-19), (3-83), (3-85), (3-86) znd (3-88)
Py = {g (v (wf(ow)-2yf,(0w)) - 4—‘";5"31]1(9—;-) cos B, cosY)
cw [ Cyz Cw ¥
o (-‘:Lqi cos(Py-py) - B (3T-+ 3 fl(g‘“')a} core (3-92)
“m

le‘ttlng ! F(‘I’Y ’Qw) =T +Al Pcu +k2 Pi.e csne (3_93)



and solving for Vo,"fo and 6w  cives,

sin( 'Yo-pl) {2‘{0((1-7\) Rw2, T, (0w ) +lwzlf(9w0))+ (1-A)C wa:"l(Owo)}

i T
= -2 C\ sin (gwo) sin (2p,) v 3294)
2
and,
Ow 5 T 1 f o £ - 2
fai € 20) i (1-7\)13“,{2 .’Ozl;2(9uo)+0¢n;1(9wo)} +?\2ulw Vof(Owo)

2(1-A)R,, {Vozlf;(gwo)-l-mf;_(Qwo)}+ Azzlwvof' (ow,)
voose {3=95)

1 1 ]
where f (6w), fl(Ow) and fz(Ow) ere the derivatives of £(6w),

fl(Ow) end fe(ew) with respect to Ow.

thus ior minimum Pc >

i" 4
-Cw fl(g‘:i'o)

(A =0) V =
[¢] 221 f2(0W0) RN (3“'96)
and,
tm(ﬁ) y 2Vozlf2(9wo) + wal(gwoj
2 W 2?02115(9%30} +£:wli(9:.'o) se e (3"97)

for minimum P_ ,
Fe
(A= eo)

sin(\lo-pl) {2v0(wz1f(9w°J - Rz, f,(0w ) - CmP\ufl((;wO)}

ew
- 0 ’ i
= 2 Cwsin (_E_) sin (2pl) seces (3-98)
and, . :
ow, 2V z.wf(sy) - Rw {2vz £ (6w ) + Cwe, (ow )}
tan(—")=

e i L] 2 ~| & =
2v zwf (0w )-23w { vz f,(6w ) + Cwf (0w )}  ..... (3-99)

end for @inimum Pcu+PFe’ Qwo
-Csin(T) sin (2@1)

2,1 uswo) aseews K3=100)

(A=1) ’-J’osin('Ye—ﬁl )=



2nd, ow_ £(ow_)
tan(-??-) = -
f (Gwo)

3+3.3 Operation from Pulsed Current Suvplies

If the current is switched in a 3-level
shovn in Fig.3.3, with magnitudes of I, 0 and

similar to that of equation (3-63), the state

system becomes,

s i1 # "]
I 0 0 0 0 0

i 0 0 0 0 0

L]

xl 0 (4] 0 1 0

4| |o 0 " 0 0

e 1/1 -Ctw -1

i 0 3 = 0 /T
o O § mo 3

sassn L5101

sequence of the form
-l defined in a manner

equation for the

m | caies (3~102)

Again, let the overall trensition matrix be partitioned,

[ i 0 0 0
ﬂ'(t) . 0 1 0 0
0 0 Ry (t) 0

{ o el (4] 4, ()

Re(+) is given by equation (3-57),

hI(t)=1'e TS

b

T3
h'(t)z =C¥ =5 7 +coswt +wsinwt
T a wsG@I) B T

mo

T

anaiwe ( 3=105)

e $3=308)

_tﬂr3
.. ginwt
€ -cosWwi+ r ,3_3

esess (3=105)



-t/
end, #;(t) el 2 veses (3-106)

The componcnt of im’ due to the input i is,

for 0<t—to <tl,

i (t) = h(t=t ) I+ d (4=t ) i ()  eu.. (3-107)

and for tl <t-to<t2,

I

im(t) gf;(t—to) im(tl) ssens £3-108)

Also, by comparison with the previous sectiion, (equations (3—62) to

(3-79))

i(to) i (;!;(T) +l)"l(hI(T) - hI(‘t':z)) I sovee (3+109)

M
wan 1 - e I
Ut) = g

1+ € s (3-130)

Tie component of :‘Lm due to the e.m.f. is obtained from

equetion (3-39),

1+0,

im(t) - -;w cos (wt-p2)
2 L L B (3-111)
The mean torque cz2n be obtained by comparison with equation
(3-40),
i.e. m C

———

w A '
P = 222 (2Em Il cos (d-Pz) - Cw cos Pz) deses (3<112)

A
where Il’ the fundamental component of i is given by,

A
I, = % sin (%) evoes (3-113)



nOW, WE + P =M v i sees (3—114)

Zle e L (3—115)

where im is the sum of the components given by equations (3-107)

and (3—108), giving

T W -G
wl, wT
v o 3 3
Wl +Pp = 2mi,1 (wn('j(ew?) + € )( -€ )+ 2Cw cos(°(+p2)sin(%£J)
is P
2 s
1+ 87(?

csses (3=116)

21%2p 2(6w) = 160w sz ain(2X) onk4[SH 4 i
fge® 2 T 2 . W)
L 1Tz2 2

i =k Su_ X =0y
wl wt. wT
g(ow) d e ] SO S S g wT}
..I‘_
e“’ veenik 3-118)
Pcu is given by, 5
P =0 IR %% eees (3-119)

end froi. equations (3-19), (3-116), (3-118) and (3-119)

P 71' 2Ry (12 (0w)+im cos (a(+p2;s1n(—-)) + I R, Ow}
2

saons (1 3=120)



letting F(I,®¢, ow) =T + AP + APp, L

and solving gives,

ew
-2 A CwR, sin (—59‘) sin (2B2)

I, sin (&-B)) = a, (Lw 6W_+2 AR, & (v ) sevani(5-122)
and,
tan (g_wa) i Ry +A2 Ry, & (0v,)
= ]
g Ry +A2 Rmg (0w ) siave (3222%)
where,

g'(gw) _dg (ow)

dow . siven A 3=124)

thus, for minimum Pcu (A: 0) the conditions for«= oéo are as given

by equation (3—-45)

while, o
tan (—=) = ow

2 o seses (3-125)

%.0. Ow_# 2.33 redians (133°) icere L 3:806)

for minimum
r PFe’

ow
(A->e0) Iosin(%o-ﬂz) B .-sin(-—22-) sin (2@2)
2, & (0w ) cons {(3-127)
and,
t:n (g&) - g(ng)
- g'(owo) ' e £ 32128)
: o ow
B e Lt L e e thens (3-120)

w-—=>0

~a



1.0, L
,[i o =0 = ieese A1 30)

w-=>0
and o
[im tan ('—2-) ¥ O sansniit =] 31)
w-> 00

which is also the condition for minimum Pcu’ and for minimum

(Pcu+ Prs)s

Y
(A=1)  I_sin(d -p,)= 2 Fm Wsin(") sin (2p,)

zg(ﬁw 0w, + 2 Em g (Owo) veone {3=132)
and,
o _ RwOw + 2 R, g (Qwo)
ton (—7) = R, + 2 Bm g (0w ) ceees (3-133)

The value of 133° for Ow, given by equations (3-126) and (3-131)

satisfies the conditions which maximise the fundamental component of
the pulsed waveform for 2 given r.m.s. value. Alternatively it is that
value of ©w which minimises the m=an square error between the waveform

and a sinusoid.

3.4 DISC'SSICN

Zquations have been derived in this Section on the assumption
that there exists an unlimited range of input level and phase angle
combinations which will give the regni;ed tarque. If the optimum
input is calculated to be greater than that which is available, the
maximum available input must be regarded as the new optimum and this
velue should be used in re-calculating the new optimum phese angle.

Similarly, if the pulse width Ow of a switched supply is fixed

then this value must be resarded as the optimum and used in calculating



the optimum input level and phase angle.

The procedures have been restricted to constant speed operation.
The assumption that the iron loss can be represented as i{issipated in
the component R, is en approximation even at constent speed eand is
unlikely to be valid over a wide speed range. Re-calculation of the
optimum operating conditions is therefore necessary at different

speeds using different values of Rg.

3.5 CONCLUSIONS

Conditions have been derived for cptimum operation of a
stepping motcr on the basis of a linear model. The optimum conditions
give the required torque with constraints on machine losses and input
level.

Operation from sinusoidal and pulsed sources with variable or

fixed pulsé width has been considered.

The procedures are applicable to other types of synchronous
machine which can be renresented by the model.

The simple case of a single constreint on input level is
relevant to many stevping motor applications where the strategy used
is meximum torque for slewing purposes subject to the current rating
of the machine not being e xceeded..

Constraints on the los:zes is thousht to be relevant when the
periormence demanded would otherwise result in excessive temperatures
within the machine. This problem is likely %o be more severe with
lar-e machines and a temperature adaptive controlier may provide the
solution.

For a machine with such a wide range of operating conditions as

the stepping motor constreints on the heet losses within the machine



should be a more realistic coisgideration than that of the winding

current.

If it is necessary to take account of saturation and harmonics
a non-linear model hes ito be used and this procedure is dealt with

in the lollowing Section.



4. INPUT OPTIMISATION USING A NON-LII'EAR MCDEL

4.1 Introduction

When the machine is operating out of saturation the linear model
and the results of the previous section are applicable, assuming that
the effects due to permeance harmonics are negligible. This
assumption is not justified if the machine is operating in saturation.

The torque given by the linear model is limited only by the
available level of foreing, or the power dissipated as losses.

With a non-linear model there is a limitation on the torque, due to
saturation, and this effect must be considered if the machine is
required to operate in this region.

Let us pose the question;- 'In order to obtain a certain increase
in torque, at what point are the additional losses to be regarded as
excessive?!

Merely lim_ting the losses by a performance index of the form
used in 3Section 3 is not the complete answer. The question is partly
resolved due to what at first would perhaps be an uuexpected effect,
but one which is accounted for in the model and has been demonstrated
from the test results presented in Section 2.5.1. :

If the rotor is locked in a suitable position and the current in
one phase is slowly increased from zero the torgue will also increase,
approximately in proportion to the current. As would be expected,
as saturetion occurs and cha.ges in flux lirkages become restricted,
the increase in torque becomes smaller. After a certain point
however, a further increase in ;urrent results in & reduction in torgue.
This is due to the fact that only helf of the poles of the phase
winding are saturated and the change in flux linkeges in the other
poles, which normally contribute a smaller opposing torque, cause a
reduction in the net torque for that phase.

Thus, there is-a value of current which produces a maximun value
of torque for each rotor position. Even if machine lusses are not



excessive, or if the required torque is not developed at this value
of current, there would appear to be no justification in allowing
further saturation to take place.

In the following analysis therefore the losses sre not

constrained, but saturation and permeance harmonics are accounted for,

4.2 EFFECTS OF SATURATION AND PERMEANCE HARMONICS

4,2.1 Toraue-=Current Characteristic

Expressions for torque in the absence of saturation were derived
in Section 2.4.2 and these allowed the inclusion of permeance harmonics.
The modification to these expressions, required to account for
saturation, was mentioned in Section 2.4.3 and some conclusions were
drawn in Section 2.4.5 rerarding the torques developed duc to the
permeance harmonics in unsaturated conditions.

Let us further consider the torgue in the presence of saturation
and permeance harmonics,

If the current im of one phase is insuificient to cause

saturation
4‘) : A .
i 4+ i and i =4
l.€o > m pm m pml < —_L)'
meeej Lm Oe+fr

the torque due to that phase is,

. W, 2 ’ x 2
T - °2.{ (lm+lpm) E%gfge) + (1 ipm) dLm(Qe+Tr>} siegaass L4=l)
2 dge doe

but, if im is sufficient to cause saturation,

A
i+i
47 <L_(E(+Lﬂ‘f
m e

s S

and Ii =
m pm

)
LII1 ge <

the torque becomes

=



_5_2 {( "Z ) y dLm(ge) + (im-ipm)2 dLm(ge+7r) s e.m (4-2)

dOe

For a given value of Ge, such that ﬁLm(Qe) is positive, there are
de

e
two possible conditions for the maximum torque to occur:-

either (i) q) e 24 and i_ just causes saturation to occur.
m e

i.e. When i = w - i s et sasnsncas (4_3)

n Tie) pn
Lm ge

with A A
- =f.2_ ( @ )2 dr_(e,) +( v 211%2 aL (0 +7)( . (4 4)
2 L::(G-e) de,_ Lm(Qe) s,
)
s o i g 2y
or, (ii) T L2, and i im
m &
then A
T __3_2_ ¢ 2 dLm(ge) Se s sERs s VBRI SN (4-5)
2 Lmieei de,_
- A
Similerly for ¢ < lim-i ks 'im+i m|< ¢
Lm\€e+1r 5 P b me 995

& dée

T = i{(im*iﬂm)z dLm(ge) +( {;J 2 dLm(ge+1r)} Hoins L456)
= - L (0 +7) e,

with pos=ible conditions of maximum (negative) torque occuring when

either (i) ‘. . >
>2im a::dim=i - sb
Lmtee”ri P o L (6 +7

S

with “ 2 7 2
5 2 ( LP -2i % dLm(Oe) +( ‘P dl'm(ge"'ﬂ) oo (4=7)
e Lmtee-r—-rri P ds_ L (6_+m) e, :



or, (ii) 50 <25_pm and im= “ipm
meeeq-ﬂ‘s IS

AL @
then T=_2_ _dL_ (g +ﬂ) sessscsssssn s (4—8)
2 f@ +7r§
i 4 aL_(e ) .
Similar conditions apply for values of Ge such that " m' e’ is
de
e

negative.

Only one further condition remains to be considered though this

would not normally be regarded as a region of interest.

A
) |im 5 ipm]>§(9‘f?y o Iim i ipml>1|£(%;)-

then all poles of this phase are saturated, and

S, @2 1 5 dLm(Oe) % 1 ¢ L, m) [ ... (4-9)
e 2 G‘m(ge)) dge I"Jul(ge+ ) dOe

Thus the effect is to produce a torque-current characteristic

which is renresented in the non-linear model by three sections, as
shovn in Fig.4.1. If permeance harmonics are neglected the
characteristic is inverse symmetrical about the torque axis

(i.e. T(im) = -T(-im)) ard consists of a strai-ht line and two

parabolic sections.

4,2,2 HMeximum Torque Conditions

As in the case of the linear model, optimisation for maximum
torgue only is again the simplest case to consider.

In Section 4.2.1 it was shown that for a given value of Oe

there exists some wvslue of current for which the torque is a maximum.
The optimum current ino(ge) will now be defined as the current which

will give maximum torque for an& value of Qe.

2
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Let Lm(Ge) have a maximum value at a single value of Oe,

namely & = 0, then, for 0Lo <o
e e €51y

A
Where, L (0 )= (P T E R R R R R R (4_10)
m" es :
1 2i
pm
A
then im =i -y w TR R e R R R (4_11)

-

oo bl o 3 0 e 257
= I‘mwe'ﬂ'r e m' %e* Ne

seesaseni\i=12)

imo =‘-ipm [ EE R EE N E RN RN (4"'13)

m sveive s ssmnsneiens (A=14)

with T= (—(——w)

For T <o < Tr+8,

82! where Lm(ge ) = il}b Sssesnsenne (4"'15)
P

i =

y
m - g om
bp\9e
with the torque given by equation (4-4).

Finelly, for TU+ €_ < 93< 21T,

imo = i'Dm C.l......‘.!.ll.o...lt.ol.... (4"17)

end the torque is given by equation (4-5).
A

For a machine in which 2ipm Lm(0)< ‘P equations (4-10) end (4-15)

cannot be satisfied but e, g may be taken as O.
; : " .

2




A
Also, for a machine in which 2i_ L (0) = Sb, e may be
pm m e32

taken as TC.

4.2.3 The ¢- iIIl Diagram

The 4h-im diagram, directly related to the ﬁ; - fm diagram

mentioned in Section 2.4.3, is a simple but extremely useful aid to
understanding the operation of the machine in the presence of
saturation. It also provides a 'graphical' method of solving
optimisetion problems which are less tractable to solution by purely
mathematical mezans.

Loci for both hzlf phases can be presented on one diagram as
shown in Fig.4.2. for the case of maximum torcue, considered in
Section 4.2.3.

' Areas defined by the loci can be interpreted in terms of stored
energy, or in terms of co-energzy. The mean torque is represented by
the areas enclosed by the loci. Areas enclosed by clockwise loci are
negative and areas enclosed by anti-clockwise loci are positive.

For simplicity ipm is considered to be of constant value Ipm.

Using equstions (4-4), (4-5), (4-12) and (4-14) the mean value

of the maximum torgue over the range Oe =0 to 27 is given by

A

0es 2 5 2
= S, 1(21 Lot S ) aL_(e_)- ¢ dL_(6 +T)
T 44t P Lmiee+7r5 Lmi9é+nj

0 o
2n 2r
A 2 A 2
- 4 dL (8 ) + AR 21 ) ar_(6 +7)%....... (4-18)
ECRTDT I U e
L +6_
2

and this is equal to the total shaded area in Fig.4.2 multiplied by

the fector 32.

<
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4.2.4 Production of Harmonic Torques.

Harmonic torques are produced due to the interaction of current

and permesnce harmcnics.

Let Lm(Qe) =Ly, + L, cos@ +L, cos20 +]L cos 9., - - (4-19)

and lct,

s . h - A - -
i= —fml sin (Oe+81) -1 , sin (2oe+52) 1,5 sin (3@8+S3) os (4-20)

Using equation (4-1) gives,

T=-2S |1n ge“'BLm 21n 3‘99 ..ooa.aal)

2 Ipm im(Lml b )

o 2 . ’ ]
2(1m +Ipm ) (2Lml sin 29 + 4L, sin 48, sssa) enons (4=21)

Substituting for im’ given by equaticn (4-20), into equation
(4-21) and expanding shows that:-
(1) 0dd permeance harmonics of order p combine with current harmonics
of order q to produce harmonie torques, T(p q)’ with components of
»

orders p + q and p - Q.

These will have a mean value of zero, except when p = g,

then
A
T(Pup)= —S2Ipm Imp'mep (cos (2P03 *85) - cos J?) dsesass (4=22)
with a mean value of,
— A
o) = ol in ImP.me.cosgg At o TR ]

(ii) Even permeance narmonics of order p combine with current

hermonics of orders ql and g2 to produce harmonic torgues, T(P al,q2)’
] ’

with components of orders
- Py P+2ql, p-2al, p+2q2, p-2q2,
p+ql+q2, p+gl=q2, p=ql=g2 and p=-gl+qg2
These harmonic torques cou.d clso be regarded as arising from

the e.m.ffs, e(p,ﬁl) and e(p’ q?)’ and the currents imql and iqu

where iq is the harmonic current of order q, and e(p a) is the e.m.f.
1’



produced due to the permeance harmonic of srder p and the current iq.
When p is odd ep is of order p only and when p is even e(p a) has
’

components of order p + q and p - q.
The harmonic torques heve a mean value of zero, except when

P = 2q1, 2q?., al + g2 or g2 - ql.

I “ + 1. + i ) ) o
1.2, 1T =S,pL mgl mo2 pn ) sin po_
(P!qls q2) T mp 2
i\ 2
_341‘12 {sin( (p+2q2) Ge+2£q2) + sin ( (p-ZQz:)Qe-zsqz)}

"'._q__f"e"((“) bae ) '((2\925-)}
.,141 sin PHequ Ge+2 3 + sin p=2q1.8 - )

A A

+ I I ! .
mg12m02 Esln ((p+q1—q2)99+8q1-gq2)+ s:.n((p-ql+q2)9e—£ql+ q2)}

-{sin( (p+q1+q2)ge+ 5q1+ &‘2)+ sin( (p—ql—a_?)@e- gql— ng)} eeos (4=24)

2

A
. - o oas P ek .
"T(qu,ql,-) . 4mp mal sin 2£ql s vvenseesee (Huds)
8. b i i
— e P . 5
2052, ~a2) = =2 Zp 202 sin 2§, PRI, T G
~ A
T rl N o SRR g 39 .
T(ql+q2,ql,q2) = 2 r:m2 mal “mg? Sln. (Sq_l +Sq2) o A 27)
and, A A
- _ 8 B 2 X ¥ 1 g _
T(q2—-r:_l,ql,q2) = "2 zp mgl “ma2 sin (Sq_l 512) sswens (4-28)

Hence, non-zero torques are produced from

(i) 0dd permeance harmonics and current harmonics of the same order.

79.
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(ii) Even permeance harmonics and current haraonics of different orders.
For each permeance harmonic of order p, this involves the current
harmonic of order p/2 and all pairs of current hermonics with 2 sum or

difference equal to p.

4.3 OP-R.TION FROM SINUSQOIDAL SUPPLIES

Consider the current im to be ~ sinusoidal, fmiﬂ and that the
machine is oper:zting at constant speed wm.

It is evident from the couclusions of Secction 4.2.4 that. 4F
saturation is not r.ached, the mean torque developed will be independant
of 211 permeance harmonics above the second. An optimisation procedure
similar to that cpplied to the linear model could then be used.

From equ:tions (4-23) end (4-25) the mean torque would be

~

cosb +_]_:_n_1 L_,cos26 Yolesaes (4-29)

> 2

— A
= 821:3( Imeml

which would be a maximum when §= 0.
If saturation occurs, the W-—im locus for one half-phase is

typically as shown in Fig.4.3, then,

o

S 5 881 < 5 e s o\ 5

T = -1-2_3 (Ip:l-lmsin(ee+5)) dLm(QE)T[ (L?ll/d :%.Lm(ee) sos (4=30)
¢

<
es, es,

A

IL

57 o 0
Tes 3 f L c098 + 5 m2 sin2£)é_ o TINESE
= "2\ Upz nm1 T

giving,

n
; . 240 5 AL
+ L z s (Imp +£1 )cospae & IpiuImS].I] ((p+1)99+6)
2
p=1
72 3
— & cos((p+2)ae+28) i Z me - Ipmlmsin((p l)léle §)
p=2 P
n A - &
Z D Inz (Pa 932
- L === gos((p-2)e -25)= -
np p=2 4 e L (e, eses (4~31)
p=1
p=2 8
es



Operation from sinusoidal supply.

Fig.4.3
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Maximum mean torque will not in general occur when6= 0.

4.4 CPERATION FROil PULSED SUPPLIES

LT im is a three level sequence, &s defined in Fig.4.4(a), then

the V’— im locus for one half phase is typically as shown in Fig.4.4(b)

now,
Sy Oes A-f+ew |
A 82 > P 2 2 s{, 2
T = —= (I -I )%ar (e )+ (1_+1 )51 (0 )+ aL_ (e )
47t D ﬂe_)' m' e
m* e
M- { -Ow ~T-f-ew o
2 b 2 g ile g
®aserssessssane (4-32)
where, A :
Lm(ges) = y e s s rrsaesssnssassns (4-33)
I +I
pm m
ﬂ. A
S 2 T B T _(_Ow
-2-2- (I -Im) (LG(2 -S"'_g) I Lm(Z 5 ‘24/) i 2yl(lpm+lm)
12
e S T
Lm "T_r-g'i‘_g_w LR (4"34)
25N
Again, the mean torque will not in general have a maximum value
fOI‘ £= 0.

For a given value oi‘Sthe maximum torgue conditions can be

determined from the “,— im diezgrzm. , This occurs at a value of Im

such that sections XY and X' Y' of the locus, in Fig.4.4.b), are of

equal length.

_ A
558 (Ipm-Im)(Lm(g_'—g— %}—Lm(%‘-£+_§lu)) - y’-llpm+1m>’*m('§“£-g-*r) s i(4-18)
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2) Pulsed supply.

b) Y- i_ diagram.

Fig.4.4 Operation from pulsed supply.



A :
I.= ¢J+Ipm(Lm(%r_g+g—g) o Lm(gﬁg-ﬁg) & Lm(-g-g-%) 4

WfE6g) L) W)

ETANSIReD (7 . )

4.5 OPTINUM STREIGTH OF PERMANENT MAGNE

The N.i.F due to the permanent magnet may be considered as a
varieble and it may be of interest to determine if conditions exist
for this to be an optimum. This is a2lso relevant to machines having
a wound field in place of the permanent magnet.

In the case of the pulsed supply for example, considered in
Section 4.4, the optimum value of Ipm’ found by putting

d

aI
pm

) e ((4EY)

using equation (4-34) is,

Ipmo =1

t‘l =
H

[%'-84-21_2'«) ” Lm(ghg-%!) =5 ({:—8 ".‘3.3./) el (428)
5 b

This is the optimum constant value of Ipm to give meximum mezan

torque for a given value ofga.nd Im' For the mean torque to be a

maximum, with a single constraint of the supply current being a

limited (constant) level, optimum values of o, and ® are:-

o] =1Tr .......‘..-..--.c (4—39)

So= 0 Sessvaissansves LAnE0)
¥

For Im<(L—mm - Ipm) the machine is unsaturated and the area
of the shaded section in Fig.4.5(a)is

section area = wLf(Lm(o)--Lm(srr))(Imﬂqpm)2 ...J[(Lm(o)-l.m(-tr)) (Im‘Ipm)z"'(4'4l)
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Fig.4.5(a) SV-im diagram;-
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Fig.4.5(a) Y-i diagrem- I_= I i

pm

= 1

pmo



and the mean torque is, T =2 32 x section area see... (4-42)

T w48, 1 Ipm(Lm(o) = L)) cercvcesesvnes (4=43)

; - I the torque is proportiond
pm) q’ & p

For (L—% 0 Ipnl) <Im<(m

m m

to the shaded section in Fig.4.5(b).

=2 sé{hImIpm m pm m

(1, (0)-L_(m) =(L_(0)(T_+T )-¥)(1_- %ﬁ)ﬂpm) cee (4-44)

A

Y
and, for (w - Ipm)<Im, Fig.4.5(c)

tim Sa{pz(l,m%n) * Lmjfo) ) = (1 (o) =L () (Im-Ipm)} RTINS ¢ 71,

In the meximum torgue cocdition, equation (4-44) is applicable,
giving,

T 1 N TR v e
Ipmo oy Im = Lm(O) (4 :

as the optimum constant value for Ipm to give maximum mean torgque for
a given value of Im.
Similarly there is an optimum value of Im for a given value of

Ipm’ under the same conditions. This is obtained by putting

aT :
dI =O D R I R ) (4—47)
m
which gives,
-
o = I n -+ ‘P- 2IDmLm(7r) Cs s s s s es s el sEEEEER TR NS (4-48)
P L (0)

If'Im end I are both optimum, the condition satisfying

equations (4-46) and (4-48) is,



I +Imo = w L R R R R S (4_49)

pmo
with q‘;
“ Ao M m S BN S - T A
and 95
1o, ™ % G e T e T A o S )

This condition is shown in Fig.4.5(d).

4.6 DISCUSSION AND CONCLUSIOHS

Optimisation procedures using the non-linear model account for
the effects of saturation and permesnce harmonics and are to some
extent coxplementary to the procedures of Section 3.

A general relationship between current, permeance and torque
harmonics, in the absence of saturation has been derived. This can
help solve the synthesis procblem;-

Given a certain distribution of permeance harmonies, does an
optimun input waveform exist?
or;- For a given supply waveform, does an optimum value exist for
each permeance harmonic?

It appears that a solution does exist and, for the non-
saturating machine, can be obtained by the methods that were applied
to the linear model. The solution may however only be useful for
matching the driving circuit aid the machine over a particular range
of speeds. The harmonics in the current wavefora will vary with
frequency for any csystem in which the cost of the controller is
included in the performance index.

Use of the ¢'- im diagram has been described This can provide
a geometrical solution to many problems involving saturation.

Expressions have been derived for the mean torque developed,



in the presence of ssturation, for sinusoidel and pulsed supplies.
Unless the current phazse angle 5 is zero, the condition for maximum
torque is best obtzined either by & graphical method using the V’_ im
diagrsm and e triel =nd error process, or by a hill climbing procedure
on the model.
The case for a current phase angle of 5 = 0 is of particular interest,

end ean exemple of a pulsed supply with maximum conduction angle Gw-= T

was considered. It has been shown that for meximum torque, optimunm
values exist for both the level of supply current and the H.M.F. due to
the permanent magnet, or field winding.

Using the models derived in Section 2, the optimisation covered in
Sections 3 end 4 has becn for unconstireined meximum torgue and for maximum
torcue constrained by given losses. Sizilar procedures could be applied
to these models for other perform:nce indices if required.

Optimum conditions depend substentielly upon the type of drive circuit,
the load =nd, for closed-loop Operatioﬁ, upon which variasbles are selected
to be controlled by feedbsck. The different types of supply essumed for
the optimisztion procedures are therefore intended to represent, in
general form, elternative drive conditions.

Sections 5 and 6 which follow describe some of these aliernztives

end the methods which can be used for i.plesenting them.
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5. INVERTER DRIVEN CLCSED LOOP STEPPING MOTOR CONTROL SYSTEMS

5.1 Introduction

Present electrical stepping motors are considered to be small in
comparison to most other types of electrical machine, but as improve-
ments are made in stepping motor design, and as more effective driving
methods are realised, it is likely that larger machines will be
produced.

Manufacturers have not yet indicated such a trend, and some
reasons that could account for this are:-

(1) The hydreulic stepping motor is already established for 'high-
power' applications.

(ii) Instability due to resonance would be less acceptable in larger
machines where it would be more important to meintein high overall
efficiency.

(iii) Suitable drive circuits for electric power steppers are not yet
sufficiently developed.

Given a suitable drive circuit the electric power stepping mctor
may offer some competition to its hydraulic counterpart.

The cycloinverter drive circuit preserted here, although developed
for a stepping motor has application in the control of other types of
synchronous mechine includi:ig the synchronous reluctance type which
has been of much interest in recent years, It also is likely that some
future designs for large stepping motors will stem from this type of
nachine, which is already well established and capable of being operated
88 a power stepper. |

Drive circuits of the type proposed may also rind application to
machines of all sizes where relatively large amounts of energy are to
be transferred for maximum possible acceleration in a closed loop
systgm. The nmethod of combining these circuits into a closed loop

eystem will therefore also be discussed.
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5.2 INVERTER CIRCUITS AI'D THEIR LIMITATIOLS

5.2.1 Choice of Switeching Device

Stepping motors can be opersted from sinusoidal or switched
supplies but the switched supply is the most common method of
excitation. This is in accordance with operation es a digital
device and also results in less power dissipated in the driving
circuit. The power requirements for most stepping motors can there-
fore be handled by transistors, and at present this is the standard
method used. In applications involving large stepping motors, and
in cases where considerable forcing is to be used, the thyristor may
be found to be a more suitable device.

Since the invention of the thyrisfor in 1957 it has replaced
other devices in a wide range of power circuits, including the control
of many types of electrical machine. It is not surprising that the
application of this device to the stepping motor has been somewhat
neglected, since the bassic transistor drive circuit is very simple.
Provided with 'diode protection' the transistor cen be safely turned
‘on' or 'off' at any time, whereas thyristor circuits present special
problems which require further discussion.

The price of power transistors is generally lower now than of
a few years ago and devices of higher capability have become available,
so the thyristor should not be expected to evertually replace the
transistor ertirely to drive small or medium sized machines. The
thyristor is however capsble of switching more power, for a single
device, and is preferable where higher power levels are irvolved,

especially if commutation can be achieved with fairly simple circuitry.

5.2.2 Tynes of Inverter

For this application it is important to use an arrangement which

will uvercome the disa iventage of a limitad frequency range gererally

associated with 1nverter ClTCUltS. iﬁa w1de range of operating
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conditions for the stepping motor requires an inverter to operate
from d.c. to several kHz. The facility to vary the output voltage
to give similar driving currents at high and low frequencies may also
be useful.

At low frequencies the parallel capacitor commutated inverter
shown in Fig.5.1 could be used. This circuit was known as early as
1932 using thyratrons and operation on resistive and inductive loads
has been analysed by Wagner22’23. The circuit has many disadvantages.
A large ballast inductance is required to maintain the continuous flow
of direct current and to limit voltage overshcots, and in addition a
large commutztion capacitor is required for operation with inductive
loads. The circuit has a limited load range and needs a minimum
load to limit the peak voltage across the thyristors. Starting the
inverter is also difficult because of the time required to charge the
large commutzting capacitor.

As in many existing inverter circuits of the past, thyristors

were directly substituted for thyratrons, but the bet.er characteristics

of the thyristor were not fully utilised by this direct replacement.
The addition of diodes, shown dotted in Fig.5.l1, gave an improved
circuit developed by Hcllurry and Bedford, which has been analysed by
McMurry and Shattuck24. The feedback diodes in the circuit return
reactive energy associated with inductive loads to the d.c. supply.
The capacitor and ballast irnductor are no longer required to store
this energy and may :now be smaller. The improved inverter is less
sensitive to changes in load or power factor and can operate over a
wider, but still limited, frequency range.

It is necessary to remove the lower frequency limit for use as
a stepping motor drive. This is easily achieved by sinmply omitting
the trensformer and using a centre tgpped 'bifilar' motor phase

winding.

Another desireble objective would be to increase the higher

.
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frequency limit, which is determined ultimately by thyristor turn-off
time, but commutation losses reduce the efficiency at high frequencies
and restrict uceful operation to about 1 kiz.

The capacitor must be large enouzh to apnly a reverse voltage
across the thyristor during recovery but large currents will be
delivered during the remainder of the cycle. It is possible to
retain the charge on the capacitor until it is required for

. 2
commitation by using the circuit of Fig.5.2. This techniqag hes been
analysed by ‘.-Iard26 and has b .en shown to be suitable for operation
over a wide r:nge of frequency, particularly for drives where load
resistance increaczes with frequency. Although this represents a
further improve:ent, it was concluded that "adjustﬁeut of ‘the capacit-
ance as the frequency is varied must be accepted as a riecessity and
that there is the need to develop the means to do this eutomatically".
No example was given to indicete what frequency range could be
achieved in practice and so it may be of interest to consider the
views of other later zuthors as to what constitutes a wide variable
frequency.

27, 150 Hz is considered to be a typical maximum frequency

To some
which will.be improved uoon by faster devices, rather than from
circuit iaprovenments. Another author28 could see "no reason to
suppose thrct frequencies up to say 400 Hz are not practicel with
rezsonable eificiency™".

High frequency inverters have been developed which are self
commitated by resonsating the load. These circuits are suitable for
use above about 1 kHz because of the need for a resonant circuit
which carries full load current. The frequency may be as high as
20 kHz but is basically fixed. Some variation in freguency is

possible by firing the thyristors at a lower rate than the resonant

frequency of the circuit end a frequency range of 2 to 1 is about the



maximum that can be achieved with a tolerable wavefornm.

One method, appearing to meet the requirements of operation
over a wide frequency, including d.c., is to use a cycloconverter
fed from a high frequency supply. For many drives the cycloconverter
is an alternative to the d.c. link inverter but ior this application '
the d.c. link must remain since the cycloconverter requires a high
frequency input. For operation from the a.c. mains this implies
three stages, (i) rectification, (ii) h.f. inversion and
(iii) cycloconversion, the latter two stages being referred to as
cycloinversion.

A circuit presented in 1969 by Robertson and Hebbargg,
described as 'a tuned circuit commutated inverter' operated as a
block fired cycloinverter in which invergion and cycloconversion

are not separcble stages. It is this type of circuit which will

be considered further.

5.3 A NATURALLY COMMUTATED CYCLOINVERTZER WITH WIDE FREQUENCY RANGE

53.1 Circuit Operation

Consider the circuit shown in Fig.5.3, which .perates as a
cycloinverter. Let the capacitors have an initial voltage of 1/2

v If pulses are applied to the gates of thyristors TH1 and TH4

d.

current id flows through the commutating inductors Lc and Lc '

B -
capacitors 02 and 03 charge and Cl and 04 discharge. The voltage

across the load rises to a maximum value between Vd and 2Vd, depending

upon the type of load. The load current is then supplied from 02

and Cs, which also charge Cl and 04, while the d.c. supply current id

reduces to _ero and TH1 and TH4 turn off. When the voltage across
the load has fallen to a predetermined level, less than the supply,

TH1 and TH4 are fired again and the cycle repeats. . TH1 and .TH4 may



96.

by
—
THI TH2
e C :L
s e 27T
J ¢ L(:l ch
VA LOAD
LC3 LC4
G, o 4
; = A o
T
TH3 TH4
ani |
V
N R’ R2
T
v, -~
-

Figeho 2 Naturzlly Commutated Cycloinverter
(one phase).

Fig.5.4 Sketch showing typical Input Current
Waveform (two phases).



be fired a number of times in this manner.

The load current will be brought to zero if no gate pulses are
applied, or can be reversed by firing TH2 and TH3 for a number of
cycles.

The inverter output cen thus be 'modulated' at a frequency
which is much lower than the ratural frequency of the commutating
circuit, and can easily be varied over a wide fréquency range by
simply altering the firing sequence. Fig.5.4 shows the fom of
input current waveform produced by the firing sequence chosen, the
output voltage being somewhat smoother. Other forms of modulation
are possible which allow selected or generzl harmonic reduction
such as pulse rate modulation. The circuit was uéed with a two-phase
machine so that the sequence in Fig.5.4 produces steps with alternately
‘one phese on' and then 'two phases on'.

As the frequency varies, output voltage adjustment is required
to give an approxinately constant load current and this can be
achieved by using a feedback signal proportional to the load current
taken from Vrl - vrz. If the firing signals are of a high fregquency,
these can be inhibited if the load current is greater than a preset
value or ensbled if it is less than this value. The thyristors then
fire at a su.table frequency.

Fig.5.5 shows the voltage waveform across a resistive load as
the output freguency is increassed, and Fig.5.6 gives the correspon-

ding inverter characteristics. Circuit values used zre

Vg = O0N
Current refereunce level = 1A
R, = B, = n
¢ = C, = 03 = 04 = 6aF
Lcl = ch = Lc3 = Lc4 = 144H

=l
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LR e S ) Output Voltege Weveforms with Resistive Load.
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Output trequency, (Jlﬁ) 125 300 1,250
Tirue scuale (..-:;)'J,/LIL\J'J 2 1 U2

V stale = ._'("‘u'/dl\l’
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With an additional series load inductance of 10 mH the voltage
and current waveforms are as shown in Fig.5.7, and the characteristic

given in Fig.5.8.

5.3.2 Analysis of Cycloinverter Operation

It can be shown for the purpose of the following eznalysis that
if all capacitors have a value C then the circuit may be modified
as shown in Fig.5.9. Operation of the inverter can then be studied
by reference to the three corditions of the circuit, represented in
Fig.5.10.

a) Wnen TH1 =nd TH4 are conducting and current id flows.

b) When i; is zero and no thyristors are conducting.

c) When TH2 and TH3 are conducting and current id flows.

Neither the thyristor pair TH1 and TH3 nor the thyristor pzir TH2
and TH4 should conduct at the same time.
Modulation is achieved by changing the modes of operation of
the circuit,. Ti.ese modes are,
A:~ The sequence of conditions 2 = b= a = b = a, for a number of
cycles.
B:i= The condition b.
C:~ The sequence of conditions ¢ = b = ¢ = b = ¢, for a number of

cycles.

There are nany possibilities for synthesising output waveforms,

but the example used here is the sequence of modes B= A = B - C - B,

Let L = L = T = I; = Lc SN e
% 2,

(5-1)
and C.=C.=0. =0, =

The inverter can be represented by the stute diagrem shown in ¥ig.5.11.
‘Values for { and k are determined by the condition of the circuit

as given in Tuble 5.1.

AN .
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306,

a b c
k 1 0 1
[ 1 0 -1

Table 5.1

A brief enalysis for resistive and inductive loads will be given.,
(i) Operation with a resistive load.

With a resistive load HL’ the state equztions for the system are

s I P = B -

V4 0 0 0 vd

: T ;

d | = Lc ‘2‘, Lc d

Gc 0 k al v; o

s 170 : c T2 G Lt Sh
where, Lc
Tl = ﬁ‘-c- L T Y )
(5-3

?} = CR sececnnncns

(the resistace of the chokes is R, )
"2

The overall transition matrix can be expressed as

f(t) =1 0
h(t) 4(t) s eoess s gl Bea

d(t) is the cycloinverter transition matrix, which for conditions

a and ¢ is given by

p-

1, Sin w t -sinw t
(o+ Tz.) = +cos w.t = ~
a a ¢
g () =&
. ” sin W t 1 sinw t
a o+ = t

-__(»C ( + -r.) = a +Ccos Waj-. (5_5)
a & : L 2
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and for condition b by

ki 1 0
p’b(t) x 4 20, t critinisis s s ss e in L Gm0)

h(t), the control transition matrix is given by,

ot -
j P ccswat + 5 E‘l o t sin Wt
(o' +0, +1'2) —_
h (t): ( TQ wa
a,c )
(cra b )Lc -1-{ c‘at S
_C l + e (“é sin wat - cos wat)} J il (5....7).

B () = [2} . [ea8)

The eigenvalues, X, are at 0+ jw and ¢ - jw, given by the

solution of the charecteristic equation,

2

xz*_ (_-k__',-—!'-) + -k——-— + k = o Sassnne s (5"9)
'(‘i TZ LC ?’1?‘2
et S S
i.e‘ . g = 2 (1i+’t'2) *resss e ene (5-10)
% R S T S Y (5-11)
.t L —4 Ti Tz L I B B R B R I I ) 5—

In conditions 'a' and 'c' the circuit has a natursl frequency

w, and damping factorg, given by,

2 2 2 1 —
wn = 6& +wa = L—C;I;; (1 + RL) e s e s ennns (5—12)
s RN !
- 4 —
g = T.i ’2—2 L I R T R S (5-13)



i.e. o, = ‘g"ﬁ Gasamiaes (B5=14)
and >
w, = w/l -g seenses A5=15)

Note that Rc affects both a{ a_ndg . The constraint far

oscillatory operstion, in terms of R‘L’ is

4T12 2
(p ~irosie) R, —B’GCRL+'(‘1>O e bsis (BSXE)

c

Consider oper-tion in mode A. Let the -tate vector after switching

from condition 'b' to condition 'a' at tine to be,

Va

x(t ) = |, YRR Y -

v
s

Vs is the vzlue of the voltage across the load below which the

decision is tzken to switch to condition 'a'. In condition 'a' the

current is given by,

o (t-t )
id(t) - Vj P a 0" cos wa(t"-to)
= &
Lc(o'a W <) 'L"Z
ghtet ) . Eli=t.) L.
+ (o 2 i POy, B o/ sin wa(t—to) N o/ sin wa(t—to)
<o w * w
2 a a

2 e seanbannave, {5<18])

and the voltage across the load is,

" cra( t-to) = ec‘a( 1;-to)
vc(t} = d l-e coswa(t-to)+._a__ sinw (t-t )
Lcc(o—&¢+wa¢) w,_ " %

: Ua( t_to) . sin w (t-t )
+V_ e (a'a+__l s a'” "o’+ cos wa(t"to) eee (5-19)
4 Wy

LU0
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Let t = t. when id(t) first falls to zero, then equation (5-18)

1

could be solved for tl.

Preferebly danping should be low so t, and vc(tl) may be given

by the approximstions,

wa&wn ® s s e (5“‘20)

tl&- gt IC esssiven RoRo1)
' “

and
vc(tl)—_n_- 2 vd - vs LR N ] (5-22)
2
QB LcC

The state vector at time tl can be expressed.aS,
E(tl) =§a(t-to) .x_(to) L L BN I B (5—23)

After switching from 'a' to 'b', this becomes,

0
5.( tl+) &= 0

vc(tl) cessese (5=24)

gnd vc(t) is then given by, t—tl

T2
vc(t) =8 vc(tl) seasiss | (5=25)

Let t = t, when vc(t) has fallen to V_

then . (vc( tl))
t, = tl + L log VB

5 cwwae (5=26)

The nominal thyristor switching frequency'u%, for modes A and

C, is determined by

w = t—t te s e s s (5""27)

The first cycle following a chenge in mode will have a grester period -
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due to the different initial conditions.
Thus from (5-20) (5-21) (5-22) (5-26) and (5-27), if demping

is low,

2w
n

w_T 2V
1 + L 2log( 2d "'9 . E R R I A (5"28)
t‘['r

T WL C
. e 8

@ o

(11) Operation with an inductive load.

¥ith & load of inductance LL and series resistance RI.’ the

state equatiuns become,

» = p= - — -
i Va 0 0 0 0 V4
o ol Gl has
L Lc Tl I'(‘:
v 0 X 0 il v
¢ 3 5 ¢ esspas (5=29)
L
i, 0 0 i_:[._ :‘tl i
- - — L 2 - = il
where, ’t t

ssssesnssisess (5=30)

Sa@es s e s n

for conditions 'a' and ‘c!

gt 100
> al °ht )
d (%) = 1 oine  *fde ® sin(w t+%)]l0 1 0
a,c > > al a
(0,~0,,) 0 : 001
[ 1 1 0 i
c“.!s.lt g .t —'g Ii.-
+ (o e +A3e © sin(@ t+4)) &
al S + ...
52,310 =2
c G c
0 1 1
B T,




g

r —
1 -1 ‘34
LLC Lc'(é LCC
délt 6t
+ (e +Ace sin(wat+d2)) ] - 1 =1
5 0Lo ¢
L o o
L C L, Lcc-J svvdan (5=31)
and for condition 'b' by,
a’bt O'b 0 0
‘db(t) = e (cos wbta@; sin (Dbt) B iy
) AT
o, t ) 0 0
+ e sin wbt '@
¢ el T
T;'g ¢
0 14 8 0
Ju LL J
03, rLlc it
+ wﬁ+e (0‘,05131 wbt— cqo cos (Dbt) L
2 2 0 0 0
05 + u% .
LLC 0 0 T (5_32)

and the control trensition matrices are given by,

/ Tty @t 1
h_ c(t) = ‘ . (o’ale +A3:_= sin{w t+4‘-'3)) 0
' ( (o-a _U'al'dﬂ%a )Lc #
o’alt ot 1

+ (e ® +A2e ® sin(w ) [ T,

n

Q-




lls.

—
l.-
J

| =
|
Q

|-

o

Galt A U'at

(_@___;_I_L_ +1e " sin( t -p#l))

i a
al

o

s BasS)

o
i
and, 0
hb(t) =0
0 LR BRI B R (5_34)

wvhere, in the zbove equations,

a2_0, 5. o wa2 2
(0‘ —20‘)2 ( w, ) d]_:tan”l wa.(o-al"zo'a)

A
i
"’T.t.t(0'&_'519.!)-"""'8.2 eess (5=35)
L >
oC -0 € -1 w
A2= l+(aw°) é""?.=tm1 E:—_"g'—:—
a al a e s eaa (5-3d)
( AL “Ual))z 2 ¥ TN
A, = w + — + 0 A = tan
3 8 w_ al 3 w40, (0 -0 1) ... (5-37)
2 2 2
% 2 2
4, = {w (u‘ +0 )+ (o’ -c 1)} + (wa -20° 0 +0, )
2 2
. wa(t.ua 20 5 ,+0 °)
afv = tan_
4 2 2
W (o +0, )+0 “(6,-0, ) S O Y

The eigenvalues located at 0y 0+jw =nd o-jw, sre given by the
solution of the c.arecteristic equutiun,

25

o B 0 B =0
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The oscillatory form of equations (5-31) to (5-33) has been
given since this form of response is necessary, thus the constraints

for conditions 'a' and 'e!

2 - 3 )
g DY 8T < 30 oM A . (5ra)

where ay) 85, 85, 8, ure the coeificients of 'An in eguation (5-39)

il.e. &y = 3L
1 1
a = T g — = - O -2U LR N ] (5""41)
2 Tl ?2 al a
1 1 4 2 2
a = + + =0 + + 20’ o se v e (5_42)
b Tl?'z LLC LC_C a a al a
Eo — RC+RL = =T (O' 2 + &) 2) L A (5-43)
e al® a a
LLLCC

If By and R, are assumed negligible then equation (5-39)
reduces to a second order equation with g = 0, Thus if BL and Rc

are small the unatural frequency is,

e f L1 41
wna /C(LL Lc) ..ll...l..-ll..ll.l(5-44)

In condition b equ=tion (5=39) is 2lso of second order farm and

gives a natural freguency wnb and damping factorgb of

£
o’

[}
L'““l
= |
Q

SEenisvsevs casonavsuimnnn (5=45)

g“ 7 ;L— & S R et e

)

If again damping is assumed to be low then the following

approximations can be made.
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SR o v it e L B=iB)

== Wy S aes. s (5=29)
e A s s s i £ 5E0)

equations (5-31) to (5-33) then become,

L+l cosw t - sinw ¢ LL(l - cos wne.t)
4 (1) L+l ®pale £
a,c
gin wnat cos wnat - sin wnat
wnac wnac
Lc(l- cos @nat) - sinw__t L+L, cosaw %
L L+L " wnaLL LL+L d
L R R k5-51)
’-cos w .t 0 0
nb
g, (1) & o
b 0 cos wnb‘t -3in wnbt
wn'nc
0 . wrlbt - wnht LR SRR (5""52)
i e ? .
F %+ EL si'n w i
T na
n, (e _{ ¢ w_
? L +L
L e LL (1 = cos wnat)

t + I'L sindy t
E— na
c W

- na =

e ev s s [5455)

i
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Let the state vector after switching .rom condition 'b' to

condition 'a' (mode A) at time to be

(it ) =1 ¢

I

S ssssabazes \ani)

where IS is the value of the load current below which the decision

is taken to switch to condition 'a'.

When id(t) fells to zero, at t = t., the state vector then

l!
becones,
- 3
Va
(t,) i
X At) =
1 v (%))
iL(tl) LI e (5-55)
Vhere vc(tl) — 2 vdLL - v (to) .I.;II-'.OI. (5-56)
L_+L @
L e
and LE) = A
L 1 1 0 vd IS ss s s s sennn e (5"'57)

s

At time t = ¢ id has sgain fallen to Is and thus

2!

iL(t2)= iL(tc)= I= sin(ﬂnb(tz—tl) : vc(tl) + coscnnb(tz—tl).iL(tl)-
TR ¢

nb L LR B I A (5—58)
and solving for t2 gives,
' I
: =1 s -8
‘l:2 = t1+_l_ sin ok 5=
i ~/(&C(t1) AP ' (5-59)
: uﬂlbLL : ; )



where,

© = tan i(t)thL
v (tl) P e o)

Equations (5-56) and (5—57) require the value of vc(to) in order to

obtain t, from equations (5-59) and (5-60).

2

This is given by,

vc(tz) - vc(to) = cost»nb(tz-tl).vc(tl)-lL(tl) sincunb(tz-tl)
“%b C

SRR L TN 5

using (5-56) and solving for vc(to),

vc(to) = iL(tl) 31ntunb(t2-t1) 2 VdLL cos W (t l)
ahb C LL+Lc

1 - cos wnb(tQ-t

1) caens A5262)

giving (5-59) and (5-62) as simultaneous equetions in t, end vc(to).

The nominal thyristor switching frec_uencywa is again given by

equation (5-27).

5.3.2 Features of the Improved Cycloinverter

The main advantage of using the capacitors in a bridge arrange-
ment, instead of across the load, as in ref.29, is increased
reliability of commutation, for the following reasous.

(i) At instants when all thyristors are 'off' the load is no
longer 'floating'. A capacitor is present for each thyristor to
reduce the risk of damage by by-psssing any spuricus voltage transients
which may occur.

(ii) vhen two thyristors, such as TH1 and TH4, are commutated

they are effectively in series and the capacitors provide an equalising

D i



network so that during 'turn on' and 'turn off' the thyristors share
equal voltages.

(iii) The risk of false triggering of the thyristors is also
reduced. Suppose TH1 turns 'on' faster than TH4. This could be
due to devices having slightly different characteristics, or a
differerce of a microsecond or so in the application of the gate pulses.
In the single capacitor circuit a high rate of rise of anode voltage
may then trigger TH3 and short circuit the bridze.

(iv) The capecitors also assist to prevent a drop in bridge
input voltage from hindering commutation due to the internal impedance
of the supply. If this is not sufficient, additional capacitance may
be required across the input to the bridge.

With both resistive and inductive louds satisfactory commutation
can be achieved provided the circuit is underdamned. With a stepping
motor load the main difference in circuit operation appesrs to be that
this condition is no longer sufficient. The circuit was used with a
pernanent magnet machine and it was found that the e.m.f. due to the
permanent magnet can occasionally interfere with the commutation. It
the current through TH1 and TH4 ever fsils to reach zero before TH2
and TH3 ere turned on, co:mmutation can fail. This can be avoided by

having a high mutual coupling between Lc and Lc eand between Lc and
1 3 2

Lc « This does not effect the operation of the circuit, as described
4
earlier.
Suppose the current through TH1 becomes non oscillatory and the

thyristors remained conducting when TH2 and TH3 are turned on. The

high rate of rise of current through T3 will induce an e.m.f. in Lé .
1

The voltage across C1 will be low and most of the induced e.m.f. will
appear as a reverse voltage across TH1, improving 'turn off time' to
this thyristor end effecting commutation. This is & method of forced
commutation, easily built into the circuit, which cen 'take over' on

instences of failure of natural commutation.

2l 7.



5.4 CLOSED LOOP STEPPING MOTOR SYSTEINS

5.4.1 Method of Phase Augle Control

The principle of phase angle control is to ge:rerate the input
pulse sequence to the motor from the electrical angular position of
the rotor (Oe) and then synchronism is inherently meintesined. This

sequence, F(ee), may be shifted in phase by an angle Ygiving the

driving function F(Qe +¥ ).

#0, 30 have been used to control the angles of

31-35

Analogue methods
phase shift, but most methods employ digital techniques

Consider the logic signals PA and PB and their inverses PA and
Fﬁ, as shown in Fig.5.12 and let these indicate quadrant information
of the electrical angular position of the rotor of a two-phase machine.

The iundamental components of these signals are

D(o)l = (cos Ge -CoS Oe sin Qe -sin Ge) sessss (5-63)

where the set D(o) is,
D(O) = F(ge) = (PA?EPB 5-5) R A (5_64)

The windings each have three states of erergisation E.
Let, E = 0, represent an unenergised state
E = 1, represent the winding energised, in one sense
E = -1, represent the winding energised, in an opposite sense.

A\l

Two bi-level logic signals Dl and D2 are required to define ¥ as

shown in Table 5.2.

B Dl D2
0

3 1 0

-1 0 1

Table 5.2.

110.
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Thus the set of driving signels,

Dafp D D b)) sanmeasve (5~65)

defines the set,
E_—"(Ea Eb) Ss s s s s s s ses e (5—66)

and hence the state of the input to the machine. A phase shift Y

is easily obtained, if this is a rultiple of T/2. e.g. to obtain

1T

let, F(Ge + ﬂ/z) = D(ﬂ/2) = (PB PB PA PA) eeveees (5-67)

‘ T/ ’ :
iae, D 2)1 = (sin Ge ~sin 6_ -—cos Oe cos Qe) ees (5-68)

Thus we have the driving circuit signals in terms of position signals

for phase zngles of even step multiples.

“Hodes | Y (steps) I e

oW “To(-2)| 73 P3 PA P4

STOP o (o) PA PA PB PB

cow s (2) PB PB PA PA

HS Tt 1 (4) PA PA PB PB
Table 5.3

The choice of four phase angles have been termed control modes

by Fredriksensl

y 83 shown in Table 5.3. This method has been
extended to give eight phase 2ngles by deriving signals for the so

called 'single-phase sense'. (0dd step multiples).

L.



Control D D J D

s b
Nodes | ¥ (steps) &y 2 B 2
CWIED -3"?/4 (-3)| P& PB| PA PB|rA PB| PA PB
CHLOW =My (=L} {ra PB| PA PB| PA PB| Pa PB
CCWLOW %, (1) | PAPB| PAPB|PA PB| PA PB
CCWLED 37/, (3) | PA PB| PA PB| P2 PB| PA PB

Table 5.4

These sets can be related by observing that, for n = il, 13 etc.
T -1)1t T,
D (%’_) = D ((%)—). D (K%L) l..o'ooo,(5—69)

and for n = 0, :2, i4 etc.,

D(E—):D(-@Z—lﬁ?)+n (-(%)E) rsi et L5E0)

Note that all phase angles do not give the szame pulse width.
By using more logic signals other pulse widths and a wider choice of

phase angles is possible.

5.4.2 An Optical llethod of Phase Angle Control

This method reduces the amount of hardware thet would be involved
with the previous sethod if a wide choice of phase angles is required.
In the previous method, signals would usuzlly be obtained opticelly
and then processed electrically. Wiﬁp the alternstive optical
arrangement, processing is not recuired.

Consider four photo transistors Tl’ T2, T3, T4 and four light
sources 31, 32, 83, 54 arranged either side of a slotted dise, as in
Fig.5.13. Let the electrical angular spacing between transistors be
17 :

2 and let the disc be positioned so that

| dy = d e s sules L GTY)

121.



Fig.5.13 Arrangement for optical method.



Consider the c¢dge of a slot, represented by point X on the disc,
in line with Tl and Sl as it moves in the direction indicated. X will
be in line with T

and Sl’ T., and Sl, T and S, when the disc has

2 3 4 1
moved through7V4, 7?2 and 3ﬂ?4 respectively. Suppose the light from

each source is able to radiate to all photo-transistors. If source 31

only is active, the signals from the photo-transistors have a mutual

phase displace..ent of7y4, as in Table 5.5.

Transistors in Line with X
Active Source
Qe Sl 32 33 b4
0 Tl - = 5
' - -
/4 0 h
ﬂ
/5 B3 SRR By (2T
3/ m
4 Ty T3 T2 Tl
.’T
T4 T3 T2
57
4 - T4 T3
(¥
Table 5.5

The signals are effectively shifted by -ZI- using source 3

4 3

T : S ; .
and by -E- using source S4 giving, in this case four phase angles.

For any single active source S Fhe phase of aﬁy transistor signal T
is given by the mean elcctricel angular displacenent of S and 7 froﬁ
the reference position. The number of phise angles is determined by
the number of sources end the width of the slot can be used to

determine pulse width.
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The edge of the slot should be machined radially since the
transistors and sources sre placed on an arc and not in a straight
line. Clearly there are problems if this arc is large and, in its
present iorm, the method is best suited to machines with a large
number of poles.

The number of sources, and hence the number of phese angles is
limited by physical constraints. In describing this method an
accurately positioned point source was assumed, and errors could arise
if this were not so. Using light emitting diodes (LED's) of small
size (typically 1/16" diameter) this is a reasonable assumption amd
simplifies any problems with close-packing of sources, When used
with inverter driving circuits the fast response of the LED eliminsztes
the commutation problems which could otherwise arise due to lamp
filament 'a:ter glow' when changing phase angles. At present LED's
are not the most economical light source, but the uce of solid stste
devices is generally preferable in systems of this type where high
relizbility is desirable.

The optical characteristies of the photo-transistors and sources
must be carefully matched to ensure that signals can be obtained from
all transistors for every phase angle.

The signals at the photo—t?ansistors would normally require
amplification to levels suitable for either subsequent logic or the
driving circuit. It would be more economical to use low power LED's,
but the prese:ce of noise czn be a problem if low light levels are
used. erious experimental arrsnoements haveé been tested in which the
diodes have been pulsed., ~wuch systems, using modulated light, need
not be affected by wide changes in smbient light levels. A dis-
advanfage however is that, for a given peak optical signal, the pulse
frequency is limited by the rating of the diode, and this limits the

response of the demodulated signal.



It is simpler not to pulse the diodes and the problem of
obtaining suitable light levels at the transistors may be overcome by
other means, without using 'high' power LED's. The problem is basically
one of light utilisation. When wide optical engles are used, only a
small part of the emitted light is used. The use of fibre optiecs

could therefore provide a solution.

5.4.3 Systens Using Photo=-thvristors

An importsnt .eature of the zbove optical method is thst a single
device could be used both to detect levels and be part of the driving
circuit. If this is a photo-transistor the low poewer handling
capabilities limit their use in this manner to verj smzl1l .machines.

Power-photo-transistors do not eppezar to be available end light-
activoted switches or other similar devices are unsuitable. However,
if a photo-thyristor is used the reduciion in the amount of hardwere
is such that it would often be feasible to mount a2ll the components
along with the disc inside an extended motor enshield. As an exemple,
Fig.5.14 shows a lcliurray-Bed:.ord type of inverter znd a bifilar wound
stepning motor. The complete phase angle control system could be
regarded 28 a single module. Protected from stray light and dust,
with 2 minimum of circuitry, it would be well suited to en industrial

nvironment and require little maintenance.

5.4.4 Conmbining Cptica2l and Flectronic Methods

By combining the optical and eleétranic_methods, a wide choice
of phese angles can be obisined with a reasonably simple system.

Suprose that the optical method could be used to give & choice
of n phase angles and that the electronic rmethod, when used separately,
gives & choice of m phase angles. “Yhen combined, these methods can
give a choice of up to nxm phase sngles. The 'combined uwethods! is

therefore considerably more effective then either method used separately.
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As an example, consider the combined method applied to the
inverter circuit of Fig.5.3. 'E' is given in terms of the thyristor
gate signals by Table 5.6.

With four position signals, as shown in Fig.5.15 eight phase

angles are possible using logic.

6, G, G5 ¢, E
0 0 0 0 0
0 0 X X 0
X X 0 0 0
1 0 0 1 1
0 1 1 ol

X = either state
Table 5.6

When the inverter weos described, the driving signals used were,

D, = G = G@ sivene (5=T2)

D2 = G2 = G3 serene (5-73)

ﬂ
For a pulse width of 3 /4 in E the driving signsls would have
the form shown in Fig.5.16(a), but this is not the only way of producing
the desired form of E. An alternative is to use the position si gneals,

without processing, and to define,

D = G = G_' ee s s n (5‘-74)

1 1 3
D2 = G2 = G4 ses s (5‘75)

Reference to Fig.5.16 ond Teble 5.6 will show that this alterustive
produces the scme result. Table 5.7 shows the driving sigrel functions

for both cases.
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(2)

(e)

(b)

&l 3.4
D& :Ga =G-a
2 2 3
D. =G. =G
bl bl b4
D, =G, =G
b2 b2 b3
B
a
s
Da =Ga =Ea
J i 1 3
Da =Ga =E;
2 2 4
D. =G. =G
bl bl b3
D, =G, =G
b2 b2 h4

-

Fig.5.16 Alternative Driving Sequences (a) znd (b)
Producing same Energisation Sequence (c).



If U V V represent the electronically slected phase angle,

then driving signals can be expressed as,

D =P U0Wa+p, OVWW+p, OV +P. O

8y 2 %, 4 1
P IV P '“‘I'.- P, 11.'.‘ Vi ee s snee -
+ P, 0T + P, UTW + B, UVW + P, UWW (5-76)

and similarly for Daz. Dbl and Dbz.

These functions are readily generated using MSI data selectors.

The position signals can be obtained using the optical method
with four photo-trensistors spaced as in Fig.5.13, and a single LED
would give the above choice of eight phase angles.

A further diode placed at an angle 2§ from the previous diode
would give a further eight phase angles, displaced from those above
by the angle §.

Using eight diodes spaced7716 apart a full range of 64 phese
&ngles can be obtained in increments of 1732. If that part of the
phase angle which is obtained optically is represented by bits XYZ,
then it is required that diodes O to 7 be selected according to the
binary value of XYZ. This is readily achieved using 1SI with & unit
such zs a 2-line to 4-line decoder connected to give "1 of 8"
selection as shown in Fig.5.17.

Therefore using only five integrated circuits a choice of 64
phase argles is available by the setting of a six bit word at the

interfsce.

5.5 CONCLUSIONS

. The use of the thyristor as a driving circuit eiement has been
discussed with reference to the probable deveclopment of pover
stepping motors. Some basic inverter circuits have been ®eviewed and
fheir limitations for this application explained. A cyclo-inverter

circuit that was developed for a closed loop stepﬁiﬁg motor éontrol

e L L
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system has also been described. The technique of phezse sngle control
has been reviewed and & digital method of accurate phase control vresented.
The above method of phase control was used with the inverter drive
described in Section 5,3. The relevant optiimum conditions are therefore
derived in Section %.3.3%, but with Owo kept constant at 135O as shown in
fig.5.16(c) (compare with iig.3.3) This is convenient to achieve in
practice and is very near the value of 1330 which was found to minimise
Pcu as shown in equation (3-126) and to minimise PFe zt high frequencies
es shown in equation (3-131).
The closed-loop drive formed part of the computer controlled systen

described in the following section.
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6. A COMPUTER CO 'TROLLED STEPPING MOTOR DRIVE SYSTEHM.

6.1 INTRODUCTION

To obtain optinum performance it is essential that a closed
loop stepping motor drive, such as that described in the previous
Section, be eifectively controlled by maintaining the correct phase
angle and level of drive forcing at all times. In order to compute
these it is necessary to determine shaft position, velocity and
possibly torgque or even winding temperature.

One of the duties of the controller is to estizate the time at
which the transition from acceleration to deceleration should be made
and to generate a 'directing signal'! giving the demanded directions.

The controller is likely to take one, or both, of two forms:-

i) A small special purpose computer (i.e. 'wired logic circuits')
or ii) If it is convenient to access a larger gereral purpose
computer,.this may be used on a time shering basis. (i) is essentially
a hardwaere approach, whilst (ii) requires soitware.

Although all the controllers duties may be carried out on a time
shared genersl purpose computer, some of the operations can also be
done by a certain amount of logic at a more local level, thus leaving
the ceniral vprocessor free for more important duties.

The relative proportioning of the control function between
central and local levels depends upon the relative cost of the hardusre
involved and uvon the value of c.p.u tine and will vary from one
application to another. It is generally easier to estimate the cost
of performing operations at a centrasl level, than at a local level,
once the nuzber of required computations are realised. Thus, in order
1o decide_upon the cptimum configuration it is necessary for the user
to be sware of, and to closely consider; operations that can be

carried out locally without undesirable complexity.



The 'minor loop' function of deriviing the driving signals
from the encoder signals is simple to implement locally, as mreviously
described in Section 5.4, at a cost ihat is probably less than the
cost of linking these signsls to a computer. It is therefore very
unlikely that this will be performed at other than a loecal level,
whatever the cost of c.p.u. tine.

The task of keeping a record of position is also unlikely to be
suitably assigned to a central coantrol, since it would demand close
monitoring and would require some c.p.u. time at each step change,

The operation of deriving phase angle and current level signsls,
in terms of the measured variables and the ﬁirecting signal' is not
gencrally suited to the local level of co:trol. An exceﬁtion to this
is the case of a sirple function derived from only one variable such
as velocitysﬁ.

The generation of the directing signal is an operation which can
be carried out completely at the local level of control if a single
ap-roxinate switching boundary is zcceptable. Although this would be
inadequate vhere wide changes in the load characteristics are oresent,
In the System to be described, which is shown in Fig.6.1 the switching
boundary may either be generated locally or from the central ccﬁtralier.
When zenerated locally the characteristics of the switching bourdary
may be changed by the central controller as required. This gives a
flexible system requiring a minimum of c.p.u. time and allowing

edaptive features to be incorporated.

6.2 MEASUDELTT OF SYSTIM VARIABLES

6.2.1 liessurenent of Position

The method of using the position signals from the optical encoder
has been described in chapter 5.4. These signals =2lone do not

uniquely define the position of the shaft. Further logic ecircuitry is-

S
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required to detect the direction and magnitude of shait movement and
to provide the necessary memory, in the form of a counter, to record
the angular displaceqcnt relative to some given datunm.

It is essentiel tnat the counter circuit is not affected by the
presence of noise on the encoder signals. It is also desirable that
the signals to the inverter, derived from the encoder, are free of
noise. The circuit shown in Fig.6.2(h) using line drivers was finally
adopted since this was found to give good noise rejection. Some
hysteresis can be built into the encoder to take away much of the noise
present when a change in light level occurs at the photo-transistors,
and noise from the p.wer circuit can be further rcduced by suitable
screening, but these methods are insurficient to guarantee reliability.

To measure position reliably, it is essential to check that the
set of signals from the encoder are not only a 'lezal' set but that
they are the next in sequence to the previously accepted 'legd' set of
signals. For each accepted set of signals it nust 2lso be determined
whether it is .he next legal set in a forward sequence or ihe next
legal set in a reverse seguence, and the counter must be upda%ed
accordingly. Safegards must also be taken against the signals
changing state during the short time between the stages of checking
and acceptance.

The method shown in Fig.6.2(®) was devised to achieve these aims.
Incoming signals PH1, PH2, PH3, PH4 derived from the photo-trensistors
are sampled and held on the latch L1 which is operated by phese 1 of a
two phase clock 2t a relatively high frequency (100kHz in this case).
The latched signals PL1l, PL2, PL3, PL4 are then compared with the
signals alre dy stored on the second latch.LZ.

-Leggl sets of latched signals, according to the contents of
latch L2, are shown in Table 6.1.

The sequences of legal sets are not only cyclic but each set is

L2210
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CONTENTS OF LATCH Ll

CONTENTS CF

LEGAL SETS IN
FORVARD SZQUENCE

LEGAL SETS IN
RLVERSE SLQUE!CE

LATCH L2 (F = 1) (R = 1)
0 0 00 oEds 0f 1 17070 0
0 0 0 1 R A 0 0 0 0
0 0. I S SN T 0. 0.0 1
¢ . 1l T | 0 0l
S LR . | fe-1 Lm0 0 1.1y
I, 100 p I T S
3“3 100 10 1,000 : T I L
1 00 0 0 oo -0 1 1000
Table 6.1 LEGAL SIZuS OF LATCHED SIGNALS

ACCORDING TO THE COQUTENTS OF

LATCH L2.

4 &4,
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easily related to the next set in the sequence. The sequence
checking logic is therefore very simple and is shown in Fig.6.3.
Referring to Toble 6.1, the signals PL are the next lezal sets in a

forverd sequence (F = 1) if,

(pL1 @Prc2) + (rL2@Prc3) + (PL3EDrcs) + (PLAEPFCL) =0=F .... (6-1)

and if the signals PL are the next legzl set in a reverse sequence
(R =1) then,
(pr1 @Prca) + (pL2@Prcr) + (pL3Drc2) + (PL4PPC3) = 0

R e [652)

The signals F and R can also be expressed as

F = (pL1 @rc2)(pr2 P Pc3) (PL3 @DPC4)(PL4 @ PCL) coes (6=3)
and
R = (PL1@Prca) (PL2 PFI)(2L3 @FC2) (PLAE) PC3) vionoi (G=4)

If F=1or R =1 when a pulse occurs on phase 2 of the two
phase clock zn outgoing pulse is generated from a monostable on either
the 'up' or 'down' lines to the counter, respectively. A pulse on
either of these lines then causes & further pulse to be generated,
operating the latch L2.

Data, checked and accepted, on latch L2 will now be the same =s
th t on 1=ich L1, setting F = 0 and R = O until a pulse from phase 1
of the clock causes & new cet of data to appear at latch Ll and this
is checked with the new co:tents of latch L2, and so on. Cnce latch
L2 contains one of the lecal sets of signals shown in-Tableb.] only
adjacént sets in the series will be accepted as shown in the Karnsugh

map in Fig.6.4. Such a system has a very high immunity to noise on

the incoming signals.
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It is necessary that the initial contents of latch L2, when
the apparatus is first switched on, is the same as the set of
signals at latch L1, and that these are legal, before setting the
counter to give the reference position.

If latch L2 ever contained any cne of the eight illegel sets
of signals then only further illegal signals, in a certain order,
would be accepted. This is because the eight illegal sets when
considered in a particular order give a closed sequence which can be
'passed through' the latches when checked by the logic using
equations (6-1) to (6-4). Thus. the logic accepts two sequences
(covering 211 16 =.ztes)

i) The legal sequerce, given by any one of the columns in

Table 1.
ii) Tﬁe illezzl sequence;=-.... 0101, 1011, 0110, 1101, 1010,
0100, 1001, 0010, 0101 ....

The purp.se of the sequence detection circuit shown in Fig.6.5

is to determine if latch L2 contrins any oné{%i‘sets in the illegal

8equence, and this is detected by the condition SD = 1, where,
SD = PC4.(PC3. PC2. PCl + PC3(PC2 + PCL))
+ PC4 (PC3 (PC1 +PC2) + PCl. PC2. PC3) sisis Losb)

If 3D = 1, then the following clock pulses from phase 1 of the
clock operate both latches until the contents of latch L2 are legal.

Latch L2 could have been initiszlised manually end the sequence
detection circuit should not be needed, but, its inclusion =zl1so
safegerds arainst the risk of a supply line transient changing the
contents of latch L2 so as to lock the signzls into the illegal

sequence.

vhe circuit ilhereiore only responds to legal sets of signals,



and only when in the correct sequence. If noise is present on the
signals from a photo-transistor when a change in logic level takes

place such 2s the series of samples
sseivie UEL, 0013, 0OLid, 0011, 0111, 0011, 011X, O1l1) is.ceeo

then alternating ‘'up' and 'down' pulses are generated to the counter
and cause the least significant bit to alternate but this finally

settles at the correct level.

6.2.2 Messurement of Velocity

The most convenient methods of estimating shaft velocity is
likely to mezke use of the positional information alresdy available
rather then to use a separate velocity transducer. There sre two
basic methods to dete:mine velocity from the position signals;-

i) The position pulses are fed into a counter which is
periodically reset. The contents of the counter immediztely before
resetting is proportional to the velocity. The constant of
proportionality is the reset pulse frequency, which can be used as a
scaling factor.

The disadvantage of this approach is that to obtain a high
resolution recuires e low reset pulse fregquency and therefore the
measurenent has a slow response to changes in velocity. Consequently
to obtain a faster response a reduction in resolution must be accepted.

ii) The tire between successive position pulses can be
determined. This can be done by feeding pulses from a high frequency
clock into a counter znd using the positién pulses to'reset the
countér. The contents of the counter immediately before resetting
is inversely proportional to the velocity.

The disadvantage of this method is that it is not simple to

+5% .
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obtain the reciprocal of the counter contents without using the c.p.u.
Resolution and speed of response however can be much higher
than is possible with the previous method and is limited only by the
frequency of the h.f. clock and capacity of the counter. The response
time is that of the time between consecutive pcsition pulses,
In the system to be described it was not necessary to measure

velocity directly in order to gencrate the switching function.

6.2.3 lMe=zsurement of Torque.

Various methods of torque measurement are available but for
conirol applications those methods that are restriéted to ‘the measure-
ment of static torque are unsuitable. Dynsmometer methods which
introduce and measure a load on the machine are also unsuitable,

Two ways of obtaining the torgue developed by the motor are,

i) By mounting = transducer on the shaft or coupling.

This has the disadvantage of requiring slip rings or other mesns
of transmitting the transducer signal,

ii) By cradle mounting the motor end measuring the reaction
torque transaitted from the motor frame.

This would gencrelly be the more convenient method,

Ideally measurements should be of the 'instanteneous' developed
torque, requiring a transducer with a very fast response. For a step
chenge in torgue the transducer output should have a rise tive of a
millisecond or so. Four types of traﬁsducers to be considered are,

(i) Wire Strain Geupes. The response of a sprirg loaded linear

variable displacem.nt transducer is limited to frequencies that are
much less than the ..-tural frequency determined by spring stiffness
and motor .mass. Alternctively, wire strein gouges nounted in a load
cell or losd ring huve responses which are typically limited to 100Hz

or so.



31 Piezo-dlectric Transducers have a very wide response
& P ’

typically up to 20kHz. Unfortunately this does not include d.c. and
therefore they are only suitable for transient torque measurement.

To obtain instanteaneous torgques this transducer would have to be used
in conjunction with another tronsducer giving stezdy state torques;

a combined method would present some difficulties.

(iii) Piezo-Resistive trensducers have a reasonably wide response,

including d.c. and they were used for the torque measuring system to

be described.
Fig.6.6 shows the type of piezo-resistive transducer used.

They are commonly called 'pixies'37 end are constructed of p-type

silicon mounted on a substrate which simultaneously provides mechznical

clamping and electrical connections. The maximum force 'F' shown in
Fig.6.6 should be about 10 gm. =nd within this range the linearity is
within 1%. A proof force of 40 gms. gives a generous overload
capability compared to conventionzsl wire str-in gauges,

The compliance of the device is about 1.4)um/gm at F so that if
forces gre=ter than 10 gm are involved the pixie must be mounted so
that the movement of the substrate is about 14 pm, which is
equivalent to a force of 10 gm directly applied to the substrate at
'F'.  An exanple of this is shown in Fig.6.7 where two pixies zre

clamped either side of a beam, using prirted circuit board for

electrical connections. The non-clamped ernds of the pixies are fixed

to the be=m using an epoxy resin.

Various schemes usicg this principle were tried with the beam

either being rigidly fixed to, or forming the shaft torque bar. Grect

care must be exercised when mounting pixies. The flatness is not

controlled to & close tolerence during manufacture and it is advisable

to select those devices with a curvesture which will not csuse breakage

by clemping. The gruges form two arms of e bridge circuit and when

L e,



Fig.6.6 A 'Pixie' piezo~-resistive transducer.
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one guuge is in tension the other is compressed, and visa-versa.
Sensitivity was about 0.14“/9 for a2 full substrate movement of
14 um.

The main limitations ol these schemes were,
(i) The presence of resonance due to the natural freguencies of .he
mechanical structure.
(ii) &Signals were obtained from the bridge when other forces/
movements occurred in almost any part of the mounting or adjacent
structure.

These effects interact and the bridge output signal resulting
from a step change in shaft torque becomes very complex to analyse.

The presence of resonances is unavoidable and to cbtain a wide
frequency response the natural frequencies must be designed to be as
high as possible and electrical filtering used to minimise their
effect. The resonant frequency of the substrzte is =zbout 6kHz but
it is the mounting which determines the overall characteristics of the
transducer output. If low natural frequencies are to be avoided a
very rigid mechanical structure must be used. This means a reduction
in sensitivity since there will be less movement for a given torgue.
The problem then becomes a compromise between a high rigidity and an
output of a measurable level above that of any noise present.

The inherent thermal noise from the transducers is approximately
4 pVr.m.s. over the range 300Hz to 5kHz and this would normally set a
lower limit for the sensitivity of about 100 mV/ii-m. In view of the
possible interierence of electrical noise from other parts of the
system screened leads are necessary and it is also advisable to raise
the limit for minimum sensitivity to at least 1 mV/ﬁ-ﬁ.

Even at this level small variations in ambient temperature of

(o) :
2°C or so can cause a 1mV change in output unless some temperature

compenssation is used and this is most difficult with low sensitivities.
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A new arrangement, shown in Fig.6.8 largely overcame these
limitations, Cne end of the motor wes supported by bearings so
that it was free to rotate whilst the other end of the motor was
rigidly attached to a special torque bar which was suprorted at its
ends and so limits perceivavle rotation of the motor frame. The
torque bar also sunports the weight of the motor at this end, and
on it were mounted four pixies in =a bridge circuit.

By bonding each side of the pixies the mein force applied to
the pixie is zlong its length, instezd of perpendicular to this, arnd
a goin in sensitivity of greater than ten times cen be achieved for
the same movenment. A lengthwise movement of l)um Tor one half of the
pixie gzuge, relative to the other half is equivalent to & movement of
more than 10 um =zt F in Fig.6.6.

Although pixies are uot usuelly used in this way the only
objection to this method seems to be that the input energy to the
transdncer.neeis to be fer greater since the substrate must also be
stressed. This is not a serious disadventage in this application
since the input energy recuired td stress the substrate is regligible
in comparison to that required to stress the structure on which it is
nounted.

Consider three mutually perpendicular forces acting separstely
as shown in Figs.6.9(i) to 6.9(iv). The resulting forces on the
pixies is in every case such theat no output is obtained from the bridge.
In practice there is some output as 2 result of different sensitivities
and unecual stressing of the individu=l gauges‘but thisis much smaller
than with the earlier arrangements,

Likewisc =zn external force actinz upon .he motor or the mounting
fromework, in =ny other direction will produce a similar result, since
it can be resolved into these three compﬁnents.

Now consider a turnins movemcnt about the axis of the motor as



OFFSET
ADJUST

(vi)

.Fig.6.9 (i) to (v) Result of various forces on trensducer
mounting structure.

T = Tension C = Compression

(vi) Electrical arrangenent of gauges,
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shown in Fig.6.9(v). Gauges 1 and 4 will be in tension while

gauges 2 and 3 will be in compression and this ig the combination
required to produce an output from the bridge circuit. The arrange-
ment nas & low semnsitivity to sll forces except those producing a
turning moment about the motor shzft.

The response to a step in torque with a simple pessive low
pass filter is shown in Fig.6.10. To obtain the step in torque a
weight was suspended by a single strand 2f cotton festened to a stud
on the motor frame. The stud weas machined with a groove which was
accurately positioned at a known distance (5 cm) from the axis of the
shaft and was also used for calibration.

With the cotton at near-breaking strain, this eventuslly snapped
and the bridge output was recorded on a storage oscilloscope. The
rise time of about 1 ms was satisfactory and the sensitivity obtained
was 71 aV/i-m. The range over which linearity is within 1% was up
to about 3.5 N-m, which is fer greater then the meximum motor torgue,
The meximum torque (equivalent to the movement produced by a proof
force of 40 gus a2t F in Fig.6.6) is about 14 N-m, giving generous
overload zllowance.

The largest source of error was now due to creep end of the corder
of 10% when overloaded to 2.5 N=-m for 10 minutes. A smgll error was
also detecteble due to chznges in smbient light intensities, but this
was easily overcome by surrounding the pixies by light shields as shown
in Fig.6.11.

Otherwise accuracy wes sbout 1% for tordques up to 1 N-m and with
moderate tempercture variations of + SOC about 20° C. Due to the
high sensitivity this was zchieved without the necd for temperature

compensation.

- e



L2,

TORCUE 1
READING

(2) 05

N-m

O —
o 2 3
TIME mS
i
lka | 10k=a
(b) v : B o
b = == UTPU
3 E‘F o1 uf %
TRANSDUCER : Lo g

Fig.6.10 (a) Response to step in torque.

(b) simple filter arrangenent used.



154.

18117

* I90NPSUBIY

anbxog

U3 TH

J09 0w

3o

I801T3do pum
MBTA OPTIC




6.3 A DIGITAL SWITCHING FUNCTION GEN_RATCR.

6.3.1 Implementsation of Optimal Switching.

The theory of optimal switching and of optimal control in
general is far in advance of current practice and it is the develop-
ment of methods for implementing the theory which is of concern here.

It is assumed that some optimum driving function has already been
derived end that this gives 'minimum time' conditions, i.e. time
optimal control.

The optimel driving function will be derived from switching
between two driving functions each derived from the state variebles.

One of these functions will produce maximum 'forward' torgue giving
meximum zcceleration and the other function will produce maximum
'reverse' torcue giving maximum deceleraticn.

We shall consider that the above switching strategy is to be
adopted over the grezter part of the slewing operation. When the
final step position is closely approached, a slightly different
strategy mazy be required to maintasin the time optimal condition,
though this largely depends upon how the acceptable final conditions
are defined. If an exact foruulation of the switching bouudary is
available, an enproximation tc this boundary m2y be most useful.

This may be obtained either from practical results obtained by trial

and error or from a simplified analysis. Although an exact formulstion
of the switching boundary may be zvailable, the usefulness of
incorporeting this into the system becomes quéstionable.

Computing 'power', and speed, required sre factors to be considered
in the assessment of system cost when studying the fe;sibility of
alternative systems, The proctical and theoretical problems essociated
witp implementing a2 switching boundsry based upon an exact solution

are imunense. We 'will not dwell on these here since at present it seems
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more important to study the much wider range of applications where
'near optimal' switching is required and where the cost of the
controller is somewhet limited.

In such cystems the optimal switching becomes that based upon
an approximation to the otherwise ideal switching boundary. The

clasical example is the boundary given by,

9 = k w |w| LRI (6-6)

This has been used in przctical systems and examples of this can be
found in meny textbooks. The switching function can be generated by
methods using tachometers or resistor-diode networks (arringed to give
a parsbolic characteristic).

Although these anszlogue methods have been popular it would be
appropriate in = digital system, to use & digital method. A computer
could be used for this purpose but this may not be desirable if a
simpler alternztive is available,

The method to be described is & means of generating an spproxi-
mete switchi g boundary using relatively simple logic circuitry. It
therefore :=1so hes a more general application to a wide range of

digital servozechanisms,

6.3.2 Digital Generztion of the cwitching Boundary.

Consider the circuit shown in Fig.6.12. ° The input S1 is taken
from the second lecst significent bit of the position counter =nd czch
change in level renresents an engular displecerent of two steps. The
least significant bit could have been used but this signal could hcve
pulses due to noise os discussed at the end of Section 6.2,

Jacﬂ 2lternate change in level of S1 enables the input to a

binary r:te multiplier BRM1 for = preset time te which must be chorter
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than the minimum period of S1. The input to BRM1 is from a clock
with a preset frequency fc wvhich is high, so that each time BRIl is
enabled a number of pulses are accepted from the input. The other
input to BRIl is a per unit sczling fzctor Sc which defines the
ratio of output pulse razte to input pulse rate. The pulses at the
output of TRM1 are fed into a second binary rate multiplier BRM2
which has a scaling factor set on a latch. The latch is regularly

reset with the contents of a counter azt a frequency of —%— which is
F i

relatively low in comparison to the stepping rate overall but the
finel step or so of slewing. The input to the counter is the signal
S1 and the counter is resest to a2 value K shortly after the latch has

been reset. This ensures that the latch contains the maximum count

obtained during each period of tr'

During the period tr’ between suc.essive reset pulses, assume
the motor has taken n steps in either direction. The stepping rate

u% is therefore given by

t suussslGaT)

Let there be m pulses per step fed into BRI1, determined by te
and fc. Over a vperiod tr there will ve m x n pulses fed into BRM1
and therefore

Output of BRMN1 = m n S¢ pulses seses (6~8)
while, over the same period, |
Contents of counter = K + n vesse (6=9)
and, £he outpat of BRM2 is given by

N =mmn SC (K +* n) . LRI (6—10)

using equation (6-7),



2
N=k (w]| +k, w vesns (6=11)
where,
k, =mt, ScK ssoes (6=12)
and,
2
k, =n t_° Se sesse L G=13)

Equation (6-11) represents the switching boundary in the form
of the iirst two terms of a power series in Iag‘. Using edditbnal
circuitry a higher order switching boundary could be obtained.

When used in conjunction with direction detecting logic supplying
the sign of{ps, this can be used to obtain a switching boundary,

expressed by a modified form of eguetion (6-11).

N=k1u§)+k2ws lwsl cssae (6""14)

This is a more gencral fPrm of boundary than of the form given
by ecuation (6-6). The parabolic form of boundary is easily
obtained by setting the condition K = 0.

The linear term is produced by settius the load inputs of the
counter and as such does not involve any additional circuitry over
that recuired to produce the parabolic boundary.

With the appropriate perameters 2z system generating the boundary
of equation (6-14) should k 2t least as effective as one using a

boundary of the form in equation (6-6).

6.3.3 Switchine Point Detection.

The switching boundery generation circuits give-an output with a
total of N pulses after every tr seconds. The switching point
detection circuits must compare the value of I with the present
position. Tne switching decision is taken with regard to the present -

quadrant of the phase plane, decided by the signs of position and

- D



velocity, and as to whether N is greater than or less than the
contents of the position counter.

This is the purpose of the circuit shown in Fig.6.13. A
16 bit counter is loaded with the inverses of the 16 bits of the

position counter denoting magnitude. Over the perid tr the

counter counts ‘up' towards zero. Immedistely before zéro is
reached the counter will be full and all the outputs will be high.

If this occurs, further input pulses to the counter are inhibited and
flip-flop FFl is set denoting that N is greater than the contents of
the position counter. This defines the switching point pérameter

SP = Q. FFl remains set after the end of the period tr’ since the

direct setting overides the clocked input.

If the counter zero is not resched by the end of this period
the clock input to FFl clears the flip-flop denoting SP = 1 and the
counter is sgain loaded with the complemcnt of the position magnitude
and the sequence repeats.

The 'up' and 'down' inputs of the position counter are fed into

baf

flip-flop FF2 and the output of this gives the sign of velocity

according to,
UD=1 denotes an 'up' count in position, therefore a positive velocity
UD=0 denotes a 'down' count in position, therefore a negative velocity

The sign of position is taken from the sign bit of the position
counter and likewise,

SN=0 denotes a positive position

SN=1 denctes a negative position

Consider rig.6.14 the switching function is given by

SB = UD.SN.SP + UD.SN + UD.SN.SP i) 6t

where,

10U
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SB 0 for maximum acceleration

SB =1 for maximum deceleration shown by the shaded areas

in Fig.6.14 and 6.15.

It is interesting to note that the eight sections of the phase
plane disgram, defined by the spaces between the intersecting axes
and parabolas, actually form a Karnough map with unconventionzlly

shaped cells. Fig.6.15 may help to clarify the comparison.

6.3.4 Final Step Positioning.

When the final step is reached, indic=tion of this is required so
that appropriste sction may be taken, such as switching to a phase
eangle of zero e&nd for switching certecin circuitry38 which will give a
good settling time for the finel step.

In some zpplications associated equipment could be activated by
this signal when the final s tep has been reached, without the need to
wait for the next session of communication with the central controller .

The circuit of Fig.6.16 therefore gives this indication by
meking ZD = 1 when within one step of the final position. If the
final positionel accuracy is much less than one step then obtaining
a good response for the final step will be important. Switching
directly to a phase angle of zero can produce a response for the final
step similar to that produced in open loop and under these conditions
stepping motors cen have & very oscillatory response with settling
times up to =bout =& second.

The settli g of the final step will be & greater proportion of
the total slewing time when slewing over a smell number of steps.

The phase angle can alternste between positive and negative phzse
angles during the last step. This method is equivalent to 'electronie

damping' methods alrecdy established.
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Other methods of improving damping to obtsin low settling ti.es

are currently being developed.

6.4 CONTROLLER-COLPUTER I’ TERFACE.

6.4.1 The Digital Link.

Information is exchanged between loecal and central controllers
by mezns of a digitsal link. The parallel trsnsmission of 18 data
bits (one control word) cen be carried out in either direction and
tekes only a few micro-seconds. The input-output control circuits
for the digitzl link are outlined in Fig.6.17 2nd can be considered as
a two-way buffer betueen the input and output lines of the loecal
controller and the input-output bus of the PDP-9 computer. The
circuitry provides for & program inte:upt request to be passed from
the local controller to tne PDP-9.

The PDP-9 addresces the digital link by sending appropriate
device selection signsals. Tuese can transrer the input-output timing
pulses to either the input or output circuits, depending upon the code
used.

Signals from the local controller can be transfered to the input-
output bus and reed into the accumulator of the computer, or, the °
contents of the accumulator can be transferred by the I.0. bus to the
outrut circuit register to be read by the local controller.

In sddition two control bits CBl &nd CBZ_can be set by the
approprizte code, The control bits and output register nay be
simultaneous;y cleared.

The digitsl link thus orovides effective communication between
local end centrzl co.trollers. Alternatives to the form of link just

described are,

tiue

o]

(i) Tne serial transfer of data. Data transferred one bit at



requires more time than data transferred in parszllel. This results
in a sav¥ing in input outrut lines, but would use =bout the same
amount of circuitry The increused speed obtained by the parallel
transfer was therefore considered to be justified.
(ii) Direct memory access, This is the ideal method in terms of the
possible rate of transfier of information. The contents of selected
registers in the local controller could be transferred directly to a
selected address in the memory, =nd visz-versa. This would have neant
mejor modificetions within the computer, and the transfer times
achievable by the method adopted were considered adequate.

For experimental purposes the sign:ls to the input of the local
controller can te selected from two sources;-
(i) from the digital link when the central controller is used.
(ii) from the front panel (menually set switches) of the local
controller when manual control is used.

Both sources use the same potation of coding and the input

signels zre thnen fed into input selection circuits.

6.4.2 Loeczl Zorntrolier Input=0:tout Circuits.

The purpose of the input selection circuits is to decode the
incoming 18 bits to the local controller in terms of one of the
controller parcaeters snd its value, and to assign this accordingly.
The parameters to be controlled in this way, and the number of bits
required to define the value are;= 5

(i) Position counter, sign and magnitude - 17 bits.

(ii) Ph-se angle - 6 bits
(iii) Current level - 4 bits
(iv) Boundary scale - 6 bits

(v) Boundary constant - 12 bits

e



The essignments used ~re shown in Table 6.2. The 18 bit word is
comnposed of a memory address code, which is either 1 or 3 bits long,
and the remainder of the word defines the value of the paremeter.

The input selection circuit is shown in Fig.6.18. The
parameter selection decoding circuit shown in Fig.6.19 operates the
letching/loading sign:l and the value of the parameter is then placed
in the appropriate store.

The parameters required to be sent as output data from the local
controller are;-—

(1) sSwitching boundary information, i.e. the switching decision -

Iihit. :
(ii) Position counter, sign and maguitude - 17 bits.
This informetion is allocated as shown in Table 6.3, with no

coding problems.

6.4.3 Input-Cutout Transfers.

If the computer is to be used to predict the state space
trajectory it is likely that scmples of position taken at regular
intervals will be most useful as this will simplify any calculations
involved.

It 1s zssumed that the computer is working in a tiue shearing
system and has some other work to do. More than one recl-tim
programme introduces the need for priorities to be assigned to
prograume interfu t requests but for sihplicity we shall =ssume that
the other work is not being corducted on a resl-time besis.

Sempling could e carried out using the computer to determine
the timing but it would often be simpler to let the local controller
issue programme interfwnt requests at reguler periods snd to use these
to initiate sampling. ICJntrol bit CBlIWaa used to enable the

issuing of the inteww>t resuest signals, Control bit CB2 was used
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Fig.6.18 Input Selection Circuit.
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MEMORY ADDRESS CODE/REGISTER INPUT DATA (FROM LINK)

(1 OR 3 BITS)

INSTRUCTION R17|R16 R5 R4 ... R R4 R3 R2 R1 RO
LOAD POSITICN O |85 -« &15 A14 eee A5 A4 A3 W2 K140
COULTER '

LOAD PHASE 1 0 0 U v Vil Y z
ANGLE
LOAD CURRENT 1 0 1 €L, CL. €L, €L
LEVEL Saplh W R
A UNDA 3 S 3 3
LO§3.§EU“DARY 1 1 0 sp5 ¢, sC; SC, S0, SC,
Al
LOépF35ﬁ§gnﬁY 1 1 1 Kjye- K K, X K, K K
il ed 4 SLLS z
TABLE 6.2. ASSIGNIENTS FOR DATA RECEIVED BY
LOCAL COi.TROLLER
OUTPUT DATA (TO LINK)
SWITCHING
BOUNDARY RELATIVE ANGULAR POSITION (STEPS)
INFORMATION
S5¥7 | 516 515, VBIE cewe 34 835 52 81 80
SB SN Al5  Al4 A4 A3 A2 Al A0
TABLE 6.3. ASSIGN..ENTS FOR DATA SENT BY

LOCAL COLTROLLER.




HNEKONIC CODE OPEZRATION

SKIP 702201 Skip on link flag.

SETB 702204 3et link buffer.

REA 702212 Read data from local controller.

SETCL 702220 Zrabl: interynpt reguest signals.

SETPC2 702240 Reauest local controller to read link buffer.
CLzZA:B : 702260 Clear buffer, CBl and CB2.

TABLE 6.4.

L]



to instruct the local controller to re:d data from the link.

A sub-vrogremme INPUT was used to read the output data from the
local controller upon receipt of an intermpt request and to allocate
values to the two variables according to the information received.

The variables, switching decision and position were then available
for other programnmes.

Sub-programmes LCNT, LPA, LCL, LBS, LBC were used to load into
the local coutroller the position, phazse angle, current level,
boundary scale and boundary constant respectively. A variable ueas
supplied, from another prozraun.e, to these sub-progremmes to define
the velue to be tronsferred and each programme sent the appropriate
code through the digitsl link and then instructed the locsl coxntroller
to accept it.

These sub-programmes were written in 2 low-level languege
KACRO-939 but can be .sed by programmes written in a high level languzage
such as FOﬁTRAN. A full listing of these -rogrammes annezrs in the
aporendix. In zddition to the standard rsnge of ACRO-9 instructions,
the instruction codes to operate the digitsl link are required, =s
listed in Table 6€.4.

The instruction code contains a gencral operation code 708, a
device selection code (in this case 228) and information on sub-device

selection and the »rogrzmming of the input-output transfer pulses for
function sel=ction. In the programmes a mnemonic was used to carry

out the MNACRO instruction.

6.5 COICLUJIONS

The duties of the controller have been discussed and the level
of control most appropriate for each has been suggested.

Schenes for tiie measurement of the system variables heve also

been prese.ted, .



The circuitry described for the measurement of position used
the signels from the optical encoder which were likely to coutain
noise. Sequence information was used to prod.ce a similar set of
signals, but vith a higher reliability for the phase angle control
circuitry, and to produce an acc.rate record of position.

The method of torque measurement can be used for transient ar
steady state torgues. A fast response and good sensitivity were
achieved. The particular arrangement in which the transducers were
mounted minimised the undesirable cffects of unavoidable interacting
forces in the mounting framework.

The switching function generator circuitry obviated the need
for separate measurement of velocity to define the switching boundary.
It sllowed the switching boundary to be defined a2s a second order
equation in velocity and to be implemented a2t a2 local level of control,
with the coeificients of the equation supplied either locally or from
the centrzl controller. This is of particulzr adventzge where there
are slow or occasional changes in the system cheracieristics, such es
those due to chenges in load or drift in the control circuits. With
additional circuitry a higher order of ecuation could be rerresented
but the simple circuitry used already rerresented a more general form
than the equztion accepted to be adequate in many znalog 'optimally!
switched systenms.

Information such as phase angle, current level and position
reference are supvlied to the local controller either locally or from
the central controller.

Additional function generztors supplying phase angle end current
level information at a local level, derived from veloecity would add
f;rthér flexibility to the system and if necessary it could then operate
reasonably well when i.devendent of central coutrol.

Methods of transferring inform:ztion between loczl and ceuntral



levels of control have been discussed and operztion of the digitel link
used here has been briefly described.

Figs.6.20 and 6.21 indicate the size of the controller and the
amount of hardware involved. <this does not seem excessive =nd could be
greatly reduced if this could be made using LSI.

All the various system elements so far described were built and
were operational and although the closed loop drive was working, it was
not run using computer control. A main Fortran program wss to bte used
to control the data to the local controller, using the tested HACRO
sub—programs, according to the calculeted optimum values. It is
unfortunste that this stage was not reached, due to l:ick of time, but

there is no reason why this should have presented any special problenms.

Many further enhancemenis to the system would then be possible and

|

some of these are discuzsed, with some suggestions for alternative

systems, in Section 7.1 that follows.
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7. CONCLUSION

7.1 Adavtive Systenms.

Some of the control methods covered in the proceding sections
are suitable for use in adaptive systems.

The changing of the switching boundary parameters to suit
varying load conditions is &n adeptive feazture that has already been
mentioned. These cihanges could be made by trial and error for a
given load over a number of slewing operations using a 'hill cliubing'
approsaci. The slew time, or some other index of performance could
be used to change the boundery pzrameters or other operating conditions.

Alternatively, the load could be identified by ceslculations
based upon measurement of the system variables. The switching boundary
or other operating conditions could then be adjusted accordingly to
give an optimum response. This method of control is likely to require
fewer slewing operations than the vprevious method before becoming
effective and the response to a change in load should be better. Also
a fixed load (initially unknown) could be accelerzted, identified, and
then brought to rest in an optimum wanner in a single slewing operation.
This would seem to be a very useful facility for many systems.

The mein difference likely to be encou.tered in a model reference
type of zdaptive system is that of obtaining a2 real-time model of
reasonable accuracy. Even the simplest models already presented are
unsuitable for real-time simulation on wresent day digital computers,

Three other approaches are possible :-

(1) A hybrid computer, using analogue methods of integration may
give a rezl-time mcdel of adequate accuracy.

{31} If a hybrid computer is inconvenient or considered to be too
eleborate for the purpose then the motor could be represe:ted by either

eanalogue or digital function gencrators, giving the single output

- g -
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variable - developed torque - in terms of the input veriables of
current, phase angle and velocity.

(iii) If 2 complex control strategy is to be used such that
computer tiie is at an absolute premium, digital function szeneration
may be considered too slow if accuracy is to be important, or too
inaccurate if simplicity is important. The direct measure .ent of
the developed torque wmay then be the best solution and a method such
as that described in Jection 6 2.3 is suggested.

lethod (i) is a step by step solution end is unlikely to bve
essentiel, whilst method (ii) is a multi-stepping solution and does
not provide informetion about 'inter-step trensients'. IMethod (iii)
is both a single and multi-step solution if the response of .he
transducer is adeguate.

An interesting example of an adaptive system would be a
temperature-adaptive controller where the motor temperuature sets the
control strategy.

A limitation in trying to force the machine performence is the
maximum veltage. 'Cirrent forcing' can cause over hesting and is
limited by the voltzge available. lMagnetic saturztion is a further
linit which ultimately restricts the torque that can be developed,
yet overzting well into saturstion can produce a large smount of heat
to be dissipated. At high stepping rates iron losses zlso prod.ce
onsiderable he=zt. A1l these effects combine to give high operating
temperatures. The acceptability of these temperatures will depend

upon tie inmportance of particular slewing operations.

T.2 Zveluation of Ontimal Systenms.

The erecs of work thzt lLave been covered in the preceding

sections and those considered to make a contribution to the subject arei:-
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(i) Modelling by the development of electrical and nagnetic
equivalent circuits:- This is useful for optimising the design of
the machine (which has not been covered) and for simulation studies
of the machine and overall control system.

The model established is counsidered to be an improvement upon
models proposed in previous papers. This section of the work wsas
completed during the first year of the project and it is interesting
to note that later paper513’49 have coufirmed the advartages of
referring to the magnetic equivalent circuit in forming a wodel.

The diversity of electromagnetic configur:tions for steprning motors
meens that unlike most other types of mechine, a single simple
electrical equivelent circuit is insufficient for all machines.

It is therefore considered important to be able to interpret the
duality in order to obtain an electrical equivalent circuit.

(ii) Optimisation of the cperating conditions:-~ The examples
given applied to unconstrained maximum torque -ard for the maxiumunm
torque constrained by given losses. Similar procedures could be used
for other objectives.

(iii) Thyristor drive circuits:- A cycloinverter type of drive
circuit has been presented that is considered to be suitable for
stepping motors.

- (iv) Closed loop control:- Optical, electronic snd combined
methods have been nresented. These allow control of phase sngle with
various de:rees of zccuracy, and =re coi.sidered to be simpler than
previous zethods. The coxzbined method in pafticular is considered to
be uniquie in providing a large number of digitally selected phase angles
by sinple means, .

(v) Computer controlled drives:- Problems of measuring system

varicbles aave been discussed and a uethod of measuring instantaneous

torque hcs been presented, and this is counsidered to be an improvement
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over other methods. An example of a conputer controlled drive has
been given, with special refere..ce to the problem of optimun
svitching. The digit:l generation of an 'adjustable' switching
boundary using simple logic is considered to be a useful contribution
to digital servomechanisms.

An evaluation of the degree of optimality of particular systems
can only be made by reconsidering these aspects of the system. By
making comparisons with altern: tive systems, according to his reguire=-

ments, the user will eventueslly arrive at the optimal arrangement.

7.3 Sugzestions for Further Work.

Much useful work can still be done in most areas, in particular
the following,

i) Motor Designi-

a) To be competitive, manufacturcrs must constantly attempt to

produce machines of higher pcrformance. The ability to accurately
model 2 mechine can save valuable time in design development. A
conputer aided design package to do this would therefore be very useful.
b) Improvements in the use of materials appear to offer possibilities
for higher performance.

For instance, the permenent magnet type of motor used here had
solid rotor caps. These, together with the solid outer stator, zccount
for most oi the iron losses. The trend is now to laminated rotors.

Use could be :(ade of improved magaetic materials such es the
‘rare e.rth -agnets' (samsrium, mischmetzl etc.) for the permanent
magnet.

| ii) Kotor Control:-
a) The inverter drive circuit suggested here is suitable for stepping
ﬁoLbru in that & wide operating frequency is possible. It is very

likely that further improvements can be.made in many other respects.,



In particular the waveform (and the noise) produced at low frequencics
is undesirable. This could be avoided by purposely introducing
forced commutation a2t low freguencies.

b) A varticular tyve of response (either for a single step, over a
number of steps, or for just the final step of a multi-step

operation) may be highly desirable.

The manner in which a few simple components, connected to the
motor terminals, can be used to modify the response suggests that
much can be done by invesiigating the use of filtering techniques to
obtain an optimum response.
¢) If the problem of developing a real-time model of ressonable
accuracy can be overcome a wide range of control methods would be
available.

The possibilities in these znd other aspects of stepping motors

meens that the suljesct still has considerzble scope for research.

1041,
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10. APPENDIX

).,1 MACRO Programme Listing.

PAGL 1

RSP wior—

12
1

12
13
14
15
16
17
18
19
29
21

22
23
24
25
25

S1LE=33924

T
i
L]

%]

o g
I VWU D W™ R DD DO e

———
N o~

S1LE=0H921

INPUT

DA
BA0 A1
A2

NAAA 3
AANAD 4
AARA S
AN A
AA3A7
D251
diall
Nl 2
Bod1 3
AAAl 4
dudl s
BI91 6
Agl 7
Adl24
33221
BAaa22

29223
N

AN ARG
98091
U EERG I B2

309463
(S0 RURS ]
FPEAS
HAL A
AN T
g1
AN
a1 2
JANT3
Qa0 14
73 £ 5 B e
AN LA

anar T
A1) 214
|\.:j

A AL L AR

A A

&R A XA

3

ERROR LIN

<
R

5rRC

1409 44
12123
6A0AY) >
13229 1
792212
iA2224
182244
dANI0S
A4499
1IA3N2
192220
142341
AAAZD T
TA2212
A60090 4
{44411
HH41)0)
1a)a324
AN 3
112254
743344
7999 42
4244339
AAAAAA
ANAN2 3

SRC

T a A an
120917
AUl 4
TA 2201 4
AANNIN
220004 3
Taadin
Ta20 16

‘T4t ayn

7437091
142729
T 41 458
34829
TA220 4
{4 44040)
$2191) )
£)A NN
A1 7
AN

INPUT

L oPkPAmE

-
e

> L PDPLDASPDADLPPDDDE

£S5

*

(5]
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sl TLE ENPel
«fHLUBL I NPULs « DA
AX

JA5% DA

JYMP <+ 3

SKIP=742291
READ= 2212
SEFCI= 112229
ClLEARRBR=T1122 64

A
=3

LCNT

)

Db LEPLADPL AT

bA P P AD

1%

A

eRRODK LINES

LCNT

A
A
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SETCIH

SKIP

JMP e=]
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~CL
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<A
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IoN
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«TITLE LCONT
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JHAP «+2

SETR=70228 4
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SE8
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(i1) A. Pughes, P.J. Lowrenson, MN.E. Steele and J.N. Stephenson.
PREDICTION CF STEPPING MOTOR PERFORIIANCE.

(Also published in Electrical Review, 1974, Vol.195 lo.5.)



SOME ASPECTS OF INVERTER DRIVEN
CLOSED LOOP STEPPING MOTOR SYSTEMS

R C Johnson

University of Aston in Birmingham

Birmingham, England

and

M E Steele

University of Leeds

Leeds, England

1. INTRODUCTION

Present electrical stepping motors
are considered to be small in comparison
to most other types of electrical machine,
but as improvements are made in stepping
motor design, and as more effective
driving methods are realised, it is likely
that larger machines will be produced.

Manufacturers have not yet indicated
such a trend, and some reasons that could
account for this are:-

(i) The hydraulic stepping motor is
already established for 'high-power!
applications.

(i1) Instability due to resonance would
be less acceptable in larger machines
where it would be more important to main-
tain high overall elficiency.

(iii) Suitable drive circuits for electric
power steppers are not yet sufficiently
developed,

Given a suitable drive circuit the
electric power stepping motor may offer
some competition to its hydraulic counter-
part.

The cycloinverter drive circuit
presented here, although developed for a

stepping motor has application in the

control of other types of synchronous
machine including the synchronous
reluctance type which has been of
much interest in recent years, It also
is likely that some future designs for
large stepping motors will stem from
this type of machine, which is already
well established and capable of being
operated as a power stepper.

Drive circuits of the type pro-
posed may also find application to
machines of all sizes where relatively
large amounts of energy are to be .
transferred for maximum possible
acceleration in a closed loop system.
The method of combining these circuits
into a closed loop system will therefore

also be discussed,

2, INVERTER CIRCUITS AND THEIR

LIMITATIONS

2.1 Choice of Switching Device

Stepping motors can be operated
from sinusoidal or switched supplies but
the switched supply is the most common
method of excitation. This is in accord-

ance with operation as a digital device

113



114

and also results in less nower dissipated
in the driving circuit. The power require-
ments for most stepping motors can there-
ore be handled by transistors, and at
oresent this is the standard method used.
n applications involving large stepping
notors, and in cases where considerable
orcing is to be used, the thyristor may be
ound to be a more suitable device,

Since the invention of the thyristor
n 1957 it has replaced other devices in a
/ide range of power circuits, including
he control of many types of electrical
1achine. It is not surprising that the
pplication of this device to the stepping
1otor has been somewhat neglected, since
1e basic transistor drive circuit is very
imple. Provided with 'diode protection'
e transistor can be safely turned 'on' or
ff' at any time, whereas thyristor cir-
1its present special problems which
>quire further discussion,

The price of power transistors is
nerally lower now than of a few years
0 and devices of higher capability have
>come available, so the thyristor should
't be expected to eventually replace the
ansistor entirely to drive small or medium
zed machines. The thyristor is however
pable of switching more power, for a
ngle device, and is preferable where
gher power levels are involved, especially
commutation can be achieved with fairly

mple circuitry.

2 Types of Inverter

For this application it is important
use an arrangement which will overcome

> disadvantage of a limited frequency

range generally associated with inverter
circuits, The wide range of operating
conditions for the stepping motor requires
an inverter to operate from d.c. to several
kHz. The facility to vary the output voltage
to give similar driving currents at high and
low frequencies may also be useful,

At low frequencies the parallel
capacitor commutated inverter shown in

Fig. 1 could be used. This circuit was known

LoAD

Zl'g s 7.4 Zlg

FIG.1, Parallel Capacitor Commutated

‘nverter,

as early as 1932 using thyratrons and operat-
ion on resistive and inductive loads has been
analysed by Wagnerl' 2 The circuit has
many disadvantages. A large ballast induct-
ance is required to maintain the continuous
flow of direct current and to limit voltage
overshoots, and in addition a large comm-
utation capacitor is required for operation
with inductive loads. The circuit has a
limited load range and needs a minimum
load to limit the peak voltage across the

thyristors. Starting the inverter is also



difficult because of the time required to
charge the large commutating capacitor.
As in many existing inverter
circuits of the past, thyristors were dir-
ectly substituted for thyratrons, but the
better characteristics of the thyristor
were not fully utilised by this direct re-
placement. The addition of diodes,
shown dotted in Fig. 1, gave an improved
zircuit developed by McMurry and
Bedford, which has been analysed by
McMurry and Shattuck3 The feedback
liodes in the circuit return reactive energy-
1ssociated with inductive loads to the d, c.
supply. The capacitor and ballast inductor
ire no longer required to store this energy
ind may now be smaller. The improved
nverter is less sensitive to changes in
oad or power factor and can operate over
L wider, but still limited, frequency range,
It is necessary to remove the lower
requency limit for use as @ stepping motor
Irive. This is easily achieved by simply
ymitting the transformer and using a centre
apped 'bifilar' motor phase winding,
Another desirable objective would
e to increase the higher frequency limit,
vhich is determined ultimately by thyristor
urn-off time, but commutation losses reduce
he efficiency at high frequencies and restrid
seful operation to about 1 kHz,
The capacitor must be large enough
0 apply a reverse voltage across the
hyristor during recovery but large currents
il be delivered during the remainder of the
ycle. It is possible to retain the charge on
ne capacitor until it is required for

ommutation by using the circuit of Fig. 2.

Lean

"+

'1G,2 Improved Capacitor Commutated
Inverter wit- Wide I'requency

Range,

This technique"zl has been analysed by Ward5
and has been shown to be suitable for opera-
tion over a wide range of frequency, partic-
ularly for drives where load resistance
increases with frequency. Although this
represents a further improvement, it was
concluded that "adjustment of the capacit-
ance as the frequency is varied must be
accepted as a necessity and that there is
the need to develop the means to do this
automatically'. No example was given to
indicate what frequency range could be
achieved in practice and so it may be of
interest to consider the views of other

later authors as to what constitutes a wide
variable frequency.

To some S, 150 Hz is considered
to be a typical maximum frequency which
will be improved upon by faster devices,
rather than from circuit improvements,
Another author7 could see ""no reason to

suppose that frequencies up to say 400 Hz
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e not practical with reasonable efficiency. "

High frequency inverters have been
veloped which are self commutated by res-
iating the load. These circuits are suit-
le for use above about 1 kHz because of
e need for a resonant circuit which carries
11 load current. The frequency may be as
gh as 20 kHz but is basically fixed, Some
iriation in frequency is possible by firing
e thyristors at a lower rate than the res-
1iant frequency of the circuit and a frequency
inge of 2 to 1 is about the maximum that can
> achieved with a tolerable waveform,

One method, appearing to meet the
>quirements of operation over a wide
equency, including d.c., is to use a cyclo-
mverter fed from a high frequency supply.
or many drives the cycloconverter is an
ternative to the d ¢ link inverter but for
is application the d ¢ link must remain
nce the cycloconverter requires a high
equency input. For operation from the
.¢. mains this implies three stages,

) rectification, (ii) h.f. inversion and
ii) cycloconversion, the latter two stages
>ing referred to as cycloinversion,

A circuit presented in 1969 by
obertson and Hebbara, described as 'a
ined circuit commutated inverter'operated
s a block fired cycloinverter in which inver-
ion and cycloconversion are not separable
tages., It is this type of circuit which will

e considered further.

A NATURAI.LY COMMUTATED CYCI O-
INVERTER WITH WIDE FREQUENCY
RANCE

= | Circuit Operation

Consider the circuit shown in Fig. 3,

which operates as a cycloinverter,

b

i Rl
Ve, =
I1G, 3, Naturally Jonunutatod Cyelo-

inverter (one piiasel,

I.et the capacitors have an initial voltage of
1/3 V4. If pulses are applied to the gates of
thyristors TH1 and TH4 current i, flows

through the commutating inductors Lc and
1
Leg s capacitors C2 and C3 charge and C1

and C‘1 discharge, The voltage across the

load rises to a maximum value between Vd

and 2Vd, depending upon the type of load.
The load current is then supplied from C2

and C'i‘ which also charge C!1
the d. c. supply current id reduces to zero

and TH1 and TH4 turn off. When the voltage

and C4, while

across the load has fallen to a predetermined
level, less than the supply, THI1 and TH4 are
fired again and the cycle repeats. TH! and
TH4 may be lired a number of times in this
manner,

The load current will be brought to



zero if no gate pulses are applied, or can
be reversed by firing TH2 and TH3 for a
number of cycles,

The inverter output can thus be
'modulated' at a frequency which is much
lower than the natural frequency of the
commutating circuit, and can easily be
varied over a wide frequency range by
simply altering the firing sequence., Fig. 4
shows the form of input current waveform

produced by the firing sequence chosen,

the output voltage being somewhat smoother,

4, Sketch showing typical Input Current

Waveform (two phases).

Other forms of modulation are possible
which allow selected or general harmonic
reduction such as pulse rate modulation,
The circuit was used with a two-phase
machine so that the sequence in Fig, 4
produces steps with alternately 'one phase
on' and then 'two phases on, '

As the frequency varies, output
voltage adjustment is required to give an
approximately constant load current and
this can be achieved by using a feedback
signal proportional to the load current

taken from V;- < ¥ If the firing signals
1 2

are of a high frequency, these can be inhibited
if the load current is greater than a preset
value or enabled if it is less than this value,
The thyristors then fire at a suitable fre-
quency.

Fig. 5 shows the voltage waveform
across a resistive load as the output frequency
is increased, and Fig. 6 gives the correspon-
ding inverter characteristics. Circuit

values used are

Vd = 50V

Current reference level = 1A

l'{l = Rz = 1€

Cyox i, G RNG, = Bup

L = = m L o® 14
1 2 3 4

With an additional series load induct-
ance of 10 mH the voltage and current wave-
forms are as shown in Fig. 7, and the chara-

cteristic given in Fig, 8,

FIG. 5b.
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Output Voltage Waveforms with Resistive Load,

(a) (b) (c) ()
Output frequency, (Hz) 125 300 1, 250 3, 000
Time scale (ms/div) 2

| 0,2 0.1
V scale = 20V/div
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/i Ty,
8 4 > 80
A8
“’"L
< G b CO
4
=
e "
2
L
4 1 / 40
i o k 20
E IL
|-4-——"_"\—-_____—-"-‘-_-
T '
]02 1o o
frequency, Hz.
¥, 6.

Cycloinverter Characteristics with Resistive Load.
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FIG, 7, Output Voltage and Current Waveforms with Inductive Load.,

(a) (b) (c)
Output frequency (IHz) 125 1, 000 3,000 Upper Waveforms - Voltage
t scale {ms/rliv] 2 0,2 0,1 Lower Waveforms - Current
V scale (V/div) 20 40 40
I scale (A/div) 0.5 0.5 Gy

- 100
- 8o &
¥
“l'l
r
x
Lo =
=
“
>
i |
=
- A0
- 20
=t
2 3
o \o 1o

frequency, Hz.

FIG. 8. Cycloinverter Characteristics with Inductive Load.



.2  Features of the Improved

Cycloinverter

The main advantage of using the
apacitors in a bridge arrangement, instead
facross the load, as in ref. 8, is increased
eliability of commutation, for the following
easons.

(i) At instants when all thyristors are
»ff! the load is no longer 'floating'., A cap-
citor is present for each thyristor to reduce
1e risk of damage by by- passing any spurious
oltage transients which may occur,

(ii) When two thyristors, such as TH1 and
'H4, are commutated they are effectively in
eries and the capacitors provide an equalis-
1g network so that during 'turn on' and 'turn
ff the thyristors share equal voltages,

(iii) The risk of false triggering of the thy-
istors is also reduced. Suppose THI1 turns
on' faster than TH4. This could be due to
evices having slightly different character-
stics, or a difference of a microsecond or
o in the application of the gate pulses. In
he single capacitor circuit a high rate of
ise of anode voltage may then trigger TH3
nd short circuit the bridge.

(iv) The capacitors also assist to prevent
_drop in bridge input voltage from hindering
ommutation due to the internal impedance o
he supply. If this is not sufficient, addition-
1 capacitance may be required across the
nout to the bridge.

With both resistive and inductive loads
atisfactory commutation can be achieved
yrovided the circuit is underdamped. With a
tepping motor load the main difference in

ircuit operation appears to be that this con-

lition is no longer sufficient. The circuit

was used with a permanent magnet machine
and it was found that the e. m.{, due to the
permanent magnet can occasionally inter-
fere with the commutation, If the current
through TH1 and TH4 ever fails io reach
zero before TH2 and TH3 are turned on,
commutation can fail. This can be avoided
by having a high mutual coupling between

L. and L and between L. and L. ,This

does not effect the operation of the circuit,
as described earlier,

Suppose the current through TH1
becomes non oscillatory and the thyristors
remained conducting when TH2 and TH3 are
turned on. The high rate of rise of current
through TH3 will induce ane. m.{, in Lcl.
The voltage across Cl will be low and most
of the induced e. m.f. will appear as a re-
verse voltage across THI1, increasing 'turn
off time' to this thyristor and effecting
commutation. This is a method of forced
commutation, easily built into the circuit,
which can 'take over' on instances of failure

of natural commutation,

4, CLOSED LOOP STEPPING MOTOR

SYSTEMS
451 Method of Phase Angle Control

The principle of phase angle control
is to genellrate the input pulse sequence to the
motor from the electrical angular position of
the rotor (8,) and then synchronism is inher-
ently maintained. This sequence, F[Be}, may
be shifted in phase by an angle ¥ giving the
driving function F(8,+ ¥).

Analogue methodsg' whave been used

to control the angles of phase shift, but most

methods employ digital techniques,



Consider the logic signals PA and

 and their inverses PA and Eﬁ, as shown

Fig. 9 and let these indicate quadrant

ormation of the electrical angular position

the rotor of a two-phase machine.

|

— -y

).

T

)

S

Typical signals for 2 phase and
1 phase modes, using Fredriksen

method.-

The fundamental components of these signals
are
D{o)1 = (cos Be -cos Be smﬁe -smee)
(1)
where the set D(o) is,

D(o) = F(8,) = (PA PA PB PB) (2)

The windings each have three states

of energisation E.
Let, E = 0, represent an unenergised state

E = 1, represent the winding energised,

in one sense
E = -1, represent the winding energised,
in an opposite sense,.

Two bi-level logic signals D1 and D2 are re-

quired to define E as shown in Table 1.

E D1 D2
0 0 0
1 1 0
-1 0 1
TABLE 1

Thus the set of driving signals,

D= (DaI Da2 Dbl D"z} (3)

defines the set,

E =(E, E,) (4)
and hence the state of the input to the machine,
A phase shift ¥ is easily obtained if this is a

multiple of ”/2. e.g. 1o obtain ¥ = ”/2,
let, F(ee+”/2}= p("2) - (PB PB PA PA) (5)

- S {
i.e.D( 2)1-(s1nﬂe -slnee -cosQe cosBe} (8)
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'hus we have the driving circuit signals in
>rms of position signals for phase angles

f even step multiples. .

Control D, De- I DD

Modes X (steps) 5 Ul 3 2

cw | (-2) PB PB PA PA

STOP 0 (0) PA PA PB PB

CCW 7y (2) PB PB PA PA

HS r  (4) PA PA PB PB
TABLE 2

The choice of four phaseangles have
een termed control modes by Fr-edril«t.rq(m1 1,
s shown in Table 2. This method has been
xtended to give eight phase angles by de-

jving signals for the so called 'single-phase

ense. ' (Odd step multiples).
“ontrol D D D D
b b

Modes ¥ (steps) % 2 1 2
~WMED | ~37/4 (-3)| PA PB|PA PB|PA PB|PA PB
~wLOW | ~™/a (-1)| PA PB|PA PB|PA PB|PA PB
SCWLOW| 7, (1) | PA PB|PAFB|PA PB|PA PB
“CWMED 37/, (3) | PA PB|PA PB|PA PB|PA FB

TABLE 3

These sets can be related by observing

that, for n = +1, +3 etc,

T (n-1)x (n+1)w
pEH = pd=Un) pEEFn)
and for n=0, +2, +4 ete.,
nm, _ (n- 1)7 (n+1)7
D(T}-D( 3 )+D{—H"—4 ) (8)

| |
N
T10--—-———/'(-———-,—(|') S, + 0
| o
| =g I |
T, 0— L O s T %
& I/ b
ooyt
o s !
T O/ O S - w
3 / 3
% f ;
T
il iy SR
T40/ S,
u
| i %
L]
dt ds
FI1G. 10. Arrangement for Optical Method,

Note that all phase angles do not
give the same pulse width. By using more
logic signals other pulse widths and a
wider choice of phase angles is possible.

4,2 An Optical Method of Phase Angle

Control

This method reduces the amount of
hardware that would be involved with the
previous method if a wide choice of phase
angles is required. In the previous method,
signals would usually be obtained optically
and then processed electrically, With the
alternative optical arrangement, process-
ing is not required.

Consider four photo transistors
Tl’ Tz, TB’T4
Sl’ Sz, 83, 84
slotted disc, as in Fig. 10.

and four light sources

arranged either side of a

Slotted Disec connected to motor shaft

1r|




Let the electrical angular spacing between
transistors be ”/2 and let the disc be pos-
itioned so that

d =d (9)

Consider the edge of a slot, repre-
sented by point X on the disc, in line with
'I‘1 and S1 as it moves in the direction
indicated., X will be in line with T2 and Sl'
T3 and Sl’ T‘1 and Sl when the disc has
moved through /4, 7/2 and 37 /4 respectiv-
ely. Suppose the light from each source is
able to radiate to all photo-transistors. If
source S1 only is active, the signals from

the photo-transistors have a mutual phase

displacement of 1T/fi. as in Table 4.

Transistors in Line with x
Active Source

8 Sl S2 83 54

e e R

w - T4 T3 T2

5#/.| - f Ty 3

Lo g g Ty
TABLE 4

The signals are effectively shifted by
37 -
3 and by —; Using source

Sy giving, in this case four phase angles.

For any single active source S the phase of

L ;
o using source S

any transistor signal T is given by the mean

electrical-angular displacement of S and T

from the reference position. The number
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of phase angles is determined by the number
of sources and the width of the slot can be used

to determine pulse width.

4,3 Systems Using Photo-thyristors

An important feature of the above opt-
ical method is that a single device could be
used both to detect levels and be part of the
driving circuit, If this is a photo-transistor
the low power handling capabilities limit their
use in this manner to very small machines.

Power-photo-transistors do not appear
to be available and light-activated switches or
other similar devices are unsuitable. However,
if a photo-thyristor is used the reduction in
the amount of hardware is such that it would
often be feasible to mount all the components
along with the disc inside an extended motor
enshield. As an example, Fig. 11 shows a
McMurray- Bedford type of inverter and a
bifilar wound stepping motor., The complete
phase angle control system could be regarded
as a single module. Protected from stray
light and dust, with a minimum of circuitry,
it would be well suited to an industrial en-

vironment and require little maintenance.

4,4 Combining Optical and Electronic
Methods

By combining the optical and elect-
ronic methods, a wide choice of phase angles
can be obtained with a reasonably simple
system,

Suppose that the optical method could
be used to give a choice of n phase angles and

that the electronic method, when used separ-

. ately, gives a choice of m phase angles.

When combined, these methods can give a



Bifilar Winding |Phase Controlled Inverter (Integrally Mounted
Stepping Motor Al A Unit)
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FIG.11, Modular Approach to Phase Angle Controlled
Stepping Motor.
sice of up to nx mphase angles. The

. y . ! Gl G, G3 G4 F
ymbined method' is therefore consider- i
ly more effective than either method us- | ¥ 9 0 0 g

D 0 X X 0
separately. :

As an example, consider the com- & 2 ¢ g 0
ied method applied to the inverter cir- l : 8 2 . 3
it of Fig. 3. 'E' is given in terms ofthe g 1 ! 8 ¥z
rristor gate signals by Table 5. X = either state

With four position signals, as shown TABLE 5

Fig. 12, eight phase angles are possible

ing logie. When the inverter was described,the
driving signals used were,

D, =G, = G, (10)

Dy = Gy = Gg (11)



For a pulse width of 3”/4 in E the
riving signals would have the form shown
n Fig. 13(a), but this is not the only way
f producing the desired form of E, An
lternative is to use the position signals,
rithout processing, and to define,

D, =G =16, (12)

D, 2= G, (13)

eference to Fig. 13 and Table 5 will show

hat this alternative produces the same

esult. Table 6 shows.the driving signal fun-

tions for both cases.
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and similarly for Daz. IZ)b1 and Dbz.

These functions are readily generated
using MSI data selectors.

The position signals can be obtained
using the optical method with four photo
transistors spaced as in Fig, 10, and a sin-
gle LED would give the above choice of eight
phase angles,

A further diode placed at an angle 2§
from the previous diode would give a further
eight phase angles, displaced from those

above by the angle 3.

Di=g, =G, D, = G; = Gy Y
Hopites ~ s gt = oy Binary
D D D D IR O RS
X (steps) a, a, I::u1 b2 a, a, bl b2 Uu v W
-3/, = = = = -
(3} | BS P, | B, P BuPIlP, P, Bl N e S B LYo 1
-7/ = = 5= = -
22 P P BRI POP B P 2, | P, b, B2 171 b
LR MR o R L o AR
0 (0} | BaB [ PyP t PP P P, e BT 0 0 0
. T g | i & e G
1
fg. K1) | PP PP | B, P PP P | By e 0 0
% o e Lt e
& | PP P P IR P PP, PP [P 01 0
37 = | = = = = |z |z
VI P I P PR, | By Ry g .11
1r W) | Pop. P R IRER P P, P, [P, 1B RS ¥ 8 e
TABLE 6

If UV W represent the electronically
elected phase angle, then driving signals

an be expressed as,

er WW+P3 r'J\’fw+P4 I'JVW+'151 ovw

1 2— ==
f—Pz Uvw +P3

uvw +f"4 UV\'V+P1

UvVw
(14)

Using eight diodes spaced /16
apart a full range of 64 phase angles can be
obtained in increments of JT/SE. If that part
of the phase angle which is obtained optically

is represented by bits XYZ, then it is re-



| l \
Be 0] 7| 2z |

1 | !
B, |
P2 L3k
P3
P4

FIG. 12, Position Signals for Combined Meihod.

Dyy=G, =Ga,
(a) Dy,* Gangag

(c)
| Ep

(b) 2 2 Tayg

FIG. 13. Alternative Driving Sequences (a) and (b) Producing
same Energisation Sequence (c).



iired that diodes 0 to 7 be selected accord-
g to the binary value of XYZ. This is
adily achieved using MSI with a unit such
; a 2-line to 4-line decoder connected

 give "'l of 8" selection as shown in Fig. 14.
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3. CONCLUSIONS

The use of the thyristor as a driving
circuit element has been discussed with
reference to the probable development of

power stepping motors. Some basic inver-

P T -[3‘1 = -‘ lTJ 0 Bd. =C'd.
2 PB': ) I a3 ”I 0 9 4
Pg ="1 2 —— Po=11 2 e o
P') e -
= P 5 = 1 p‘ g =
= _3-. g Dal Gal p 2 P g Da-_g Ga-)
gLy =t BpE 1 I
Uvw 4“ UVW
U
Vv
W
- b O e tol Dy %G Py Lo oo-d ) Dy s
..4 PiL 1 UVW bl bs P4._ 1 v w by Mby
s LS — L —
p2 133 5 1 P
Py 4 Dy, . =G Pz & 3 Dy, =G
Pyl 5 B Vby Pyl 5 bo by
pZ 4 6 it P]_ - B e
Pl 7 Yal n
Strobe | J—s ?
X e | __& 2 Diode
¥ e Ao g
AR 4 . 4 Signals
. DN
—— 5
N S i
FIG. 14, Phase Angle Control Circuit Using MSIL,

Therefore using only five integrated
zircuits a choice of 64 phase angles is avail-
\ble by the setting of a six bit word at the

nterface,

ter circuits have been reviewed and their
limitations for this application explained,
A cyclo-inverter circuit that was developed

for a closed loop stepping motor control




stem has also been described.

Finally the technique of phase angle

ntrol has been reviewed and a digital 9.

ethod of accurate phase control presented.
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PREDICTION OF STEPPING MOTOR PERFORMANCE

A Hughes, P J Lawrenson, M E Steele and J M Stephenson
University of Leeds
Leeds, England

INTRODUCTION

There seems to be a surprisingly widespread
ression that prediction of stepping motor per-
nance presents substantial difficulties. This
not the case; and it is the purpose of this
2r to outline the different approaches which
available.

Possible reasons why special difficulties
1t be thought to apply in the case of stepping
ors (as compared with more conventional
1ines) are that (i) they are commonly applied
er control sequences which may in themselves
juite complex and (ii) the rotor motion is
ays to some degree irregular (even when
ving fast) because it is the coalesence of
itional step responses which interact in
ving degrees. Actually, however, neither of
se factors lead, even in the most general
e, to difficulties which are in any way grea-

than those normally encountered in studying
transient behaviour of a more conventional
hine (for example, the oscillation of a large
chronous generator following a sudden load
nge, or the run-up from rest of an induc-

n motor). In fact, because (in open-loop

ps, particularly) the motion is continuously
ined (and monitored) in distinct quanta, per-
nance calculations can often be easier than
more conventional machines (see approach 2
oW ) . .

In making the above statement, it has been
umed that the starting information for the
culation consists of measured motor data.

s data might relate to torque/displacement
ves, torque/speed curves or inductance or

x linkage/position curves, depending upon the
ree of refinement of the study. It is not

ng suggested that it is a straightforward

matter, at the present time, to predict perfor-
mance starting from a knowledge of the design
dimensions of the motor. But again, this situa-
tion is largely the same for conventional
machines, although somewhat greater confidence in
wholly theoretical studies is possible with the
latter because of the much longer experience with
them,

There are basically three different starting
points, leading to three approaches which provide
varying degrees of completeness and reliability
of solution.

1. Starting with the steady-state, synchronous
pull-out torque against speed (or pulse rate)
characteristic it can be judged immediately in
broad terms if a motor is adequate to deal with

a particular load; and, merely by a single inte-
gration of the mechanical equation for the
system, it is possible to estimate acceleration
and deceleration times. A further integration
enables the number of steps associated with
acceleration and retardation sequences to be cal-
culated. This method is essentially the same one
used with conventional machines, for example, to
calculate the run-up time for a d.c. or induction
motor, from steady-state characteristics (though
an important distinction must be made as dis-
cussed below). It gives rather rough and ready
guidance only..

2. Starting with the torque/displacement curve,
a suitable double-integration procedure on the
mechanical equation can lead to quite detailed
and quite reliable prediction of complete per-
formance. This includes instantaneous positional
information which is impossible by approach (1).
There is no direct equivalent of this method in
normal use for more conventicnal machines. It

is adequate for many application studies.




leither this method nor that above involve cal-
-ulation of the changes taking place in the elec-
trical circuits. (This second method implies a
second-order-system model of the motor.)
3., Starting with a knowledge of the electrical
impedances, including the dependance of induc-
tance or flux linkage on position (and in a
-omplete model, on the instantaneous currents and
/oltages) all aspects of performance can be fully
studied. The procedure involves the integration
»f the simultaneous equations for the electrical
circuits and the mechanical equation. The Tevel
of approach corresponds with that normal in full
transient studies of other types of machine. It
is necessary for serious motor-design work, and
to estimate the reliability of the simpler
approaches.

In all practical cases, integration has to
e carried out numerically (scmetimes graphi-
cally) but there are many well established tech-
niques for doing this with the above types of
problem. A1l of the foregoing may be most
readily visualised in terms of open-loop opera-
tion, but it applies equally to closed-loop
pperation. In either case the crucial controll-
ing features are the same - the location and
timing of the drive impulses.

In the following sections each approach is
outlined and a typical application indicated.

2.  APPROACH USING STEADY-STATE TORQUE/SPEED
CHARACTERISTICS
2.1 General
A problem which is often encountered is to
establish how quickly a motor can accelerate its
load up to a certain speed, or, conversely, how
quickly it can be decelerated. The steady-state
torque vs. speed (or pulse rate) curve offers a

simple way of calculating the minimum theore-
tically possible acceleration and deceleration
times, though, as explained below, the motor
wi1l not usually be able to reach these times
vhen operated in an open loop.

The torque vs. pulse rate curve is generally
of the form shown in Fig. 1(i), the pull-out-
torque falling off at high stepping frequencies.

Torgue, T
) |
(il | '
I i
| T in) )
| 1
ﬂ.‘ .ﬂ., speed
B
=
Ciid l
77/
£y £, epeed

Final speed or pulse-
rate,p.p.s.

Giid
a,
Accln.time
from £l

FIG. 1 Calculation of acceleration time using
steady-state pull-out torque/speed curve

In practice resonance effects of varying magni-
tudes will be present, as discussed in section
2.4, (It ought to be emphasised here that a
particular curve applies to a given motor toge-
ther with a particular drive circuit, and that a
quite different curve may be obtained from the
same motor with a different drive circuit.
Strictly speaking, a given curve is only correct
for the particular inertia used when the test
results were obtained, and, although the overall
envelope of the curve is relatively insensitive
to changes in inertia, the resonance regions can
alter considerably.)

In practice the torque predicted by this
curve would only be available if the load angle
of the motor was continuously maintained at pull-
out, a situation which can only be achieved
exactly using a closed-loop control. It can be
approached on open-loop using a well chosen



ying function. Thus, altho'gh calculations
d on the curve are optimistic for an open
) scheme, it does enable a Tower limit on the
2leration time to be estimated.

Inertia Load

Consider first the simplest case in which
e is no friction or other torque load.
ose it is required to find the minimum time
thich the motor can accelerate from an initial
ady) speed of 2 (corresponding to a stepping
luency, orpulse rate, of " p.p.s.), to a new
d of 2 (pulse rate 92) in the absence of any
| torque. At any intermediate speed Q, the
mum possible electromagnetic torque developed
he motor is given by the corresponding value
.orque taken from the torque-speed curve,
h may be written as T(Q).

A1l the torque T(Q2) is available to produce
leration and the equation of motion is simply

2
B d%
_J?-J-—dt (1)

e J is the total inertia referred to the

r shaft. Integrating equation (1), the

. taken to accelerate from speed 2 to 2, is
n by

T(ay e

the acceleration time is obtained by inte-
ing the inverse of the torque with respect
peed between the initial and final speeds.
- is shown graphically in Fig. 1(ii), where
shaded area is the value of the integral
- de

T@y

curve of 1/T(Q) being derived directly from
curve of T. The integration can be perfor-
graphically, or by means of a simple com-
r integration routine.

By performing the integration for a range
5y @ graph of time against final pulse rate
be constructed as shown in Fig. 1(iii) and

a further integration then gives the total angle
turned through and, hence, the number of steps
associated with a given acceleration sequence.

With purely inertial loads, the times to
accelerate and decelerate between two given
speeds are the same.
2.3 Torque Load

The effect of load and friction torques is
to increase the acceleration time and reduce the
deceleration times. The load torque, TL. opposes
the motor torque during acceleration, leaving
(T-TL) as the torque available for acceleration,
as shown in Fig. 2(i). The acceleration time is

Torgue

(i)
Tdec.
Ciii)
4 [
Thec_ -~
= area procortional
.--P//—rm%"ac decin.time
speea

FIG. 2 Effect of load torque on acceleration
time

thus proportional to the area under the graph of
1/(T—TL) vs. Q, as shown in Fig. 2(ii).

On the other hand, during deceleration the
load torque assists the motor torque, giving a
total decelerating torque of (T+TL). The de-
celeration time is proportional to the area under
the curve of 1/(T+TL], as shown in Fig. 2(iii).
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n either case (T:TL} is used in place of T in
quation (2).

If in addition there is a viscous friction
term, the equation of motion is
3
cﬁere the viscosity constant KV is expressed in
inits of torque/velocity. Kv usually has to be
sstimated. The acceleration time is then ob-

tained from the integral
Q
2

Q) = o (3)

2.4 Resonances

In practice, the torgue-speed curves are
rarely as smooth as shown in Figs. 1 and 2, and
there are often gquite severe dips in the torque
curve ('resonances'). Whether or not their
affect on the acceleration time is significant
jepends on the 'depth' and 'width' of the dips.
“ven substantial torque reduction over a limited
frequency range (say 5 p.p.s.) is likely to make
little difference to the area under the curve
of 1/Torque, but a more modest dip spread over a
vide band of frequency, say 200 p.p.s., may have
a significant effect on the acceleration time.

Insofar as the present approach only aims togive

the minimum theoretical time, it is fair to
assume that the dips have been 'smoothed out'
before performing the integration.

2.5 An example

The steady-state pull-out torque curve for
a 200 step/rev. hybrid motor with a bi-polar
constant-current drive is shown in Fig. 3(i).
The load torque is 3000 gm.cm., and the total
inertia referred to the motor shaft is 2000
gm.cmz. What is the minimum time in which the
speed can be increased from 500 p.p.s. to
2000 p.p.s.?

The graph of 1/(T—TL) derived from (i) is
shown in Fig. 3(ii). The area under the curve
between 500 p.p.s. and 2000 p.p.s. is 0.135
(gm.cm.sec}_1. Hence the minimum acceleration
time for a total inertia of 2000 gm.cm2 is

T, gm.om. x10°
20L

(€D]
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1 lglh.Cm.]-‘x 107!

T
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Final speed, p.p.s. X 10’
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iiid

2L
Accin.cime
from SO0pp.s.

(=] 1 ! 1 1 1 L

o oS5 1 15sec.

FIG. 3 Example of calculation of acceleration
times for a 200 step/rev. motor

2000 gm.cm. x 0.135 (gm.cm.sec” )

' A 6%%565 = 0.28 seconds
The minimum times taken to accelerate to other
speeds, derived in the same way as that above,
are shown in Fig. 3(iii), and this curve there-
fore indicates the optimum manner in which the
stepping frequency can be ramped in order to
accelerate the given load inertia in minimum
time.

3. APPROACH USING STEADY-STATE TORQUE/DIS-
PLACEMENT CHARACTERISTIC
3.1 General

This approach is particularly useful when it



required to predict the shaft angle at any
tant of time following the application of a
p pulse or a series of step pulses, for
mple, to predict the starting rate under
ious load conditions.

For any stepping motor, the torque-
placement curve is periodic and has a shape
ilar to the curves shown in Fig. 4: the

Static Torque

T EARPA R
e ae
TR s e
T

. 4 Torque-displacement curves for 3-phase,
3-stack YR motor

tantaneous electrically developed torque

rted on the rotor depends on the displacement

m equilibrium and the instantaneous stator

rent(s). If, in Fig. 4, phase 1 alcne is
ited, the rotor will tend to settle in one of
stable equilibrium positions, such as 'A',
subsequent rotation to a new step position

caused by switching off phase 1 and switching

either phase 2 or phase 3, both of which have

que curves which are displaced relative to

se 1. If, for example, phase 2 is excited,

- rotor experiences a forward accelerating

que and, in the absence of any steady load

que, the rotor will ultimately settle in the
ition B.

The torque curves for each phase are nomi-
ly identical and the motion of the rotor can
considered in terms qf its response to a
gle torque curve which 'shifts' by one step-
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angle each time a switching operation is per-
formed, i.e. each time a step command occurs.
In practice the shift cannot be accomplished
instantaneously, as a finite time is required for
the current in one phase to decay and for the
current in the next phase to build up, but in
many cases the motor/drive-circuit time constant
is small (or a constant current drive is used)
and the curve can then be regarded as shifting
instantaneously.
3.2 Method with Non-Linear Torgue-Angle Curve

To be able to predict the rotor position at
any instant of time, it is necessary firstly to
know the time(s) at which the step pulses occur
(and hence the times when the torque curve is
shifted), and secondly it must be possible to
solve the equation of motion for the rotor when
the torque varies as shown in Fig. 4.

The general equation of motion of the rotor

is
2
d"e d
T(B.]-B) = Ez- + KV a’% (4)

where 6 is the angle turned through by the rotor
and T(ei-s} is the torque developed at an angle
(85-8) from the currently effective equilibrium
position which is given (assuming no loss of
synchronism) by 6 = 81, and acts in a direction
such as to reduce (ei—e}.

Equation (4) cannot usually be solved by an
analytical method because T(ei-e) is usually a
non-linear function of 0;-8. (If it was a
linear function, it would be possible to write
down a solution for angle 8;-6 in terms of time
t, see section 3.4.) The solution for 8(t) can,
however, be computed numerically, using for
example the well-known Runge-Kutta process, for
which the second-order equation (4) is split into
two first order equations:

K
g—ﬂf— : }(ei—e) -9 (5)
gg_= Q (6)

subject to specified initial conditions for & and
Q. The shape of the T vs. (81-6) curve is speci-
fied either by means of a polynomial or a series



f data points. (It ought perhaps to be men-
ioned that the integrations required to solve
quations (5) and (6) - a process analagous to
hat of obtaining the area under a curve - are
asily adapted to be performed on a digital com-
uter. In fact the sclution of this type of
[ifferential equation is so often required that
tandard programs are readily available.)

Starting from a given state, for example
he rotor at rest at position 'A', say 6 = 0,
hen the first shift occurs (at t = 0), the
osition of the rotor at any subsequent time t
s computed from equations (5) and (6), with the
nitial conditions @ = 0, 6 = 0, and 8; = Bs'
here es is the step angle. Typically the
esponse of rotor position as a function of time
311 be as shown in Fig. 5, and the rotor would
1timately settle in position B. If the next
hift occurs at time 4 however, the initial
onditions for the next stage of the solution are
he values of & and @ (= d6/dt) at t, obtained
rom the first stage of the solution, which need
ot therefore be continued beyond time t]. Note
hat when the second shift occurs, an instan-
aneous change es is made in 6, and ei—e in-
reases correspondingly. The computation
rocess can be continued for any number of steps,
he initial conditions for each step being ob-
ained from the solution during the previous
tep. In this way a complete position-time
urve can be predicted very simply. Once the
orque-angle data and the load parameters J and
9 have been specified, the times t]. t2 etc. at
hich the step pulses occur completely define
he response.

The optimum switching times needed to mini-
ise the total response time for the two-step
equence in Fig. 5 could easily be obtained, or
he so-called electronic damping techniques
ould be studied by obtaining the response when
braking pulses' are used to bring the rotor
apidly to rest.

.3 Variation in exciting current

Throughout the preceding discussion it has
een assumed that the stator currents can be
witched on and off instantaneously. The finite

Rotor Position
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FIG. 5 Typical position/time curve for 2-step
seguence

rise and fall times of the stator current must,
however, be allowed for if these times are com-
parable with the time period being studied.

For example, if the stator time constant is
2msec, it could be ignored if the study was of

a single-step response which lasted for 150msec.
But if a second switching occurred after say
Smsec, then it becomes important to take account
of the stator time constant.

The simplest way to account for this effect
is to introduce a factor (1 - e_t/T) which
multiplies the torque term T(ei—e) in equation 4.
This allows for the torque increasing in pro-
portion to the stator current (which rises with
a time-constant t). For the decay condition,
the factor is e't/T. Strictly speaking this
treatment is only valid if (i) the shape of the
torque-angle curve is independent of the current,
and (ii) the peak magnitude is proportional to
the current. Neither of these limitations are
fulfilled in general, though P.M. motors and
highly saturated V.R. motors usually satisfy
requirement (ii).
tion involved in simply multiplying by an experi-
mental term and it is better, though more

There is thus some approxima-

complicated, to use data defining the torque/
angle curves as non-linear functions of both 8



;tator current. The torque at any instant of
and any position 6 is then obtaineddirectly,
2ing assumed that the current rises and

(It often happens that
~ise and decay time constants are different,
this difference must be accounted for by

5 of two time-constants, one for switch-on
one for switch-off.)

Approximate (Linearised) Method

It is sometimes useful, for example in

/s exponentially.

nating the natural fregquency of oscillation,
e single-step time, to make the assumption
the torque-angle curve is linear about the
1ibrium point.(]) It is then possible to
in an analytical solution of the equation of
on, i.e. the solution for 6 as a function of
n be expressed directly in terms of the
neters of the motor and its drive system.
effect of changes in the parameters can then
asily seen.

If the slope of the torque-angle curve
umed constant) is kT' the equation of motion

g*’%%*kre:” (7)
h is the equation of a simple second order

em. By writing the equation in the standard

- 2£wn %% + wnze = (8)
e
-
-
K
. (10)
zﬂq.l'

system is characterised by two simple
meters, Wos the natural frequency, and E,
damping ratio. The response of the system,
any given set of initial conditions, is

1y expressed in terms of exponentially
ying oscillatory terms and the standard
tions are available in many textbooks.

73

The accuracy of the linearised analysis
obvicusly depends on how well a straight-line
approximation fits the actual torgue curve.
Fortunately, most stepping motors are operated
with torque curves which are fairly linear over
the region of operation, i.e. from equilibrium up
to near the peak torque, though an element of

" Jjudicious approximation is involved in deciding

just where to put the straight line. For
example, in Fig. 6, which relates to a 3-phase

alupe-.:k, o
Torque e

FIG. 6 Linearised representation of torque-
displacement curve

VR motor, the torque curve is almost straight for
displacements up to 1 step on either side of
equilibrium. Beyond the peak point, however, the
straight Tine approximation indicates increased
restoring torque, while in reality the torgue
falls off towards the unstable equilibrium
position. If operation in this region is in-
volved, it becomes necessary to truncate the
linear curve, as shown. This general question is
discussed in reference 2, where the linearised
representation is used to predict 'resonances'.

4, APPROACH USING COMPLETE MODEL OF MOTOR
4.1 General
Sections 2 and 3 have described simple

methods for obtaining an approximate prediction
of motor dynamic behaviour in which the changes
taking place in the electrical circuits are
neglected. The designer and research and
development engineer may well require a more
sophisticated mathematical model of the machine




d its drive circuits which can be used to plot
y of the system variables (e.g. motor speed, '
gle or currents) as time functions for any
sired mode of operation. With such a model it
comes possible to investigate the effect on
tor performance of changes in different system
rameters, to test the performance of a pro-
sed new design, or to check the reliability of
impler, quicker, performance calculations for
/pical situations, so that these may be used
|th greater confidence.

The development of such a model of the
tepping-motor system follows the same pattern
nd uses the same technique as has been followed
or conventional mach'ines.3
.2 Form of the mathematical model

Any motor can be described by a set of
ifferential equations for the electric circuits
lus an equation for the electrically developed
orque and the mechanical differential equations
elating torque, friction, inertia, acceleration,
peed and angular displacement. These equations
onstitute a mathematical model of the system
hich, when the appropriate numerical data for

he resistances, inductances, currents, po-
itions, etc. have been inserted, can be used
0 predict any required mode of behaviour.

For simplicity, consider first a machine
/ith only one winding. This is described, elec-
rically, by the single differential equation

. dv
R (1)
vhere
) = LI (12)

is the flux linkage with the winding of induc-
tance L. Thus

dl dL
RI+Lgp+ I g%

-
L

dI dL
R+ Lgp+ 120G (13)

where Q(= do/dt) is the speed of rotation, as in
the previous sections, and therefore

grEs -1 f.dt A
: = -L {n T+ R}I + L7y (14)

If it is assumed that the inductance depends
only upon 8, not on the current (i.e. if satura-
tion is neglected), then the electrically de-
veloped torque is simply given by
Teyrd . 328 (15)

It remains to add the mechanical equations,
which are the same as in the previous method
(equations 5 and 6):

® - I0-fa (16)
£ =0 (17)

It will be cbserved that these equations
have been arranged as in section 3.2 as a set of
first-order simultaneous differential equations
and that here they are three in number, com-
pared with the two of the previous method
(because of the addition of the electric circuit
equation).

In a practical stepping motor there is more
than one winding, but it is simply necessary to
add the additional circuit equations (including
the effects of mutual coupling). The flux
linkages are then given by a set of simultaneous
algebraic equations which for a machine with n

coils are
ul [ bz o bl [N
Yol |t21 Loz o+ Lan| |2
s L il (18)
¥n Lot LT OIRA Lan Iq
or
W] = [ (19)

where the matrix notation has been used for con-
venience.

The equations can be written down in the
form ready for solution in exactly the same way
as for the simple one-coil case discussed above:



b -[L]_l[ﬂdji—] + [R]][I] + 17
W) M am o

¢ (20)
l'%= '} L P
9. 0
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2, a set of n + 2 simultaneous, first-order
‘ferential equations.
3 Solution of the equations

In order to specify the problem to be

lved it is necessary to give the circuit resis-
1ces and inductances (as functions of dis-
icement 8), the inertia and viscous damping
stant, the voltage waveforms to be applied

e, the voltage level(s) and switching sequence)
i the initial conditions at the start of the
lution. The inductance functions will be
tained by measurements (or in some cases cal-
lations may be possible) and can be expressed
ther in tabular form, to be referred to with
ropriate interpclation during the computa-
on, or in Fourier-series form. As a simple
ample, for a machine having an equal number of
ator and rotor teeth (NR), the idealised
~iation of self inductance of a coil is

= Lo + L cos NR (8 - eo}

re 6, takes account of the initial rotor
sition. Strictly, to allow for harmonics,

n
= Z L. cos Npr (8 -8))

1 a similar expression applies to mutual induc-
1ces in a multi-coil situation.

Having specified all the above data, the
jations can be solved using one of a number of
11 known numerical integration routines4 (of
2 same kind as used in the section 3.2) and
2 transient behaviour of the motor obtained as
set of curves (or sets of numbers) showing the

riation with- time of any of the variables.
An example of this kind of solution for the
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displacement, 6, as a function of time following
the sudden switch-on of a variable-reluctance
stepping motor is shown in Fig. 7, together with

o5 b

FIG. 7 Experimental and computed single-step
response of a variable-reluctance stepping
motor

the corresponding experimental curve, measured
using the same motor. The data for the program
consisted of measured resistances, inductances and
viscous damping coefficient. The inductances were
represented by a Fourier series in & but only the
first two terms in the series were used because
for this particular motor they were found to give
sufficient accuracy.

The numerical integration method used for
this solution was a Runge-Kutta 4th-order, fixed-
step-length method with deferred approach to the
11mit.4 (This technique gives an accuracy compar-
able with that of a 5th-order Runge-Kutta method
and is useful when an estimate of the error per
integration step is required. For repeated cal-
culations using a step length which is known to
give sufficient accuracy, it is more efficient to
use the faster, simple 4th-order Runge-Kutta
method.) The time taken for the solution using
an ICL 1906A computer was 24 secs, The time

required for the computation increases with the
number of coils, the number of harmonics in the



Fourier series and the length of the computation
and inversely with the computational step length
specified.
4.4 The complete model

In the form described above, the model does

not allow for the effect of magnetic saturation,
which makes all the inductances functions of the
instantaneous currents in all the various wind-
ings (or permanent magnet characteristics).

When including saturation it is helpful to work
in terms of the flux linkages rather than the
inductances and the equation for the electro-
magnetic torque must then be expressed in terms
of the co-energy of the system, i.e.

W'

RES .

(21)

It is now necessary to read in and to
store in some form the necessary information
relating flux linkages to both displacement and
currents. The amount of data to be handled in
describing the saturation depends on the accu-
racy of this description and on the complexity
of the stepping motor system, i.e. the number of
c0i1ls simultaneously excited. It can be used
2ither in the form of equations describing the
appropriate functions relating flux linkage to
lisplacement and current(s) or in tabular form.

Clearly the technique described here is

extremely powerful and all aspects of syétem
dynamic behaviour can be represented providing
they can be quantified and expressed as algebraic
or differential relationships. For example the
electrical driving circuits can be represented in

detail in the model as also can the dynamic equa-

- tions of the load. Parameter variations, such as

those due to temperature rise, can also be allowed
for.
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