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This thesis describes the research work performed 

to produce a real-time distributed microprocessor 

system, for the diagnosis of cardiac arrhythmias. The 

distributed microprocessor approach developed, allowed 

the allocation of a microprocessor to each patient for 

the purpose of electrocardiogram analysis. The functions 

performed by these patient-dedicated processors include 

digital filtering of the electrocardiogram, the detection 

and measurement of each heart beat complex, and the 

diagnosis of arrhythmias by decision tables. 

These patient processors then communicate the 

required patient analysis results and diagnoses, to a 

centralised operator-dedicated processor. This 

operator-dedicated processor allows the functions of 

Overall system control, display and storage to be 

centralised. 

INDEXING TERMS : Multi-microprocessor, Electrocardiogram, 

Arrhythmia, Real-Time.
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INTROOUCTION 

1.1. General 

In the early 1960s, Coronary Care Units (CCUs) were 

introduced into hospitals to provide centralised facilities 

for monitoring cardiac patients. The initial motivation 

for these units was the need for rapid detection and 

treatment of life-threatening events, such as cardiac 

arrest and ventricular fibrillation (disorganised heart 

activity). 

The method used to monitor the cardiac condition of 

patients in CCUs, is via the amplification of the small 

potential differences associated with heart action, which 

occur on the surface of the chest. These electrical signals 

from the heart are referred to as electrocardiograms (ECGs). 

Since the introduction of CCUs, continuous ECG 

monitoring in these units has shown that a high incidence 

of certain cardiaCarrhythmias (abnormal changes in heart 

rate) preceed life-threatening events. The treatment of 

these arrhythmias with antiarrhythmic agents, proved to 

be successful in reducing the number of mortalities in 

cCUs. 

Conventional ECG monitoring in CCUs is based upon 

heart rate meter alarms, and nurse observation of 

oscilloscope displaying ECG signals. Despite the relatively 

good results achieved with this type of monitoring, it was 

quite clear that a great deal of information was lost.



A study made comparing the results obtained from conventional 

ECG monitoring, and subsequent detailed analysis of the 

recorded ECGs made at the same time, showed that less than 

20% of the serious arrhythmias had been detected (Ref. 1.). 

In an effort to relieve the nursing staff of continuous 

visual ECG monitoring and also to provide more detailed 

arrhythmia monitoring results, various computer monitoring 

systems have been developed. The high cost of these 

computer monitoring systems, however, has precluded their 

widespread use in CCUs. 

The advent of the microprocessor has now provided the 

possibility of producing a cheaper and more flexible 

monitoring system, not only by a direct reduction in the 

cost of information processing, but also by the possibility 

of distributing this processing throughout the system. 

This report describes the development of such a 

distributed ma ctoptacesscr monitoring system, which uses 

a 16 bit microprocessor, the TMS 9900, for real-time 

detection and diagnosis of ECG arrhythmias (Appendix E 

Published Work). 

1.2. Electrocardiography and Arrhythmia Criteria 

The various deflections which occur in the ECG signal 

indicate the operation of the heart. The diagnosis of 

arrhythmias from such signals is concerned with changes 

in the shape and frequency of these deflections. 

The interpretation of the deflections in the ECG 

signal, and the monitoring diagnosis criteria used by the



microprocessor system are described in Chapter 2. This 

Chapter also discusses the limitations and problems 

encountered with the initial monitoring criteria used, 

and suggests a possible set of alternative monitoring 

criteria. 

1.3. Monitoring Systems 

There are a large number of independent research and 

development groups producing different types of ECG 

monitoring systems. The different approaches used by 

these systems are briefly indicated in Chapter 3, and 

hence the reasons for the methods chosen for implementation 

in the microprocessor monitoring system are given. 

1.4. System Functions and Structure 

Having indicated the approach for implementation in 

the microprocessor system, Chapter 4 describes the 

individual functions performed by the monitoring system, 

and the ideal distribution of each function throughout 

the system. The performance of these functions in 

real-time, as obtained by actual implementations, are then 

examined in order to show that the ideal function 

distribution in the system can be implemented by the 

allocation of microprocessors on a one-per-patient basis. 

The overall system control is provided by a central 

operator-dedicated microprocessor. 

1.5.  Patient-dedicated Processor System Design 

Those functions assigned to the patient-dedicated 

Processor system are all implemented in the compact media



of software, as described in detail in Chapter 5. This 

Chapter also describes how these real-time functions are 

controlled by the patient processor operating system 

developed, which contains a real-time task scheduler. 

1.6. Operator-dedicated Processor System Design 

Those functions assigned to the operator-dedicated 

processor system, and produced in software, are described 

in detail in Chapter 6. This Chapter also describes the 

inter-processor communications protocol that was developed 

for the system, which allows communications between 

processors to operate without interfering with the 

real-time apacsesinn being performed by each patient- 

dedicated processor. 

1.7. System Hardware 

As the system functions produced for the developmental 

system are all in the compact media of software, the 

resulting system hardware is predominantly the basic 

microprocessor system circuit elements. The design of 

microprocessor hardware systems is described in detail in 

the TMS 9900 microprocessor support literature; therefore, 

only the basic structure of the hardware system is 

described in Chapter 7. This Chapter then proceeds to 

discuss in more detail, the analog to digital converter, 

and inter-processor communications interfaces used in 

the developmental system. 

1.8. System Performance and Results 

As a result of producing the developmental system,



it was possible to determine the real-time performance 

of the patient processor software, and hence the 

possibilities for expansion within the system, as 

discussed in Chapter 8. 

Also examined in this chapter are the inter-processor 

communications performance results, obtained from studying 

a simulated three patient processor monitoring system. 

The results obtained indicate the effect of the current 

inter-processor communication performance, on the total 

number of patient processors which could be connected to 

the monitoring system.



CHAPTER 2 

ELECTROCARDIOGRAPHY AND ARRHYTHMIA CRITERIA 

2.1. The Electrocardiogram 

The heart is the complex organ which pumps blood 

around the body. During the pumping action there is 

electrical activity within the heart, which can be 

detected by chest and limb lead electrodes (Ref. 2. ). 

In all, there are 12 different lead arrangements used 

in clinical electrocardiogram diagnostic practice 

Chef, 3. je 

In order to observe the changing condition of patients 

in CCUs, one of the chest leads is continuously monitored. 

The type of signal obtained from a chest lead position, 

used in CCUs, is illustrated in Fig. 2.1. The P wave 

shown in Fig 2.1, corresponds to the contraction of the 

atrium (the tuo chambers which receive blood in the heart), 

and the QRS complex corresponds to the contraction of the 

ventricals (the two chambers which force the blood out 

of the heart). 

The diagnosis oF cardiac arrhythmias from such a 

signal is concerned with abnormal changes in the heart 

rhythm (Ref. 42). When diagnosing the type of 

arrhythmia that has occurred, not only is the time 

interval between each beat (R-R interval) of importance, 

but also the shape of the QRS complex, and possibly its 

relationship to P and T waves, must be considered. This
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is because abnormal contractions of the heart can produce 

abnormal QRS complexes, and changes in heart rhythm. 

2.2. Arrhythmia Criteria 

The arrhythmia diagnosis approach adopted for the 

microprocessor monitoring system as discussed in 

Chapter 3, is that of pattern recognition. The diagnosis 

criteria used by real-time computer monitoring systems 

employing such an approach varies with each computer 

system as there is no agreed standard. As the criteria 

needed for the microprocessor system was initially 

required to enable the final structure of the system to 

be determined, it was decided that an existing set of 

criteria would be implemented. The requirements placed 

upon the criteria sought, ie that it should be as 

extensive as possible and representative of the type of 

criteria used in computer systems. 

2.2.1. Initial Monitoring Criteria 

The real-time computer monitoring system described 

by Rabin et. al. (Ref. 5.) provides a detailed list of 

arrhythmia diagnosis criteria, as reproduced in 

Table 2.1. From this list it can be seen that a total 

of 23 different arrhythmias or events are specified, 

the principal parameters involved being the R-R 

interval and QRS complex width. Si 

As a result of discussions with cardiologists to 

determine their opinion of the diagnosis criteria shoun 

in Table 2.1., the following points were noted :-



(1) The diagnosis of Escape beat defines the tolerance 

on the R-R interval (IER), used to classify them 

as long, short or normal, as 

IER = ISAMP if pulse rate 7120 beats/min. (21) 

12 

or 

RA 
28 

" IER   rsame(% = Tir pulse rate < 120 beats/min. 
(2°2) 

No definition of ISAMP was given in the paper by 

Rabin et. al. After studying the above equations, 

it was concluded that the parameter ISAMP would be 

defined as, the average R-R interval measured in 

seconds. It was then possible to produce a graph 

showing the percentage tolerance allowed on the 

variation of the R-R interval, related to pulse 

rate, as shown in Fig. 2.2. From this graph it can 

be seen that the two equations above, give the 

same result at 120 beats/minute, and that as the 

pulse rate decreases from this point, the percentage 

tolerance increases. 

It was then noted that in the opinion of 

cardiologists consulted, there was no need to relate 

the tolerance on the R-R interval to pulse rate. 

They considered that a constant percentage tolerance 

of 10 or 15 percent would be satisfactory. 

(2) In several diagnoses, notably Supraventricular 

tachycardia and Bundle Branch Block, it was noted 

that a criteria of, 82% or more of QRS complexes 

aOhe
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(3) 

(4) 

wide, had been specified. No indication was given 

as to how many beats this should be calculated from. 

Therefore, it was decided that this parameter would 

be calculated from between 200 and 400 of the most 

recent beats monitored. These values were chosen 

so that the parameter would not change too quickly 

nor too slouly. 

The cardiologists also stated that there was 

no great medical significance to the value of 82%, 

and in fact this value could be made operator 

adjustable. 

It was indicated that the parameter of 112mS, used 

to classify QRS complexes as wide, could be increased 

to as much as 120mS, for the detection of abnormally 

wide QRS complexes. 

Doubt was also cast on the accuracy of diagnosing 

23 different arrhythmias from only the QRS complex 

width, R-R interval duration and pulse rate. It 

was thought that for such a range of diagnoses, 

criteria relating to P waves should be included. 

However, as this research project was not concerned with 

the development of new diagnostic criteria, it was 

decided that the criteria as given in Table 2.1., would 

be used as the initial system criteria, in order to 

enable the final distributed microprocessor system 

structure to be determined. 

2-2-2. Alternative Monitoring Criteria 

In an attempt to indicate an alternative set of 

- ll -



diagnosis criteria, discussions were held with a Doctor 

at St. Bartholomew's Hospital in London, during the 

final year of researche 

The approach used to produce the alternative 

monitoring criteria, shown in Table 2.2., was the 

division of the arrhythmias into two main groups. These 

two groups were classified as non-paroxysmal arrhythmias. 

(i.e. arrhythmias arrived at slowly, such as a fast 

pulse rate reached gradually), and paroxysmal 

arrhythmias (i.e. arrhythmias which occur suddenly, 

such as a premature beat). 

Within each of these groups there was then the 

further classification of fast (tachycardia) or slow 

(bradycardia) pulse rates, or early (premature) or 

late (pause) beats. This approach meant that the 

diagnoses produced were of a general nature, and in 

no way attempted some of the precise diagnoses given 

in Table 2.1. 

It is not claimed here that the criteria given 

in Table 2.2. is better than that in Table 2.1., but 

simply an alternative. The field of computer monitoring 

diagnosis criteria, requires further medical research 

and detailed specification. 

-12-



TASLE 2.1. INITIAL ARRHYTHMIA DIAGNOSIS CRITERIA 

1. 

7. 

VT; Ventricular tachycardia. This diagnosis was 

made if the pulse rate was greater than 140, 82% 

or more of the ORS complexes were wide (a wide 

QRS was 0°112 seconds or longer in duration), and 

the preceding rhythm (50 beats) contained multiple 

PVC's (greater than 10% of the QRS complexes were 

PVC's). 

SVT; Supraventricular tachycardia. for this 

diagnosis there must be a pulse rate greater than 

110 but less than 140; or if the rate was greater 

than 140, less than 82% of the QRS complexes were 

wide. 

8BB; Bundle Branch Block. More than 82% of QRS 

complexes were wide with a rate less than 140. 

BRAD; Bradycardia. Simply any case when pulse rate 

was less than 60 but greater than 40. 

IDIOVT; Idioventricular rhythm. An exceptionally 

slow pulse rate, less than 40 but greater than 20 

was the only criteria. 

C. ARST$; Cardiac Arrest. A diagnosis of cardiac| 

arrest was made when the heart rate was less than 

80 and an R-R interval was not followed by a QRS 

complex for a period greater than or equal to 6 sec. 

ASYT$ Asystole. A diagnosis of asystole was made 

when the heart rate was less than 80 and an R-R 

interval was greater than or equal to 2 times the 

- 13 -



Table 2.1. Cont... 

10. 

ll. 

average R-R interval but less than 6 sec. in duration. 

ESCB8T; Escape beat. A diagnosis of escape beat was 

made if the rate was less than 60 and a long R-R 

interval was followed immediately by a wide QRS. 

Long (L), normal (N), and short (S) R-=R 

intervals were defined according to whether a specific 

R-R interval varied from the average by more or less 

than an amount called IER. If it was within IER of 

the average, it was normal (N), more than IER greater 

than average it was long (L) and more than IER below 

average it was short (S). IER was also used in 

other diagnoses; it is critical in identifying a 

PVC or a PAC. It was set as follows taf rate > 1205 

IER=ISAMP/12. If rate < 1203 IER=1SAMP(1/8-Rate/2800). 

PVC; Premature ventricular contraction. A short (S) 

R-R interval, as defined in 8, followed by a wide 

QRS caused this diagnosis provided that less than 

82% of QRS complexes were wide. 

PVCRUN; A run of premature ventricular contractions. 

Two or more PVC's in succession caused this diagnosis. 

VIBGY; A bigeminy rhythm produced by premature 

ventricular contractions. ft 

The sequence of a short R-R interval (S) a wide 

QRS (WORS), and then a not short R=-R interval (5) 

occurred 4 times in succession (4(S-5)). Note that 

an § R-R interval could be either normal or long. 

In this rhythm, it would usually be long because of 

Se b4. Ss



Table 

12. 

13. 

14. 

2-1. Cont... 

compensatory pause after a PVC. 

VITRIGY; A trigeminy rhythm caused by premature 

ventricular contractions. The sequence of a short 

R-R interval (S) a wide QRS (WQRS) a not short 

R-R interval (5) and a normal R-R interval (N) 

occurred 4 times in succession (4(S-5-N)). 

The next 6 diagnoses, 13 through 18, all had 

3 criteria in common. These 3 criteria will] be 

listed first : 

A. Less than 82% of QRS complexes were wide. 

8. No diagnosis of atrial fibrillation (AF). 

C. The QRS complex following the R-R interval 

analysed was not wide. 

PAC; Premature Atrial Contraction. In addition to 

the above 3 criteria a diagnosis of PAC was made on 

fulfilment of one of the following : 

A. A short R-R interval (S) when the rate was 

greater than 90. If the rate was less than 

90 the diagnosis could be made on encountering 

any one of the following sequences of R-=R 

intervals. 

B. S$-5-S; short, not short, short. 

-N-L$; short, not short, normal, not long. wl
 

Cer S= 

For example, a short R-R interval followed by 

normal R-R intervals would lead to the diagnosis. 

PACRUN$ A run of premature atrial contractions. 

Two or more PAC's (defined in 13) in succession 

= S=



Zl. Contece Table 

15. 

16. 

1?. 

18. 

19. 

20. 

resulted in this diagnosis. 

ABIGY; Bigeminy rhythm caused by premature atrial 

contractions. With the 3 criteria described prior 

to 13 there must be in addition a sequence of short 

R-R intervals followed by a not-short R-R interval 

(8-5), which occurred 4 times in a row. 

ATRIG; Atrial trigeminy. A trigeminy rhythm caused 

by contractions originating in the atrium. The 

sequence of a short R-R interval, a not short R-R 

interval, and a normal R-R interval (S-S-N) must 

occur 4 times in succession. 

ABCOND; Abnormal conduction. If the rate was greater 

than 110, a diagnosis of PACRUN had been made and 

the sequence of 3 short R-R intecuale was followed 

by a wide QRS, this diagnosis was made. 

SA; Sinus Arrhythmia. In addition to the 3 criteria 

described prior to 13 and a rate <90, a diagnosis 

of SA was made on fulfilment of one of the following 

sequences of R-R intervals. 

A. S-S-L, short, not short, long. 

B. S-S-N-L, short, not short, normal, long. 

This ends the diagnoses which required the 3 

criteria A-C described just before 13. 

PC; Premature Contraction. Diagnosis of PVC or 

PAC with greater than 82% of QRS complexes wide 

would cause this diagnosis to be used rather than 

PVC or PAC. 

AFs atrial fibrillation. No diagnosis of bigeminy 

or trigeminy rhythm. Less than 15% of QRS complexes 

= 16) =



Table 2.1. Cont... 

21. 

22. 

were PVC's. An irregularity indicator known as 

NODE(11) must be greater than a factor known as 

NODE(12). NODE(11) was the percentage of R-R 

intervals that differed by more than 4% from those 

immediately succeeding R-R intervals. The R-R 

intervals associated with PVC's were eliminated 

before making this calculation. NODE(12) was an 

arbitrary level described as 96-Rate/5S. Thus, it 

was a linear function of rate which decreased as 

rate increased to recognise the fact that atrial 

fibrillation was more regular at fast rates than it 

was at slow rates. 

Usually in atrial fibrillation 85 to 95% of 

R-R intervals differed by 4% or more from the next 

following R-R interval. 

ACVTRT$ Accelerated ventricular rate. If a diagnosis 

of 888 had been made and the rate was greater than 

100, this diagnosis was designated instead of BBB. 

It was meant to indicate a more grave diagnosis than 

BBB. In some cases this could actually represent 

a ventricular tachycardia which was not diagnosed as 

ventricular tachycardia by the criteria, which 

required a pulse rate greater than 140. 

SVTAC$ Sugpraventricular tachycardia with abberant 

conduction. This diagnosis was made if the pulse 

rate was greater than 140, 82% or more of the QRS 

complexes were wide, and the preceding rhythm 

(50 beats) was SVT. 

SS



Table 2.1. Conte... 

23. LS; Lost Signal. This diagnosis was made when the 

heart rate was greater than or equal to 80 and an 

R-R interval was not followed by a QRS complex for 

a period greater than or equal to 6 seconds. 

eneu-



TABLE 2.2. ALTERNATIVE ARRHYTHMIA DIAGNOSIS CRITERIA 
  

NON-PAROXYSMAL ARRHYTHMIAS 

CY Non-Paroxysmal Tachycardia 

This diagnosis is made when the average R-R 

interval (see Note 1) is less than 600mS, i.e. when 

the pulse rate is greater than 100 beats/minute. 

This diagnosis is not alarmed until the average 

R-R interval is less than 400mS (150 beats/minute), 

which should then produce a level 2 alarm (see Note 5). 

(2) Non-Paroxysmal Sradycardia 

This.diagnosis is made when the average R-R 

interval exceeds 1 second, i.e. when the pulse rate 

falls below 60 beats/minute. This diagnosis is not 

alarmed until the average R-R interval exceeds 2 

seconds (30 beats/minute), whereupon a level 2 alarm 

should be given. 

PAROXYSMAL TACHYCARDIA 
  

(3) Paroxysmal Tachycardia 

This diagnosis is made when two or more short 

R-R intervals (see Note 2) occur in succession, and 

can be further characterised as having a "broad Qrs" 

(see Note 3). This diagnosis should produce a level 2 

alarm, unless the R-R interval becomes equal to or 

less than 300mS, (200 beats/minute) which should 

produce a level 1 alarm (see note 5). 

(4) Premature Beat 

This diagnosis is made if a short R-R interval 

=ALon=



Table 2.2. Contece 

(1) 

(2) 

is followed by an interval which is not short. This 

diagnosis can be further specified as having a 

"broad QRs". 

(5) Pause 

This diagnosis is made if a very long R-R interval 

(see Note 4) occurs, and should result in a level 2 

alarm being given. 

(6) Asystole 

This diagnosis is made if any R-R interval 

exceeds 5 seconds, and should result in a level 1 

alarm being given. 

NOTES 
  

During the monitoring start-up process, the first 16 

R-R intervals detected are stored and used to calculate 

the initial value of the average R-R interval. 

Thereafter this store is continuously updated with 

the subsequent R-R intervals, provided that they have 

not been labelled as long or short (see Note 2). 

If an R=-R interval measured, is found to be less than 

a5% of the average R-R interval time, it is Taosived 

as short. 

If an R-R interval measured, is found to be greater 

than 115% of the average R-R interval time, it is 

labelled as long. 

Between these tuo limits the R-R interval is 

a



Table 2.2. Cont... 

(3) 

(4) 

(5) 

considered to be normal, and can be used to update 

the average R-R interval. 

A QRS complex is classified as a "broad QRS" if 

greater than 120mS, and is measured from the points 

shown in Fig. 2.2. 

If an R-R interval is found to be greater than twice 

the average R-R interval time, it is labelled as 

very long. 

Alarm level 1 is the highest priority alarm and 

indicates an imperative diagnosed condition. 

Alarm level 2 indicates diagnosed condition requiring 

immediate warning. 

cai



CHAPTER 3 

MONITORING SYSTEMS 

Since the introduction of coronary care units (CCUs) 

in the early 1960s, many independent groups have been 

developing arrhythmia monitoring systems. Initially, 

the only monitoring equipment used in CCUs, employed 

analog techniques to monitor pulse rate, which allowed 

very slow or fast heart rates to be alarmed, 

Although equipment, such as the hybrid device 

described by Neilson (Ref. 6,5 7, 8, 9. ) which enable 

certain arrhythmias to be detected, and high speed mass 

ECG monitoring to be performed, have been developed. The 

need for ever increasing detailed and efficient analysis 

of ECG signals, has resulted in increasing efforts being 

made to produce computer systems capable of real-time 

arrhythmia monitoring. 

Several different approaches, such as cross-correlation 

(Ref. 10-15. ) and Fourier transform (Ref. 16) techniques 

have been employed in computer monitoring systems, but 

the most common approach used is that of feature or 

pattern recognition (Ref. 17-38. ). This last approach 

is currently preferred as it consumes less processing time 

compared to other techniques, and therefore is more amenable 

to real-time implementation. The systems using this 

approach vary considerably in complexity, for example, 

the sample rate used by such systems ranges between 60 and 

no 2us



S00 samples per second. The work performed by Wartak et. al. 

(Ref.39.) recommends that a sample rate of 250 samples 

per second, with a quantisation accuracy greater than 

7 bits, should be used by monitoring systems. 

Similarly, the approach predominantly used to detect 

QRS complexes; which is a delayed-difference threshold 

method, varies in its implementation between each system. 

The main variations of this approach are concerned with 

the time interval (number of sample periods) between the 

samples used to produce the difference signal, and the 

value of the detection threshold. The work described by 

Van Eyll et. al. (Ref.40-) provides the optimal values 

for this detection approach, which were obtained using 

a sample rate of 250Hz. 

This detection approach is also sometimes extended to 

classify QRS complexes as abnormal, by monitoring the 

number of difference values that occur after the difference 

signal has passed through the detection threshold (Ref.17+). 

Other systems, prefer to perform direct measurements on 

the QRS complex to classify it as wide or abnormal. Thus 

the criteria used in each system to diagnose the type of 

arrhythmias which occur, differ with each system produced. 

These differences arise not only because of the different 

monitoring approaches adopted, but also because of the 

individual medical interpretations made of the parameters 

monitored by the particular system. There is currently 

no standard arrhythmia manitorey criteria, hence, ech 

system produced employs and interprets the parameters 
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monitored, in the manner preferred by those developing 

each system. 

These developmental systems usually consist of one 

or possibly two computers such as the PDP-8 (Ref.19.), 

PDP-9 (Ref.22.), POP-12 (Ref.27.), COC 1700 (Ref.20.), 

NOVA 1210 (Ref.31.) and the HP 2100 (Ref.34.). Some 

of these developmental systems only monitor one patient 

(Ref.41.), but normally they are multi-patient monitoring 

systems, the number of patients monitored depending on the 

sample rate, monitoring complexity and speed of the 

computer used by each system. 

In the past few years one of the main computer 

monitoring systems to appear on the market in the 

Hewlett-Packard HP 78220 arrhythmia monitoring system 

(Ref.42.). This system uses the HP 2108 processor, and 

costs over £40,000 for an 8 bed unit. 

Since the introduction of the first microprocessor 

(Intel 4004) in 1971, the performance of such devices has 

continually improved. As their speed and sophistication 

increases, their use in ECG monitoring systems increases 

(Ref. 43-47. ). These initial implementations use 

8 bit microprocessors such as the Intel 8008, the Motorgle 

M6800 and the Zilog 7-80. 

The introduction of a 16 bit microprocessor the 

TMS 9900 (Appendix A), provided the possibility of 

producing a microprocessor monitoring system, which could 

perform real-time ECG monitoring, previously only poset Ele 

with computer systems. Although the execution time of 
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this microprocessor is still slower than those of computers 

used in monitoring systems, the cost of such devices would 

allow their distribution in a microprocessor monitoring 

system. In this way it was considered that any speed 

restriction problems would be overcome by this distributed 

microprocessor approach, and would also enable a more 

flexible and cheaper multi-patient monitoring system to 

be produced. 

As the work by Wartak et. al. (Ref.39.) and Van Eyll 

et. al. (Ref.40.), mentioned above, were both concerned 

with a sample rate of 250Hz, their recommendations were 

chosen for use in the monitoring system to be developed. 

Similarly, the feature recognition approach was chosen 

for use in this system, because it is suited to real-time 

applications, hence the detailed criteria listed by 

Rabin et. al. (Ref. 5.) ae chosen, for initial use in 

the system, as discussed in Chapter 2. 
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CHAPTER 4 

SYSTEM FUNCTIONS AND STRUCTURE 

4.1. INTRODUCTION 

The overall function of the multi-patient 

microprocessor system required, was that of arrhythmia 

detection and diagnosis. However, the system may be 

sub-divided into a number of distinctly different 

types of functions. These functions are broadly 

classified as follows. 

4.2. System Functions 

4.2.1. Signal Acquisition 

The signal acquisition function is concerned with 

the amplification of the chest electrode potentials, 

to provide the ECG signals required by the system. 

It was decided that this function could be satisfac- 

torily performed by the analog equipment in common 

"bedside" use in CCUs, which usually provide a 1 volt 

ECG signal, that could be apt by the monitoring system. 

This decision also has the advantages that the 

final system would be cheaper, by the exclusion of 

this function, and more likely to be acceptable for 

CCU use, as it would make greater use of existing 

CCU equipment. 

4.2.2, Signal Conditioning 

The signal conditioning function is concerned with 

the processing of the ECG signals applied to the system, 

Se 
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to obtain a conditioned signal from which measurements 

may be taken with an appropriate degree of confidence. 

This is achieved by the detection of abnormal signal 

levels in the higher frequency components of the 

ECG signals, which would indicate the presence of 

artefact (unuanted muscle noise). Having detected 

the presence of noise, filtering of the ECG signal 

could then be performed. Also this function was to 

be responsible for the removal of very low frequency 

components, to remove dec. and base-line drift from 

the signal. 

As it is desirable to incorporate as many of the 

system functions as possible, in the more compact and 

flexible media of software, this function was 

implemented using digital filtering techniques 

(ref.48-53.), as described in section 5.2. The 

sampling rate of the ECG signal was set to 250Hz, as 

recommended by Wartak et. al. (ref.39.). Therefore, 

the signal conditioning function would have to be 

performed on each of these samples. 

4.2.3. Signal Monitoring 

The ECG signal monitoring function is concerned 

with the detection of each QRS complex, and the 

subsequent measurement and classification of features 

in the ECG signal which are of interest. The monitoring 

criteria to be initially used by the system, as 

described in Chapter 2, focuses attention principally 

on the length of the R-R interval, and the width of 
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the QRS complex. The detection of each QRS complex 

is to be achieved using a delayed difference signal 

approach, using the optimal parameters suggested by 

Van Eyll et. al. (ref.40-), as described in Section 

5.3. Using this approach it is necessary that the 

monitoring function QRS detection algorithm, be 

performed for each of the ECG samples. 

Having detected a QRS complex, this function 

then performs the measurements required, and 

therefore this aspect of the monitoring function 

would have a frequency of operation dependent on the 

pulse rate of the monitored patients. 

4.2.4, Diagnosis 

Having performed the required measurements and 

observations by the monitoring function, it was the 

task of the diagnosis function to interpret the 

results, and provide a diagnosis. The approach used 

to implement this function was by the use of decision 

table techniques (ref.54.), as described in Section 5.4. 

This function is only called upon, when the 

monitoring function has detected and measured the 

required parameters. Therefore, this function has 

a frequency of execution which is dependent upon the 

pulse rate of the patients being monitored at the time. 

4.2.5. Display 

The display function is concerned with the 

presentation of information, such as ECG data, 

parameter values, diagnoses and trends to the system 
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operator. Therefore, there is the need for software 

to provide the data in its required form, to the 

appropriate system/operator interfaces, such as 

a VDU. This type of data would be of an intermittent 

nature, depending on such things as frequency of 

arrhythmia events. 

4.2.6. Storage 

The storage function is concerned with the 

retention of information such as trend data and stored 

arrhythmia events etc., which may be required for 

subsequent display to the system operator. This data 

would also be of an intermittent nature. 

4.2.7. Communication and Control 

In order for the system to perform as required 

by the operator, there is the need for a Corrtnieetion 

function to be present in the system. This function 

is concerned with the interpretation of input commands 

to the system, via a media such as a VOU, and thus 

the activation of the system to perform the required 

task. 

Also in order that the individual functions listed 

above should combine to produce the resulting system 

function of arrhythmia detection and diagnosis, there 

is the need for overall system control. The control 

function is thus the operating system (ref.56,61.) 

which allous the individual functions to interact to 

provide the system function required. 
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4.3. The Ideal System Function Structure 

In order to determine a suitable structure for the 

system, it is necessary to examine the volume of 

information flowing between each individual function, 

as shown in Fig. 4.1. 

As stated in section 4.2.1., only the signal 

acquisition function is by necessity distributed in 

the system, this being allocated on a one-per-patient 

basis. The remaining functions may therefore be 

distributed as required. 

Since the highest rate of data transfer occurs 

permanently betueen the signal acquisition, conditioning 

and monitoring functions, the greatest benefits of a 

distributed processing network would be obtained af 

each of these functions were allocated on a one-per- 

patient basis. 

If the diagnosis function was made a centralised 

function, the result would be a permanent flow of 

information, of low data rate converging on the 

centralised diagnosis function, from all the patient 

function nodes. If however, the diagnosis function was 

also allocated on a one-per-patient basis; it would 

result in the intermittent flow of information, of low 

data rate in the form of diagnoses, being the data 

sent to the centralised functions. This last configuration 

is the system structure which would result in the 

lowest volume of data flowing from the patient dedicated 

functions, to the centralised functions. Therefore, 
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this structure, as illustrated in Fig. 4.2., was 

considered as being the ideal system function structure. 

4.4. Performance of Functions in Real-Time 
  

Having determined the most suitable function 

structure for the distributed system, the allocation 

of processors to functions, or vice-versa was considered, 

However, this procedure was not capable of simple or 

precise quantifications, It was therefore necessary 

to implement each function in turn, to determine the 

extent of processor utilisation in performing each 

function, and hence the final distribution of processors 

within the system. 

As a result of producing the functions, which are 

described in detail in Chapters5 and 6, the results as 

shoun in Table 4.1. were obtained. From these results 

it was found that, for a single patient, approximately 

42% of the processing time of a single TMS 9900 

microprocessor is used in performing all the functions 

given in Table 4.1. Leaving the remaining 58% of 

unused processing time available for use by the storage, 

display and operator communication functions. 

Therefore, this assessment showed that for a single 

patient, performance of all functions shown in Fig. 4.1. 

is well within the capability of a single TMs 9900 

microprocessor. However, the aim was to produce a 

multi-patient monitoring system, with centralised 

facilities of system control, storage and display. 

These functions being centralised for ease of system 

management, and cost of peripheral devices. 
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FUNCTION EXECUTION TIME FREQUENCY OF PERCENTAGE OF PROCESSING 
TIME CONSUMED BY FUNCTION 

EXECUTION Te SE CaNE 

SIGNAL CONDITIONING 1 ms 250/Sec 25% 

MIN O*21mS 250/Sec 5°25% 

MON TIGR ING IF PULSE RATE=60 8PM THEN 1/Sec 0°32% 

MAX 3*2mS 
IF PULSE RATE=180 BPM THEN 3/Sec 0-96% 

TF PULSE RATE=60 8PM THEN 1/Sec 0-02% 
DIAGNOSIS 0-2ms 

IF PULSE RATE=180 8PM THEN 3/Sec 0-06% 

odeide DEPENDENT ON FUNCTION Wi 
CONT Ret Soatame ACTIVITY = 750/Sec ioeSe 

TABLE 4.1. FUNCTION EXECUTION TIME ANO PERCENTAGE OF 
PROCESSING TIME CONSUMED PER SECOND 

 



4.5. Distributed Processor System Structure 

The final structure therefore, of the multi-patient 

distributed processing system, is the allocation of a 

single microprocessor to each patient. Each of these 

patient dedicated processors performs the functions 

of signal conditioning, monitoring and diagnosis, plus 

the functions of patient processor function control 

and inter-processor communication, as described in 

Chapters 5 and 6. 

These patient dedicated processors then communicate 

the required information, such as arrhythmia diagnoses, 

to the centralised functions controlled by an operator- 

dedicated processor as illustrated in Fig. 4eS. Thus 

the ideal system function structure is in fact the 

final solution. 

4.6. Conclusions 

Having distributed the system as shoun in Fige 4036, 

the additional advantage that has been gained, apart from 

those previously mentioned, is that of surplus processing 

time available at each of the patient dedicated processor 

nodes. This is because, the only demand made on the 

available surplus processing time of 58% at each patient 

processing node, is that made by inter-processor 

communication. Therefore, there is the availability 

of improving and expanding any of the patient dedicated 

functions. 
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CHAPTER S 

PATIENT-DEDICATED PROCESSOR SYSTEM DESIGN 

S.1. INTRODUCTION 

Each patient-dedicated processor system performs the 

functions of signal conditioning, monitoring, diagnosis 

and inter-processor communication, under the control 

of an operating system as shown in Fig 5.1. As can be 

seen from this diagram, the communication function 

consists of the three tasks of input, output and 

interpreter (microprocessor communication package), and 

the operating system is divided into the four modules 

of system initialisation, real-time task scheduler, 

ADC interrupt handler and UART interrupt handler. 

In order to understand this system structure, let 

us consider each of the system tasks in turn, and hence 

the resulting control provided by the patient-dedicated 

operating system. 

5.2. Signal Conditioning 

The purpose of the signal conditioning function 

developed, is to improve the consistency of subsequent 

signal monitoring, by the removal of very low frequency 

components ( d.c, and base-line drift), and the reduction, 

when present, of intermittent high frequency components 

(artefact), from the ECG signal. 

A sketch of the normal ECG spectrum, as obtained 

by Golden et. al. (Ref.57.), is shown in Fig. 5.2. From 
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this sketch it can be seen that the predominant portion 

of the ECG spectrum is below 60Hz. 

The required signal conditioning is accomplished by 

an adaptive digital filtering algorithm, applied to the 

sampled ECG signal. The filtering algorithm developed 

contains three digital filters, the first of which is 

a high-pass filter with a very low cut-off frequency, 

used to remove the dec. and base-line drift frequency 

components from the ECG signal. The remaining tuo 

digital filters perform the adaptive aspect of the 

filtering algorithm, concerned with the detection and 

reduction of artefact frequency components. The first 

of these two filters is a high pass filter used to 

monitor the frequency spectrum above the predominant 

portion of the ECG spectrum (Fig. 5.2.). It is this 

filter which enables artefact to be detected. The 

remaining filter is a low-pass filter, used to reduce 

the level of artefact in the ECG signal, when it has been 

detected. All of the filter cut-off frequencies were 

determined experimentally as described shortly. 

As speed of operation is an important factor in 

the design of each function, it was decided that recursive 

digital filter techniques would be used, as this would 

reduce the number of time consuming multiplications to be 

performed by the algorithm. 

The design of the digital filters used, was accomplished 

by transforming continuous Sutterworth filters, into their 

discrete form using the Bilinear Transformation approach 
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(Ref. 48, 49, 50, 51, 52.). This approach states 

that continuous filter transfer functions in the form 

H(s), can be transformed into their discrete form of 

H(z) via the relationship 

-1 
—_ 2h l= s #25} (5.0) 

However this transformation produces the effect knoun 

as "frequency warping” (Ref.49.) which results in 

the relationship between the analog filter cut-off 

frequency (uy) and the resulting digital filter 

cut-off frequency (up) of 

2 tan Mow 
a 2 

w (5520) iS 

As stated previously, the analog filter that was 

to be transfermed by this approach was the Butterworth 

filter, which was chosen because it has a relatively 

simple transfer function that produces a maximally 

flat frequency response. A second order low-pass 

Butterworth filter has a transfer function given by 

s,s Hp (8) = —*1h2 (5.3.) 
s* +/2s +1 

and a high-pass transfer function of the general form 

Hepae) te ge (5.4.) 
8° +f2s +1 
  

Using the Bilinear Transformation equation S.l., 

and the above equations provides the discrete forms 
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of the filter transfer functions of 

and 

where 

  

Hp (2) = + aa 
ee Kyz + Ky2 

Sie 2 Hyp (2) _ Cup (t Pa 27 Wat?) 

lL + k)z 7 Kaz” 

a 2 

“ap = *   

  

  

Cup = z 5 
e+ Ju, + Wy 

2 
Kiya Sha, be 

2 
i+ i2u, rou 

2 
Rah 1 - Qu, + uy 
  

2 
a+ Ru, + uy 

ai); -2 C p(2 ae le dee oN a 
(5.5.) 

(5.6.) 

ae.) 

(5.8.) 

(5.9.) 

(5.10.) 

Using the Direct Form of block diagram construction 

(Ref.53.) on equations 5.5. and 5.6., it was possible 

to produce block diagrams of the digital filters 

(Fig. 5.3.) from which the software for the filters 

was produced. 
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coefficients for a range of filter cut-off frequencies, 

using the recommendations of Wartak et. al. (Ref.39.), 

that the ECG signal should be sampled at a rate of 

250Hz (T=4mS) with 8 bits quantization resolution. 

From the experimental work with these filters, it 

was found that the d.c. eliminating filter produced 

computational values which were so large that they 

could not be handled speedily by the processor. 

Hence, another form of the discrete transfer function 

was obtained as follous. 

A high-pass continuous Butterworth filter, with a 

cut-off frequency of Ups is given by 

Hup(s) 2 (5.11) 
HP = ¥ 

+ J2su, + a? 

  

  

= A 

Now let the sampling frequency be Tu, iseey 

  

Te mar (5.12.) 

Substituting equation 5.12. into 5.1. gives, 

a 2ruy {2-4} (5.136) 

Substituting equation 5.13. into 5.11. gives, 

; 2 

Bete) — aweass (5.14) 
2 2 

4ru,?(zo1)? + 2rUy tact} + Uy 
(z2+1) ztl 

which reduces to 
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pee eee Se 
Hee )es ar? + 2for +1 (5.15) 

pase me (Gri Noccoa eas 
si Gee et) i ema) 

Equation 5.15. is of the form 

H(z) . K(z) (5226.) 

1 + K(z)G(z) 

which is of a standard feedback configuration, as 

shown in Fig. 5.4. 

Using this alternative digital filter block diagram, 

the problem of large computational values was overcome, 

because the accumulations in the feedback path of 

the filter contain values of similar magnitude to 

that of the input to the filter. 

The resulting filter produced using the alternative 

filtering approach was finally set to a cut-off frequency 

of O°5Hz, with the resulting filter coefficients 

converted to 12 bits fractional accuracy as shown in 

Table 5.1. 

In order to determine a suitable cut-off frequency 

for the filter to be used in the artefact detection 

section of the filtering algorithm, experiments were 

performed using a number of different cut-off frequencies 

and artefact detection threshold levels. From these 

experiments, it was observed that a filter cut-off 
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frequency of 60Hz combined with a noise threshold level 

of 26 quantization units, produced an arrangement 

whereby artefact was detected, but the high frequency 

ECG components due to QRS complexes were not. As shown 

in Fig. 5.5. The resulting artefact detection filter 

was produced using the standard feedback aani@isearteian 

(Fig. 5.4.) approach as this allowed the filter 

coefficients to be converted to 12 bits fractional 

accuracy as shown in Table 5.1. 

Two approaches were then adopted to determine a 

suitable cut-off frequency for the artefact reduction 

filter. The first of these approaches was a theoretical 

attempt to determine to what extent the QRS complex 

widths would be affected by low pass filtering. This 

was achieved by producing a program which performed 

subsequently lower cut-off frequency filtering on a 

stored example of a QRS complex. Each resulting 

filtered QRS complex was then measured by the program, 

and the percentage change in QRS width calculated. 

Also, in an attempt to vary the stored example of a 

QRS complex, this data was perturbated about the 

reference axis, in order to vary the stored QRS complex 

width. The resulting limits of QRS complex width 

variation, as produced by the program, are shown in 

Fig. 5.6., and as can be seen, below a 20Hz cut-off 

frequency, the percentage change in QRS complex width 

increases rapidly. Also, it is noted that not only can 

= 46-6



0.C. FILTER COEFFICIENTS (CUT OFF FREQUENCY O*5SHz) 

K(z) = 099115 = OFDB\, 

{2/r = 0°01777 = 0048), 

(2/2r = 0*00888 = 0024), 

ARTEFACT DETECTION FILTER COEFFICIENTS (60Hz) 

K(z) = 0311538 = O4FCy¢ 

J2/r = 29656069 = 2A7Fi¢ 

f2/2r = 1°328034 = 153Fy¢ 

ARTEFACT REDUCTION FILTER COEFFICIENTS (25Hz) 

Cip = 0°067455 = OOllig 

Ky = 1°142983 = 0124.6 

Ko = -0°41280 = FFOT 6 

TABLE Sel. FILTER COEFFICIENTS 
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filtering increase the measured widths of QRS complexes, 

but as indicated by the occurrence of negative percentages, 

QRS complex widths measured can be reduced. This effect 

is due to the size of the samples at the extremes of 

the QRS complex. At these points the small sample 

values can easily change in sign as well as in amplitude, 

resulting in occasions where fewer sample periods are 

counted between the QRS width measurement points, 

The second approach used to determine a suitable 

cut-off frequency for the artefact reduction filter, 

was the direct observation of the effect of reducing 

the filter cut-off frequency on actual ECG data. While 

performing this experiment observations were made of the 

effect of filtering on the QRS width, and the extent to 

which artefact was visibly reduced by each cut-off 

frequencye 

As a result of this work, a cut-off frequency of 

25Hz was chosen for the artefact reduction filter, 

because it provided good artefact level reduction, 

while not excessively increasing the QRS complex width. 

This particular filter was produced using the Direct 

Form of block diagram construction (Fig. 5.3.) and 

as a result of the larger computational values produced 

by such a filter, its coefficients were converted to 

8 bits fractional accuracy, as shown in Table 5.1. 

The resulting frequency characteristics of the 

three filters used in the filtering algorithm are 

shown in Fig. 5.7. Combining these filters in the 

- 50 -



 
 

 
 
 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
  
 

  
  

 
 

 
 

 
 

  

  
  

 
 

  
 
 

 
 

ONOI TIONING IFUNCTION 

 
 

 
 

 
 

CHARACTERISTICS. 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

  
  

  
  

  
 
   
 
 

  
 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

  
  

  
  

      
      

  
  

      
  

  
  

  
          

  
    

      
  

  
          
 
 

   

   
(ap) 

o 
N ce 

+ 
' 

J 
ii 

N
I
v
9
 

 



manner shown in Fig. 5.8. produces the required signal 

conditioning function. The delays of N and n sample 

periods, shown in Fig. 5.8., are chosen to equalise 

the total delays through the 25Hz low-pass filter and 

the direct path, and also to ensure that the filtered 

signal is introduced just prior to the occurrence of 

the artefact to be reduced. The delayed hold is 

introduced into the system, to ensure that the lou- 

pass filter remains in continuous operation when rapid 

bursts of artefact are present in the ECG signal. 

Some examples of conditioned ECG signals are given 

in Fig. 5.9. 
The execution time of this signal conditioning 

function software is 1lmS, which is elt within the 

4mS sampling period. The assembly program listing of 

this program can be found in the software appendix, 

under the program identifier IPDHTP. 

5.3. Signal Monitoring 

The first task of the monitoring function developed 

is the detection of each QRS complex. This is achieved 

using the optimal parameters suggested by Van Eyll et. 

al. (Ref.40.) for an on-line algorithm monitoring the 

QRS complex. This algorithm accomplishes the detection 

of the QRS complex by a delayed-difference threshold 

method. A signal is obtained by calculating the 

difference between samples of the ECG signal, which are 

separated by 6 sample periods (24mS). This signal is 
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then compared with a threshold (TO) which is 60% of 

the average minimal negative value (OMIN) of the 

delayed difference signal (Fig. 5.10.). When the 

delayed difference signal passes through this threshold 

the QRS complex is detected. 

This detection method is adaptive, because the 

detection threshold (TD) is calculated from the 

average minimal negative value. The parameters used 

to calculate the average minimal negative value have 

also been optimised by Van Eyll et. al. (Ref.40.) 

as follows. 

Every time a QRS is classified as normal the 

average minimal negative value is recalculated as :- 

DMIN(NEW) = DMIN(OLD) x O°8 + O*2 x DMIN(CURRENT) 
(56175) 

and therefore the threshold (TD) is recalculated as 

TO = 0°6 x DMIN(NEW) (551 Sie) 

The approach by Van Eyll uses the number of samples 

below the detection threshold (TD) to classify the QRS 

complex as normal or abnormal, and hence whether or not 

to update the average minimal negative value. However, 

the approach adopted for the microprocessor system 

was that of updating the average minimal negative value 

only when the QRS width measurement algorithm (to be 

described), classified the QRS width as normal. 

This detection method was adopted, because it is 

a method in common use in computer monitoring systems, 
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as it is relatively simple and therefore consumes as 

little processing time as possible. Also, the optimal 

values suggested by Van Eyll were developed for a 

sampling rate of 250Hz, which is that used by the 

signal conditioning function. 

When the patient processor system is instructed 

to start the monitoring function, the first 2 seconds 

of ECG signal are used purely to determine a minimal 

negative value, which will be used initially by the 

detection software. This value, when found, is compared 

with a reference value to determine if it is large 

enough to be used as a minimal negative value. If 

the minimal negative values found,is too small, the 

monitoring function is stopped and a meeaacs, indicating 

that there has been a monitoring function start-up 

failure, is sentto the operator dedicated processor. 

If, however, the minimal negative value found is an 

allowable value, the detection threshold (TD) is 

calculated as 60% of this value, and a message is sent 

to the operator processor, indicating that the 

monitoring start-up procedure was successful. 

Two consecutive QRS complexes are then detected 

and the R-R interval between them measured. This 

value is then used as the initial value for the average 

R-R interval (AVRR). Thereafter, any R-R interval 

which is classified as normal is used to up-date the 

average R-R interval. 

After this initial starting-up process, the 
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monitoring function will then perform the monitoring 

measurements and observations required. As indicated 

in section 2.5., two slightly different sets of 

monitoring criteria were eventually to be implemented. 

The first set of criteria used was that suggested by 

Rabin et. al. (Ref. 5. ) » as given in Table 2.1. 

5.3.1. R-R Interval Measurement 

The measurement of the R-R interval as 

illustrated in Fig. 5.10., is defined as the time 

between the two negative peaks of successive 

QRS complexes. The monitoring function measures this 

interval by first counting the number of sample periods 

received (RRC), between the points where the delayed 

difference signal first passes through the detection 

threshold (points labelled A and 8 in Fig. 5.10.). 

This First measurement is only an estimate of the 

R-R interval, as points A and 8 in Fig. 5.10. do not 

correspond to the true measurement points C and D. 

As will be described shortly, during the 

measurement of the QRS complex width, the position 

and amplitude of the minimum and maximum values in 

the QRS complex (C,0,— and F) are easily located. 

Therefore, the differences that exist between the 

positions A and C, and 8 and DO can be calculated as 

each beat occurs. These parameters are defined as 

follows :- 

OFFSET OLD 

OFFSET NEW 

a ul OFSETO 

OFSETN 

A-C (S.19.) 

B- 0D (5.20.) ul u 
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Therefore, to calculate the true R-R interval, the 

Following calculation is performed. 

TRUE R-R = RRC + OFSETO - OFSETN C5621) 

As each new beat occurs, the previous OFSETN value 

becomes the OFSETO value. 

This approach was adopted because the parameter 

RRC was available as it was required to perform the 

monitoring requirements that, 

(1) If RRC < 32 sample periods, mo QRS complexes may 

be detected. 

(2) If RRC > Maximum R-R limit (such as 6 seconds = 

1500 sample periods) is an alarm condition, 

and also that the parameter OFSETN is easily obtained 

once the QRS width measurement is performed. Performing 

the calculation given by equation 5.21. is then quicker 

than a completely separate measurement of the R-R 

interval by additional software using the stored ECG 

signal, plus the fact that the ECG storage buffer would 

have to be long enough (6 seconds = 1500 bytes) to 

accommodate the longest allowable R-R interval. 

5.3.2. ORS Complex Width Measurement 
  

The measurement of the QRS complex width, as 

illustrated in Fig. 5.10., was initially defined as 

the interval between the zero cross over points 

indicated by G and H. However, it was found that 

in some of the recorded ECGs, the signal would approach 

these points but remain just above or below the 
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cross-over point for a few extra sample periods. This 

resulted in a number of normal QRS complexes being 

labelled as wide. In an attempt to stop this situation, 

small thresholds were set at points G and H as shown 

in Fig. 5.11., to replace the zero crossover reference 

points. These thresholds were set to +5 quantization 

units for the positive threshold, and -5 units for the 

negative threshold, which in each case corresponds to 

approximately a 4% shift from the zero reference 

measurement points. The result of this new threshold 

approach was that QRS complexes previously incorrectly 

elaesified as wide were classified as normal. At the 

present time these threshold values are fixed, but if 

it was desirable they could easily be made operator 

adjustable parameters. 

When a QRS complex has been detected, the 

monitoring function waits until the ECG signal passes 

through zero again, or until a counter estimating the 

QRS complex width exceeds the value for a wide complex. 

The algorithm which then measures the QRS complex 

width, functions as follows. First the position and 

amplitude of the minimum (MINP and MINV) and maximum 

(MAXP and MAXV) values within the QRS complex are found 

(Fig. 5.11.). A count is then made of the number of 

sample periods between MINP and the negative threshold, 

and similarly from MINP until the sample values pass 

down through the positive threshold. As this count 

is generated it is compared with the maximum count 
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required to classify the complex as wide (112mS=28). 

If this value is exceeded the width measurement 

algorithm finishes and labels the complex as wide. 

§.3.3. Wide ORS Percentage Calculation 
  

Having classified the current QRS complex as 

normal or wide, the next operation performed ‘by the 

monitoring function is to determine the percentage of 

wide QRS complexes. No definition of how this should 

be calculated was given in the criteria given by 

Rabin et. al., therefore the approach adopted for the 

microprocessor system is as follows. In order that 

this percentage should be a reasonably sensitive 

parameter it was decided that it should be calculated 

from 200 to 400 of the most recent beats. This was 

accomplished by using two pairs of accumulators, 

Tl and Wl, and T2 and W2; where the T accumulators 

count the beats as they occur, up to a maximum of 200 

each, and the W accumulators count the number of 

wide beats contained in the corresponding T accumulator. 

Therefore, the procedure was to increment Tl as each 

beat occurred, at the same time W1 would be incremented 

if the beat was classified as wide. Then when Tl 

became greater than 200, T2 and W2 would be set to 

zero and subsequenty incremented as were Tl and Wl. 

When T2 then exceeded 200, Tl and Wl would be set to 

zero and subsequently incremented, and so the process 

continues. Then as each beat occurred, the percentage 

= 62 =



of wide complexes would be calculated as 

Wl + U2 
Ti+ 2 * 100 = Percentage of wide complexes (5.22.) 

5.3.4. R-R Interval Classification 
  

The R-R interval classification algorithm is 

concerned with labelling each R-R interval as either 

very long, long, short or normal. 

An R-R interval is classified as very long, if 

the current R-R interval is greater than twice the 

average value. 

The classification of intervals as long or short 

is via the equations illustrated in Fig. 2.2. In 

the simple case when the pulse rate is greater than 

120 beats per minute, the tolerance (IER) on the 

current R-R interval is calculated as 

IER _ ISAmP (5.25%) 
  

where ISAMP is the average R-R interval. 

When the pulse rate is less than 120 beats per 

minute, the tolerance (IER) is calculated as 

TERPS Tsan(s 4 ate} (5.24.) 
8 2880 

The RATE parameter in the above expression can be 

expressed in terms of the average R-R interval by 

PATE ee ouexeGU aes V5000 
AURR AVRR 

  ICs 25%) 

where AVRR is the average number of sample periods in 
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the R-R intervals. 

Similarly ISAMP may be expressed as :- 

isa = (5.26.) 

Combining these equations gives, 

AVRR 15000 
TERS 350ex0 .— 2880) x 250 (5-27) 

If IER is expressed in terms of the number of sample 

periods then, 

IER = “= = 5*2 (5.28..) 

Approximating the coefficient in equation 5.28., to 

produce an expression easily and quickly performed by 

the microprocessor gives, 

IeR === — 5 (5.29.) 

An R-R interval is then classified as long if, 

RRC > AVRR + IER (5.30...) 

or short if, 

RRC < AVRR - IER (Sais) 

where RRC is the number of sample periods in the 

current R-R interval. 

Between these two limits the R-R interval is 

classified as normal. 

5.3.5. Sequence Pattern Recognition 

At this stage in the monitoring program, three 

workspace registers contain sequence information as 
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follows :- 

RO = LONG R-R interval sequence bit flags 

Rl = SHORT R-R interval sequence bit flags 

R2 = WIDE QRS sequence bit flags 

The information stored in each of these registers is 

obtained as follows. As each QRS complex is detected, 

all three registers are shifted left by one bit. 

Then, for example, if the QRS width algorithm finds 

the complex is wide, the least significant bit in 

register R2 is set to a one. The information stored 

in registers RO and Rl is generated in a similar manner 

by the R-R interval classification algorithm. There is 

no need for a register to indicate normal R-R intervals, 

as this is indicated by zeros occurring in corresponding 

bit positions of registers RO and Rl. 

The sequence pattern recognition algorithm, 

therefore uses these three registers to detect the 

sequences of long (L), short (S) or normal (N) 

R-R intervals, and wide QRS complexes (UQRS) that are 

specified in the diagnosis criteria of Table 2.1. 

A list of these sequences is given in Table 5.2. using 

a shorthand notation where, for example, a sequence 

consisting of a short R-R interval (S), followed by 

a wide QRS complex (WQRS), followed by an R-R 

interval which is not short (5), all repeated 4 times, 

is uritten as, 4(S5 >waQRS +S). 

The approach used to produce the sequence 
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(1) 4(s 

(2) 4(s 

(3) 4(s 

(4) 4(s 

(5) S 

(6) s 

(7) 

(8) s 

(9) 5 

TABLE 5.2. 

SEQUENCES 

>%3) 

>waRs +S) 

~5 +N) 

~wWORS +5 +N) 

-SeN ek 

Sequence of R-R Intervals and QRS 
  

Complex Width to be Detected. 
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recognition algorithm, was the use of assembly language 

instructions capable of detecting bit patterns in 

words (compare ones corresponding (COC) and Compare 

zeros corresponding (CZC) ). (Ref.58.). 

The algorithm is structured such that certain 

simple comparisons eliminate groups of sequences if 

not present, as illustrated by the basic flow diagram 

given in Fig. 5.12. The "X" shown in some of the 

decision boxes in Fig. 5.12., indicate that these 

intervals are not tested at that point in the 

algorithm. 

5.3.6. Moaitnsing Function Output 

The output from the monitoring function is in 

the form of tuo 16 bit words (MFl and MF2). The 

individual bits of each word indicates the true (1) 

or false (0) results from the various monitoring 

algorithms. The condition indicated by each of these 

bits, is given in Table 5.3.3; and it is these two 

words which are supplied to the diagnosis function. 

The program modules which combine to give the 

monitoring results for the initial monitoring criteria 

(section 2.5.1.), have program module identifiers 

MONTDP, MONSIP and MONS2P, as supplied in the program 

appendix. 

5.3.7. Alternative Monitoring Criteria 
  

The monitoring function produced for the 

alternative monitoring criteria (section 2.5.2.) is a 
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EVENT WORD MF1 WORD 1 

  

  

  

  

SET BIT 

PULSE RATE IS GREATER THAN 140 BEATS PER MINUTE o* 
PULSE RATE IS GREATER THAN 110 BEATS PER MINUTE 1 
PULSE RATE IS GREATER THAN 100 BEATS PER MINUTE 2 
PULSE RATE IS GREATER THAN 90 BEATS PER MINUTE Bh 
PULSE RATE IS GREATER THAN 80 SEATS PER MINUTE - 4 
PULSE RATE IS GREATER THAN 60 BEATS PER MINUTE 5 
PULSE RATE IS GREATER THAN 40 BEATS PER MINUTE 6 
PULSE RATE IS GREATER THAN 20 BEATS PER MINUTE 7 * 

8 * 

NO QRS COMPLEX DURING THE LAST 6 SECONDS 9 
CURRENT R-R INTERVAL IS > TWICE THE AVERAGE 10 
CURRENT R-R INTERVAL IS LONG 1 
CURRENT R-R INTERVAL IS SHORT 12 
CURRENT QRS COMPLEX IS WIDE 13 
MORE THAN 82% OF PREVIOUS QRS COMPLEXES ARE WIDE 14 * 

(mss) 15 * 

wORD 2 EVENT WORD MF2 SET BIT 

A SEQUENCE 4(S*5S) p HAS OCCURRED 0 
A SEQUENCE 4(S*UWORS»S) HAS OCCURRED 1 
A SEQUENCE 4(S*S»N)_ HAS OCCURRED 2 
A SEQUENCE 4(S*UQRS*S*=N) HAS OCCURRED 3 
A SEQUENCE S*S*S _ HAS OCCURRED 4 
A SEQUENCE S»S»NeL HAS OCCURRED 5 
A SEQUENCE 3(S)-WQRS HAS OCCURRED 6 
A SEQUENCE S»S>L HAS OCCURRED 7 
A SEQUENCE S*S»NeL HAS OCCURRED 8 

9 * 

10 * 
11 
12 
13 
14 

(msB) 15     

* These bits have a different meaning when the alternative 
monitoring criteria are used. 

TABLE 5.3. TESTS PERFORMED IN ECG MONITORING FOR 

INITIAL OLAGNOSIS CRITERIA. 
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adaptation of the initial monitoring function. 

Consider the numbered process boxes shown in the 

basic flow diagram of the monitoring function Fig. 5.13. 

The modifications that were made to these processes, 

to produce the alternative monitoring function were 

as follows. 

Process 1. Initial Value For the Average R-R Interval 

The initial value for the average R-R interval 

(AVRR), is calculated from the first 16 R-R intervals 

received, when the monitoring function is started, 

This replaces the original approach which was to use 

the first R-R interval measured, as the initial 

average value. 

Process 2. Settino of Pulse Rate Flags in MFL 

Certain new pulse rate flags were introduced into 

the monitoring result word MFl, as specified in 

Table 5.4. 

Process 3. QRS Widths Measurement 

The QRS complex width limit, used to classify 

complexes as wide or normal, was increased from 

112mS (28 sample periods) to 120ms (30 sample periods). 

Process 4. Percentage of ORS Complexes Wide 

This process was not required for the alternative 

monitoring function, so it was removed, 

Process 5. Calculation of True R=R Interval 

This process remained unchanged. 

Process 6. Classification of R-R Intervals 

The classification of R-R intervals as long or 
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short was changed, and in place of equations 5.23. 

and 5.29. previously used, a constant 5 15% tolerance 

on the average R-R interval was adopted. 

Process 7. Sequence Pattern Recognition 

The sequence pattern recognition section was 

expanded to include the new sequences of (S - $) 

and (S - S). 

Process 8. Parameter Up-dating 

The average R-R interval (AVRR) is calculated 

from the 16 most recent normal R-R intervals. 

All modifications to the monitoring result 

words MFl and MF2 for the alternative monitoring 

function are given in Table 5.4. 

The program modules which combine to produce 

the alternative monitoring function, have program 

module identifiers of MONTOP, MONS3P and MONS4P 

as supplied in the program appendix. 

5.4. Diagnosis Function 

The diagnosis function is concerned with the 

recognition of specific arrhythmias from the bit 

patterns contained in the monitoring result words 

(MFL and MF2). 

The technique used to implement this function 

was a decision table type of approach (Ref.54.55.) 

A decision table is structured as shown in Table 5.5., 

where in the diagnosis function implementation, the 

condition stub contains the monitored events, such 

as "R-R interval long", and the condition body contains 
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WORD 4 

  

  

      
  

EVENT WORD MF1 SETOBIT 

PULSE RATE IS GREATER THAN 150 BEATS PER MINUTE 0 

PULSE RATE IS GREATER THAN 30 BEATS PER MINUTE iv 

CURRENT R-R INTERVAL IS LESS THAN 600mS 8 

NOT USED 14 

PULSE RATE IS GREATER THAN 200 BEATS PER MINUTE 15 

WORD 2 
EVENT WORD MF2 SET BIT 

A SEQUENCE S - 5S HAS OCCURRED 2 

A SEQUENCE S - S HAS OCCURRED 10 

TASLE 5.4. MODIFICATIONS TO MONITORING RESULT WORDS 
  

(TABLE 5.3.) FOR ALTERNATIVE MONITORING 

CRITERIA. 

CONDITION STUB CONDITION BODY 

es fae ees 

CONDITION 1 

CONDITION 2 

ACTION 1 

    
ACTION 2 

ACTION 3 

ACTION 4 

— ee 

ACTION STUB ACTION BODY 

x 

TABLE 5.5. EXAMPLE DECISION TABLE. 
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the condition requirements of yes (Y), no (N), or 

a dash which means either (Y or N). The action stub 

is then either a diagnosis or an instruction, which 

are matched to the conditions via the "X"s in the 

action body. 

One of the most important rules, when using 

decision tables is that relating to "ambiguity" (Ref.54.). 

This rule simply states that no two sets of conditions, 

in the condition body, can be the same. for example, 

in Table 5.5., there is "ambiguity" between action 

3 and 4, due to the dash in the condition body. 

This particular "ambiguity" could be resolved by 

either substituting a "Y" for the dash, or combining 

actions 3 and 4, 

When trying to convert the initial arrhythmia 

criteria given in Table 2.l., into a decision table, 

it was found that the 23 different diagnoses given were 

not all mutually exclusive. Therefore, in terms of 

producing a-single decision table, this would result 

in the type of "ambiguities" described previously. 

The approach adopted therefore was the production of 

a number of small decision tables that could be used, 

and which did not contain ambiguities. Also, as there 

was some doubt about the final diagnosis criteria that 

was to be used by the system, only 8 of the arrhythmia 

diagnoses were used to produce the first diagnosis 

program from decision tables. The remaining diagnoses 

would then have been incorporated into this diagnosis 
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program, if this particular set of criteria was that 

chosen for use in the final system. 

The resulting decision tables produced to diagnose 

8 different arrhythmias are shown in Table 5.6. Using 

these tables, the first diagnosis program was produced, 

and is supplied in the program appendix under the 

program module identifier DIATLP. 

Although this program was produced from decision 

tables, it was apparent that the initial arrhythmia 

criteria did not lend themselves easily to decision 

table implementation. This is due mainly to the fact 

that the diagnoses were not specified so that they 

were mutually exclusive. 

However, the alternative arrhythmia criteria 

given in Table 2.2., required only two decision tables 

for complete classification, as shoun in Table 5.7. 

Using these decision tables, the alternative diagnosis 

program was produced much more easily, and is supplied 

in the program appendix under the program module 

identifier DIAT2P. 

The output from the first diagnosis program is 

tuo 16 bit words (DFl and DF2), the individual bits of 

which indicate, if set to a one, which arrhythmias have 

been diagnosed, as shown in Table 5.8. The output from 

the alternative diagnosis program is a single 16 bit 

word, the individual bits of which indicate the 

arrhythmias diagnosed and the corresponding alarm 

status etc. as shown in Table 5.9. 
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TABLE 1 TABLE 2 

  

  

  
  

  

    

  

              

Is PR 80 8PM Oe abY hua Is PR 60 8PM N 

NOWORS* FORO YVSRC RLY! YN IS PR 40 BPM YIN 

CARDIAC ARREST x | TS )PR 20° 8PM Nit 

LOST SIGNAL x BRADYCARDIA x 

GO TO TABLE 2 x IDIOVENTRICULAR x 

EXIT FUNCTION X| X GO TO TABLE 3 

GO TO TASLE 5 xX| xX               

  

  

    

  

                    

  

  

  

  

    

  

            

TABLE 3 TABLE 4 

IS PR 140 8PM Neve f= IS PR 140 BPM N 

1S PR 110 8PM ¥ofeyvel = ARE 82% QRS WIDE ¥. 

ARE 82% QRS WIDE | -|N] - BUNDLE BRANCH BLOCK X 
= 

SUPERVENTRICULAR | X | X EXIT FUNCTION x 

GO TO TABLE 4 X |X] xX 

TABLE 5S TABLE 6 

Is PR 80 8PM N= IS PR 60 BPM N 

IS RR 2.AVRR ies WAS R-R LONG MA 

ASYSTOLE xX WAS ORS WIDE Ns 

GO TO TABLE 6 XX ESCAPE BEAT xX 

GO TO TABLE 4 x           

TABLE. 5.6. DECISION TABLES USED TO PRODUCE 

INITIAL DIAGNOSIS FUNCTION. 
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TABLE 1 
  

R=-R SHORT 
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PAROXYSMAL TACHYCARDIA 
  

PREMATURE BEAT 
  

PAUSE 
  

ASYSTOLE 
  

BROAD QRS 
  

ALARM 1 (HIGH) 
  

ALARM 2 (LOW) 
    GO TO TABLE 2                   
  

TABLE 2 

  

IS AVRR 400mS 
  

IS AVRR 600mS 
  

IS AVRR 1 Sec. 
  

IS AVRR 2 Sec. <
|
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|
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|
/
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NON-PAROXYSMAL TACHYCARDIA 
  

NON=PAROXYSMAL BRADYCARDIA 
  

ALARM 2 (LOW) 
    EXIT PROGRAM             
  

TABLE 5.7. ALTERNATIVE DIAGNOSES 
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DIAGNOSIS WORD DF1l 

VENTRICULAR TACHYCARDIA 

SUPRAVENTRICULAR TACHYCARDIA 

BUNDLE BRANCH BLOCK 

BRADYCARDIA 

IDIOVENTRICULAR RHYTHM 

CARDIAC ARREST 

ASYSTOLE 

ESCAPE BEAT 

PREMATURE VENTRICULAR CONTRACTION 

RUN OF PVC 

BIGEMINY RHYTHM 

TRIGEMINY RHYTHM 

DIAGNOSIS WORD DF2 

PREMATURE ATRIAL CONTRACTION 

PAC RUN 

BIGEMNINY DUE TO PAC 

ATRIAL TRIGEMINY 

ABNORMAL CONDUCTION 

SINUS ARRHYTHMIA 

PREMATURE CONTRACTION 

ATRIAL FIBRILLATION 

ACCELERATED VENTRICULAR RATE 

SVT WITH ABBERANT CONDUCTION 

LOST SIGNAL 

(* Currently implemented) 

TABLE 5.8. OIAGNOSIS PROGRAM RESULT WORDS FOR 

INITIAL ARRHYTHMIA CRITERIA



BIT DIAGNOSIS WORD DF1 

0 NON PAROXYSMAL TACHYCARDIA 

- NON PAROXYSMAL BRADYCARDIA 

2 PAROXYSMAL TACHYCARDIA 

3 PREMATURE BEAT 

4 PAUSE 

5 ASYSTOLE 

6 = 

7 = 

8 - 

9 = 

10 = 

ll - 

12 - 

13 BROAD QRS 

14 ALARM 1 

55 ALARM 2 

TABLE 5.9. ALTERNATIVE DIAGNOSIS PROGRAM 

RESULT WORD BIT ASSIGNMENT 
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5.5. Communications 

The communications function is concerned with 

the transfer do information between the patient-dedicated 

processor, and the operator-dedicated processor. 

In order to minimise the number of wires carrying 

information between processors, all of which would 

converge on the operator-dedicated processor, serial 

asynchronous data channels were adopted. The UARTs 

(Universal Asynchronous Receiver Transmitter) required 

for such a communications link, were implemented by 

dedicated TMS 9902 asynchronous communications 

controllers, specifically designed for use with the 

TMS 9900 microprocessOre 

The inter-processor communications protocol 

developed for use in this distributed processor system 

is described in Chapter 6, and is designed to allow 

communications to operate without interfering with the 

real-time processing being performed by the patient- 

dedicated processors. The information which passes 

between processors comes in two form. The first is a 

single instruction, and the second is an instruction 

followed by 50 bytes of data, as described in Chapter 6. 

Within each patient~dedicated processor system, 

the use of the UART communications channel is 

controlled by an operating system program, which is 

described in Section 5.6. 

The remainder of the communications function is 
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divided into the three tasks of input, output and 

interpreter (microprocessor communications package), 

as illustrated in Fig. 5.1. 

5.5.1. Input Task 

The Input task (program module identifier IppToP) 

is activated by the patient processor operating system, 

when normal communications protocol start-up procedures 

have been performed. Having been activated, the input 

task then proceeds to store the incoming instruction 

and data (when present) into an input file (IPFILE), 

transmitting protocol reply characters as required. 

On completion of communications, the input task 

activates the microprocessor communications package 

task, and then deactivates itself. The basic flou 

diagram of the input task is shown in Fig. 5.14. 

5.5.2. Microprocessor Communication Package 

The microprocessor communications package 

(program module identifier MCPTOP) is concerned with 

the interpretation of the instructions placed in the 

communications input file, and the generation of output 

data for transmission from the patient processor 

system. For example, the instruction received by 

the input task and placed in the input file, may be 

interpreted by this task as being a request for pulse 

rate data, from the operator processor. Having 

decoded this instruction, the task then produces 

the correct reply instruction, and the requested pulse 

rate data, all of whichare placed in an output file 
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(OPFILE). On completion of this operation, the task 

then goes to the operating system program which 

controls the use of the UART, so that communications 

can be established uith the operator-dedicated 

processor, before activating the output task. 

If the reply to the operator processor-is a 

single instruction (i.e. no data), the address where 

the reply instruction is resident in PROM is supplied 

to the output task. 

Before describing the operation of the output 

task, it should also be noted that the microprocessor 

communication package program, can also be activated 

by other system functions (monitoring and diagnosis). 

This allows messages and data associated with these 

functions to be sent to the operator processor. 

The basic flow diagram of the microprocessor 

communication package is shown in Fig. 5.15. 

5.5.3. Output Task 

When the output task (program module identifier 

OPPTOP) has been activated, it uses the address supplied 

to it, in order to locate the information to be 

transmitted. In the example given above, this 

address would be the location of the output file. 

As the transmission of information is performed by 

the output task, it waits for communication protocol 

replies from the operator processor, as described in 

Chapter 6. 

The basic flow diagram of the output task is 
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given in Fig. 5.16. 

5.6... control 

As can be seen from Fig. 5.1., the operating system 

of the patient-dedicated processor consist of four 

programs. 

The first of these programs is concerned.with the 

patient processor system initialisation (program module 

identifier PPINIP), and is performed at system start-up 

time. The initialisation performed is that of memory 

(RAM) clearing and software environment setting, and 

the resetting and programming of hardware interfaces. 

The second program module is concerned with handling 

the interrupt generated by the A to D converter (program 

module identifier PPCIHP). The function of this program 

is to determine which one of the 6 tasks, as shown in 

Fig. 5.1., was interrupted so that the software returns 

(uP, PC, and ST) (Ref.58.) can be saved, and the 

particular task concerned set suspended. Having done 

this the program then activates the signal conditioning 

task, and passes control to the real-time task 

scheduler program. Also during the operation of this 

program the time, since system start-up, is calculated 

using the 4mS interval of the AOC interrupt. The basic 

flow diagram of this program is shoun in Fig. 5.17. 

The real-time task scheduler program (program 

module identifier PPTHAP) is concerned with determining 

which of the 6 tasks should next be performed. The 

6 tasks have different priorities, the highest being 
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signal conditioning as this consumes 2573 of processing 

time (Table 4.1.). Having found an active task the 

scheduler program tests if the appropriate task is 

in a suspended state, having been previously 

interrupted, and passes control to the task accordingly. 

The basic flow diagram of the real-time task scheduler 

program is given in Fig. 5.18. 

The fourth and final progrem which makes up the 

patient processor operating system, is the UART interrupt 

handling program (program module identifier PPUIHP). 

This program performs the complex functions of :- 

(1) Establishing inter-processor communications. 

(2) Activating input or output tasks as and when 

required. 

(3) Deactivating input or output task, when an error 

occurs in the inter-processor communications. 

(4) Handling the TMs 9902 interval timer, to detect the 

error of excessive delays during inter-processor 

communication. 

(5) Handling output requests from the microprocessor 

communication package program. 

(6) Activating suspended output requests from the 

microprocessor communication package program, which 

vould have been suspended due to input communications. 

The basic flow diagram of this program is given in 

Fig. 5-19, and details of the inter-processor 

communication protocol developed for use in this | 

distributed processor system is given in Chapter 6. 
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CHAPTER 6 

Overator-dedicated Processor System Design 

6.1. Introduction 

The operator-dedicated processor (also referred to 

as the nurse station processor in the program appendix) 

is concerned with the centralised functions of display, 

storage, overall system control and system/operator 

communication. The software structure of the operator- 

dedicated processor system is given in Fig. 6.l., and as 

can be seen, it is similar to the patient-dedicated 

processor system. However, in this case the highest 

priority task is the inter-processor communications input 

task, and the lowest is the VOU peripheral controller 

task. The input task has the highest priority, because 

it is vital that information coming from patient-dedicated 

processors is handled quickly. 

In order to understand the operation of this system, 

we must consider each of the system tasks in turn, and 

hence the resulting software control provided by the operator- 

dedicated processor operating system. However, an important 

feature which influences the operation of the system, is 

the inter-processor communication protocol, developed for 

use in this distributed processor system., Therefore, the 

inter-processor communications protocol developed will be 

described first. 

6.2. Inter-processor Communications Protocol 

The inter-processor communications are provided by 
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serial data links in the form of UARTs inaeeeea 

Asyncronous Receiver Transmitters), which are used to 

transmit bytes of information between processors. This 

approach was chosen, to reduce the wiring converging on 

the operator system, and because of the availability 

of a device; the TMS 9902 asynchronous communication 

controller, which could provide the serial data links 

required, and which is specifically designed for use with 

the TMS 9900 microprocessor. 

The aim therefore, was to praLde a private serial 

communication link between each patient-dedicated 

processor and the operator-dedicated processor, as shown 

in Fig. 6.2. This structure and the inter-processor 

communication protocol developed, was influenced by 

the following important considerations. 

(1) Inter-processor communications should not interfere 

in the normal real-time processing being performed 

by each patient-dedicated processor. 

(2) The communications between processors should be 

as fast as possible. This is not only concerned 

with the bit rate used by the UARTs, but also with 

the speed with which the operator processor handles 

all of the communication channels at its disposal. 

The first of these considerations was implemented by 

giving the patient processor communication function a 

lower priority than the real-time functions, as described 

in Chapter 5. However, by doing so one has produced the 

situation whereby the rate of data received or transmitted 
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by the patient processor, is influenced by the real-time 

processing being performed by that processor. Therefore, 

for example, the operator processor could not transmit a 

continuous string of cle cagtere to the patient processor. 

This is because overrun errors would occur at the patient 

processor UART, while the patient processor was performing 

real-time functions. 

The second consideration given above, is concerned 

with the manner in which the operator processor uses all 

the inter-processor communication channels. The approach 

chosen was to allow the operator processor to communicate 

simultaneously, if necessary, with all the patient-dedicated 

processors. The information passing between processors 

would then be handled as and when it occurred, and 

therefore this approach would make more efficient use of 

the processing time at the operator processor. 

Therefore, the inter-processor communications protocol 

required, had to cater for all these considerations, and 

several approaches were considered (Ref. 59,60,61,62. ). 

The final solution is shoun diagramatically in Fig. 6.3. 

and Fig. 6.4. which indicate the appropriate programs 

that are active during communications, and the sequence 

of ASCII control characters (SOH,ACK,NAK,ENQ and EOT) and 

information characters (INST,IN51,DATA,BCC) sent, for 

correct inter-processor protocol. From Fig. 6.3. it will 

be seen that communications are established by the UART 

interrupt handler program of the sending processor, by 

the transmission of the "start of heading" (SQH)character, 
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and the reception of the "acknowledge" (ACK) character. 

The instruction (INST) and its inverse (INST) are then 

sent by the output task of the sending processor, and 

received and checked by the input task of the receiving 

processor. If the instruction is received correctly the 

input task replies with ACK (Fig. 6.3.), but if there is 

an error in the instruction the reply is "negative 

acknowledge" (NAK). 

The instructions (INST) sent between processors are 

arranged such that a positive instruction character 

indicates that it is only this instruction being sent 

(Fig. 6.3.(A)). A negative instruction indicates that 

the instruction is followed by SO bytes of data (Fig. 

6.3.(8))- 

On reception of the 50 bytes of data, a block check 

character (BCC) is sent, which is the sum of the 50 data 

bytes, without regard to overflow. If this character 

agrees with the total calculated at the receiving processor, 

the ACK reply is sent which results in the end of 

transmission (E0T) reply from the sending processor. 

As can be seen from these diagrams, the inter-processor 

communications protocol requires that every character 

sent (except E0T) requires a reply character (ACK,NAK or 

ENQ). Using this approach is ensures that characters are 

only sent, when the previous character has been read 

in by the receiving processor, 

In the event of an error occurring during communicat- 

ions, there are protocol procedures to enable communications 
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to be re-established. Incorporated within this protocol 

is the use of the interval timer in each TMS 9902. 

These interval timers are used to detect excessive delays 

in replies which would indicate a communication failure, 

or to cause a "time out" operation in the other processor 

if a reply character was incorrect (Fig. 6.4.(D)). 

The "time out" feature is also used by the inter- 

processor communications protocol, to resolve the 

simultaneous transmission of the SOH character between 

processors (Fig. 6.4.(E)). 

6.3. Communications Function 

In the structure of the operator software shown in 

Fig. 6.1., those programs which form the communications 

function are the input, output and microprocessor/operator 

communications package tasks, and the queue and interrupt 

handling operating system programs. The function of these 

operating system programs, is the controlled activation 

of the input and output tasks when there is information 

available in any of the inter-processor communication 

UARTs, as described in Section 6.6. 

6.3.1. Input Task 

The communications poeeieieacon for the operator- 

system, was that it should be capable of simultaneous 

communication with all patient processors, to reduce 

patient processor wating time and allow efficient use 

of operator-system processing time. 

To provide this facility, the input task was 

produced as a multi-input re-entry program which receives 
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information from patient processors. The important 

features which influenced the structure of this 

program, and its control by the operating system, 

was that of the workspace area concept, and the 

interrupt handling features of the TMS 9900 

microprocessor (Ref.58.). 

Each inter-processor communication UART connected 

to the operator-system has associated with it workspace 

areas and memory files, as shown in Fig. 6.5. The 

first of these workspace areas is used by the operating 

system UART interrupt handling program, and the second 

by the input or output task. It is the address of this 

second workspace area that is supplied to the input 

task, by the operating system queue handler program, 

when a character is present in the associated UART. 

The contents of this workspace area supplies all the 

information required by the input task, such as the 

CRU base address of the UART associated with that 

workspace area, and the state of the communications 

protocol for that channel (given by the branch pointer 

in Rl). 

A simplified flow diagram of the input task is 

given in Fig. 6.6. From this diagram it can be seen 

that the program is divided into 5 sections, each one 

related to a different aspect of the communication 

protocol. The branch pointer (Rl) in the workspace 

area supplied to the input task, indicates which section 

is to be performed when removing the character from the 
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appropriate UART, and placing it in the required input 

file. On completion of each section, the branch pointer 

is set to indicate which section is to be used, when 

the next character is received. In this way the input 

task can deal with each UART as the characters are 

received, 

On successful completion of communications with a 

particular patient processor (Fig. 6.6. Section 5) the 

input task sets the corresponding input file active 

(Fig. 6.5.) and activates the microprocessor/operator 

communications package task (MOCP). 

The execution time of this task, for one entry to 

it during the communications process, is approximately 

O*2ms. 

6.3.2. Output Task 

The output task is concerned with the transmission 

of information from the operator processor to patient 

processors. As can be seen from Fig. 6.7., the 

structure of the output task is similar to that of the 

input task. In this case, however, there are six 

different sections associated with the transmission of 

information from output files (Fig. 6.5.). 

Section 3 (Fig. 6.7.) is concerned with the 

reception of the ACK character (or NAK), and the 

transmission of the EOT character if no data is to be 

sent. If, however, data is to be transmitted, this 

is performed by sections 4 and 5, and the ACK character 

then received by Section 6 results in the EOT character 
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being sent. 

To indicate that the information contained in an 

output file has been sent, the output file active flag 

associated with it is reset; it having been set 

previously when data was placed in the file. 

This approach results in the output task being 

active, only when a reply is present from a patient 

processor. This therefore, allows lower level tasks 

to be performed while the output task is awaiting 

replies. 

As can be seen from Fig. 6.1., the output task has 

a lower priority than the input task. This is because 

the information coming from patient processors is 

real-time dependent, whereas output information from 

the operator-processor can be saved until an appropriate 

communication situation prevails. 

The execution time of the output task, for a single 

character transmission is approximately O*2mS. 

6.3.3. Microprocessor/Operator Communications Package 

The microprocessor/operator communications package 

(MOCP) task performs the following functions :- 

(1) The interpretation of commands from the operator, 

and the execution of the required action. This is 

concerned with the issuing of instructions to the 

patient processors concerned. 

(2) The interpretation of input information from patient 

processors. This information may be informing the 

operator-processor that a certain operation (such as 
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the successful initiation of the monitoring 

function) has been performed, or data which had 

been requested by the operator system, 

The flow diagram in Fig. 6.8. shows the basic 

structure of the microprocessor/operator communications 

package task. As can be seen from this diagram, the 

task is divided into two sections concerned with the 

interpretation of operator or patient processor inputs. 

The mnemonic commands which the operator can give to 

the present system, via a VDU terminal, are given in 

Table 6.1. As can be seen, these instructions take 

the form of a tuo letter mnemonic command followed by 

the patient processor number concerned. 

The inter-processor instruction codes (INST) which 

are currently in use, are given in Table 6.2. These 

codes were chosen from the chart shown in Table 6.3., 

which illustrates that the small region containing the 

ASCII codes used, has not been initially used to 

provide instruction codes. The remaining codes are 

divided into the two regions of positive (single 

instruction) codes, and negative (instructions with 

data) codes. It will also be seen that a pattern of 

codes have been eliminated for immediate use (those 

containing an X), leaving the remaining codes, which 

require a 2 bit change to give another allowed code, 

to be used first. 

6.4. Display 

The display function is concerned with the presentation 
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START MONITORING sml 

END MONITORING EM1 

CONTINUE MONITORING cml 

PATIENT STATUS Psl 

PULSE RATE PRI 

TASLE 6.1. OPERATOR INPUT COMMANDS 
  

Instructions from Operator Processor to Patient Processor 

HEXADECIMAL CODES 

oPl START MONITORING 50 

OP2 END MONITORING 5S: 

OP3 CONTINUE MONITORING 55 

ap4 SEND PATIENT STATUS DATA 56 

Ops SEND PULSE RATE SC 

Instructions from Patient Processors to Operator Processor 

HEXADECIMAL CODES 

SINGLE INSTRUCTION 
INSTRUCTION WITH DATA 

POL MONITORING eh 

PO2 MONITORING START-UP OK 22 

POS MONITORING START-UP FAIL 24 

po4 END OF MONITORING 27 

POS MONITORING AGAIN 28 

PO6 INSTRUCTION ERROR 28 

PO7 MONITORING ALREADY 20 

Pos NOT MONITORING Ze 

pogo PATIENT STATUS DATA 81 

PO10 DIAGNOSIS AS 

Poll PULSE RATE DATA co 

TABLE 6.2. INTER-PROCESSOR INSTRUCTION CODES 
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of information to the operator, which in the present 

system is performed by a visual display unit (VDU). The 

software which controls this peripheral, is the VDU task 

(Fig. 6.1.). This task performs both the functions of 

outputting information to the VOU, and receiving input 

commands from the operator, via the VOU keyboard. The 

output section of the task has priority over the input 

section, thereby allowing the system to interrupt the 

operator to indicate a patient's condition. The basic 

flow diagram of the input and output sections of the 

VOU task, are shown in Fig. 6.9. and Fig. 6.10. 

When there are no active tasks, the operating system 

passes control over to the input section of the VDU task. 

The characters received by this task are placed in an 

input file, and on reception of a carriage return character, 

the VOU task activates the MOCP task, so that the contents 

of this buffer may be decoded. 

The output section of the VDU task may be entered 

in two ways, the first is by scheduling the task, and 

the second is by direct access to the task. The second 

of these approaches is mainly used in the system, as it 

allows the MOCP task to output information as it.is 

generated. 

The information supplied to the VDU task, comes in 

two forms (Fig. 6.11.). The first is a list of addresses 

indicating the files to be used. In this case the last 

character in each file is either negative; indicating 

that the next file address should be used, or the 

— LL OR



SCHEDULER 
ENTRY. 

  

  

  

  

  

  

RESET SAVE CHAR 

BUFFER IN BUFFER & 

POINTER o/P IT TO vou         

   
   

    

   
   

       

   

is 

INPUT 
"CLEAR LIN 

   
     

    
     1S 

INPUT 
"CARRIAGE 

RETURN" 

  
Y 

  

ACTIVATE 

mocp 

TASK 

GO TO 
SCHEDULER 

Fig. 6.9. BASIC FLOW DIAGRAM OF INPUT SECTION 

OF VOU TASK. 

      

  

el li



SCHEDULER DIRECT 
ENTRY ENTRY    
     

  

  

  

  

   
   

INITIALISE 
vou 

HARDUARE 
a HARDWARE 

Fe ne INITIALISED       

   

    
  

    

Is 
DATA us 

i IN ROM AND 
RAM 

  

  
  

  
  

GET ADDRESS 

OF DATA 

  FOR VOU 

GET ROM 

RAM DATA 

ADDRESSES   
  

  
  

  

  

  

j OUTPUT 

CHARACTER 

TO vDU           
GO TO 

SCHEOULER   
Fig. 6.10. FLOW DIAGRAM OF o/P 

SECTION OF VDU TASK.   
aU 2 

  

  

  

  

  

OUTPUT. 

CHARACTER 

FROM ROM   
  

ie 
  

  

OUTPUT 

CHARACTER 

FROM RAM      



FIRST FILE FORMAT 

  

  
  

    

  

  

      

FILE 
ADDRESSES 

ES 

NEGATIVE 
CHARACTER : | | 

  i ee 
  

  

  
£08 ——       

  

SECOND FILE FORMAT RESET 

FILE ADDRESSES ff 
ean 

[prom RAM 

| 
Pe 

  

        

ees NEGATIVE oS 
oe CHARACTERS 

  

38 
  

Fig. 6.11. OUTPUT FILE STRUCTURES FOR VOU TASK. 

=e LL ss



"end of buffer" (£08) character, which indicates that 

there are no more file addresses. 

However, it is often required that standard text 

and variable characters be mixed on the VDU display. 

In these situations, the standard text would be in 

"p5rogramable read only memory" (PROM), and the variable 

characters would be present in read/write memory (RAM). 

In order to cater specifically for this situation, an 

alternative file format structure was developed. In 

this case only the address of PROM information and RAM 

information is given to the VOU task. The PROM resident 

characters are structured such that, at the points where 

variable characters should be present on the display, 

the character is made negative. Similarly, in the RAM 

generated information, at the point where the VDU task 

should return to PROM information, the character is made 

negative. The operation of the YDU task with this file 

structure, is simply to jump from one file to the other, 

when a negative character is detected, or to terminate 

this output operation on the detection of the "end of 

buffer" character in the PROM file (Fig. 6.11.). To 

indicate which file format is in operation, a software 

flag (ROMRAM) is set (first format) or reset (second 

format) accordingly. 

6.5. Storage 

The storage function was not implemented in the 

experimental system, as no definite decision was made 

as to what data should be saved, and also because of the 
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cost of peripheral equipment such as a disc store. 

However, the type of data that could be stored by the 

system may take the form as follows. 

(1) The storage of the first arrhythmia of each type 

diagnosed. 

(2) The storage of one or more, of the most recent 

arrhythmias, of each type diagnosed. 

(3) The storage of trend data such as the number of 

each type of arrhythmia detected, in perhaps 1 or 

S minute intervals over a number of hours. 

(4) The storage of medication events. 

6.6. Control 

The operating system for the operator-dedicated 

processor software, as shown in Fiq. 6.l., is similar 

to that of the patient processor system. The functions 

of the initialisation and task scheduler are the same 

in each system, the only differences being the task 

involved. 

The major differences between the two operating 

systems is concerned with the UART interrupt handler and 

input/output queue handler programs. 

6.6.1. UART Interrupt Handler Program 

The UART interrupt handler program for the 

operator-dedicated processor system, is responsible 

for the control of all the inter-processor communication 

UARTs. It is therefore concerned with establishing or 

acknowledging, inter-processor communication start-up 

protocol procedures, and the subsequent supply of 
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information to the 1/0 queue handler program, which is 

responsible for activating the input or output tasks, 

As illustrated in Fig. 6.5., each inter-processor 

UART, has associated with it a workspace area, which 

is used by the UART interrupt handler program. It 

is these workspace areas; supplied to the program via 

interrupt vectors, which contain information that 

informs the program of the state of communications 

with the associated patient processor (i.e. whether 

the UART is being currently used for Papuetiag or 

outputting of information etc.). 

When a character is received by a UART, the 

interrupt produced causes the UART interrupt handler 

program (Fig. 6.12.) to be performed. If this program 

finds that the particular UART concerned is in either 

the input or output mode, it supplies the address of 

the I/0 workspace area associated with that UART 

(Fig. 6.5.), to the I/O queue handler program. This 

workspace area is then supplied by the I/0 queue handler 

program, to either the input or output task as required. 

Also included within the UART interrupt handler 

program are the sections concerned with :- 

(1) Acceptance of output requests from the MOCP task. 

(2) Testing for suspended output requests from MOCP. 

(3) The retransmission of the start-up protocol (SOH) 

due to an error detected by the output task. 

(4) The activation of the "timing out" process due to 
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the reception of an illegal reply character 

detected by the output task. 

(5) The enabling of the UART interrupt handler program 

on successful completion of input or output 

communications. 

6.6.2. I/0 MNueve Handler Program 

The I/O queue handler program is concerned with the 

activation of the input and output tasks, as UARTS 

receive characters for those tasks. Therefore, for 

example, if a character is received by a UART which 

is in ae input mode, the UART interrupt handler 

program iid supply the I/0 workspace area address 

associated with that UART to the input queue handler 

routine. The queue handler program places this 1/0 

workspace area address in a, first in first out 

(FIFO) input queue, and then ensures that the input 

task is active. If other UARTs are in the input mode 

and have received characters, the addresses of the 

1/0 Ggehecece areas associated with those UARTs are 

placed in the input queue. Subsequently, the input 

task is scheduled by the task scheduler program 

whereupon it uses the first of the I/O workspace area 

addresses given to it by the I/O queue handler program. 

On completion of the input task for that particular 

I/O workspace area, the input task returns to the 

queue handler program so that the next address of an 

I/O workspace area in the input queue, may be given to 
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the task. If it is found by the queue handler program, 

that there are no more I/O workspace area addresses in 

the input queue, the input task is deactivated until 

such time as more characters have been received, for 

use by the input task. 

When UARTs are in the output mode, the output 

queue and output task are handled in a similar manner 

by the output queue routines of the I/0 queue handler 

program. The basic flow diagram. of the I/0 queue 

handler program is given in Fig. 6.13. 
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CHAPTER 7 

SYSTEM HARDWARE 

7.1. General 

When producing the various functions to be performed 

by the distributed system, the aim was to implement as 

much as possible in the compact form of software. As 

a result, it should therefore be possible to produce a 

single patient-dedicated processor system board, which 

would contain all the hardware requirements for a single 

patient. Such an approach would allow flexible system 

structure for different patient size CCUs, and would also 

aid mass production of the monitoring systems. 

The basic block diagram of a microprocessor hardware 

system, is shown in Fig. 7.1., and a brief outline of the 

hardware and software features of the TMS 9900 microprocessor 

are given in the appendix. The only difference between 

the patient and operator dedicated processor hardware 

systems, is the size of memory (PROM and RAM) required, 

and the devices interfaced to each system. 

In the present developmental system, the memory 

requirements for the patient system are met by 2K words 

of PROM and 2K words of RAM. The present operator system 

memory, does not exceed 2K words of PROM and 1K words 

of RAM, this being the memory required to implement the 

three patient (simulation) system. Houever, the memory 

requirements for the final operator system would be 

greatly increased, as more patient processors would be 
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connected to the final system, and more software for the 

presentation of information would be incorporated into 

the system. 

All the memory used in the system has an access time 

not in excess of 450nS, so that the microprocessors were 

never placed in a wait state, while waiting for data 

from memorye 

As new components such as memory devices, and 

microprocessor support chips are continuously appearing 

on the market, no detailed circuit diagrams of such items 

will be given in this report. For information on such 

devices one should consult the latest microprocessor 

support components literature, and new devices specifica- 

tions. 

The following discussion will therefore be directed 

to the interface requirements for A to D conversion of 

the ECG.signal, and inter-processor communication. 

7.2. ADC Interface 

The analog to digital converter (ADC), and the 

digital to analog converter (DAC), designed for use in 

the developmental system, are both interfaced to the 

patient processor system. In the final distributed system 

it is possible that the DAC would be dedicated to the 

operator system, alowing the display of stored arrhythmia 

events. 

The requirements of the ADC interface are that it 

should convert the ECG signal to an 8 bit signed binary 
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value, every 4mS. A basic block diagram of the ADC 

interface designed is given in Fig. 7.2. It operates 

independently from the microprocessor such that every 

4mS the ECG signal would be automatically sampled and 

converted, and then the value found would be presented 

to the microprocessor, by the generation of an interrupt. 

Conversion of the signal was achieved by the use of an 

inexpensive 8 bit DAC, which produced a ramped output 

which was compared to the sampled analog signal. 

Having produced the software for the patient 

processor system, it was found that there is scope for 

expanding the various functions. One way in which this 

surplus processing time could be put to use, is in order 

to reduce the component count of the ADC. This could 

be achieved by replacing the control in the present 

interface (Fig. 7.2), with control from the microprocessor, 

producing the structure for the interface shown in Fig. 7.3. 

“The microprocessor could then instruct the interface to 

convert the signal, or possibly use a successive 

approximation algorithm itself to convert the signal. 

Timing of the 4mS sample period could then be performed 

by the interval timer present in the TMS 9901 interrupt 

handler device (Fig. 7.1.), which is now available and 

would be present in the system. 

7.3.  Inter-processor Communication Interface 

As indicated in Section 6.2. (Fig. 6.2.), the approach 

used for inter-processor communication is via serial data 
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links. The device used to provide the communication 

link is the TMS 9902 asynchronous communications 

controller, which is specifically designed for use with 

the TMS 9900 microprocessor. 

The structure of the communications interface for 

the operator system is shown in Fig. 7.4. This diagram 

shows 3 communication channels but more TMS 9902's could 

easily be introduced into the interface, to provide 

communications with the final number of patient processors 

in the distributed system. 

At Oe patient-dedicated processor systems, the 

communica: sas interface is the same as in Fige 7edey 

but only one TMS $902 is required. 

The character transmission format, programmed into 

each TMS 9902 by the associated microprocessor at system 

start-up time, is one start bit, eight data bits, an 

even parity bit and two stop bits. The bit rate currently 

used in the: system is 31250 bits/second, which corresponds 

to a character transmission time of 0°384mS. 
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CHAPTER 8 

SYSTEM PERFORMANCE 

8.1. Patient Processor Performance in Real-time 
  

In the patient processor system, the real-time 

functions of signal conditioning, monitoring, diagnosis 

and control, consume approximately 42% of processing 

time (Table 4.1.). The remaining 58% of processing time 

is unused, except when communications between processors 

occurs. This surplus processing time therefore allows 

any of the patient processor functions to be expanded, 

However, the amount by which each function could be 

increased is dependent upon its frequency of execution. 

If the execution time of the signal conditioning 

function (1mS) or the QRS detection algorithm (0*21mS) in 

the monitoring function were to be increased, the result 

would be a constant increase in the processing time 

consumed. This is because the frequency of execution of 

these algorithms is constant, at 250 per second. 

Therefore, for example, if both of these algorithms were 

increased by 50%, the processing time consumed would 

increase from 42% to approximately 56%. 

If, however, the execution time of the monitoring 

function parameter measurement algorithms, or the 

diagnosis function were increased, the effect on processing 

time would be jareent on the pulse rate of the patient 

being monitored. for example, if these algorithms were 

increased by 10 or 20 times, the effect on the processing 
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time consumed, related to the patient's heart rate, 

would be as shown in Fig. 8.1. As can be seen from 

this graph, even a substantial increase in these 

algorithms, and a very high pulse rate, does not cause 

an excessive increase in the processing time consumed. 

Therefore, it should be apparent that the frequency 

of execution of each algorithm, is the factor which 

limits the amount by which each may be expanded, but 

within this limit there is still room for considerable 

improvement. However, the penalty paid for increasing 

the processing time consumed by these functions, is a 

reduction in’ the speed of information flow between 

processor, as discussed in Section 8.2. 

8.2. Inter-processor Communications panfounance 

As only a single patient processor system was 

available for use in the experimental system; simulation 

of a three patient)praceeear system was performed, to 

determine the performance of inter-processor communica- 

tions. : 

The simulation of a three patient system was achieved 

by connecting the single patient processor system that 

was available to three inter-processor communication 

UARTs, as illustrated in Fig. 8.2. The outputs to the 

imaginary patient processors were unused, and the 

interrupts from the UARTs were arranged such that the 

real patient processor had the lowest interrupt level. 

This arrangement produced the worst case conditions for 

communications to three patient processors, because 
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characters from the patient processor were received 

simultaneously in the UARTs at the operator system. 

This allowed the interrupt and queue handling facilities 

in the operator processor operating system to be tested, 

and measurements of communication rates for 1, 2 and 3 

patient processors to be made. 

The first experiments performed were to determine 

the effect of reducing the bit rate used by the UARTs, 

on the total transmission time of an instruction with 

50 bytes of data (Fig. 6.3.(8)). This was performed 

with and uithout the monitoring function in operation 

in the patient Processor system, and the results obtained 

are shown in Fig. 8.3. and Fig. 8.4. As can be seen from 

these graphs, some odd shaped curves were produced, which 

appeared to have discontinuities in them at regular 

intervals. These discontinuities were found to be due 

to the effect of the real-time processing performed by 

the patient processor, on the flow of information between 

Processors. The introduction of the monitoring function 

(Fig. 8.4.) had the effect of increasing transmission 

times, but the points where the discontinuities Sear e 

(70,110,220 mS) remain unchanged. 

Consider the timing diagram given in Fig. 8.52, 

which shows the execution times of the signal conditioning 

and monitoring functions, and the transmission times of 

the characters transmitted and received by the patient 

Processor. From this diagram it can be seen that the 

real-time processing performed by the patient processor, 
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causes the flow of characters between the processors to 

be grouped together. The discontinuities seen in the 

graphs (Fig. 8.3. and Fig. 8.4.) are due to this grouping 

effect, because although the bit rate may be reduced 

considerably, the number of characters sent in each 

available time interval (Top)> remains constant. 

As these time intervals are regular, and the number 

of characters in each interval remains constant over a 

range of bit rates, the result is a constant block 

transmission time, and thus the discontinuity in the 

graph. The three discontinuities seen in the graphs, 

correspond to the transmission of 3,2 and then 1 character 

in each time interval. 

The intervals between the discontinuities are 

transition states where the number of characters in each 

interval varies. 

In order to determine some analytical approach which 

would allow the transmission time for larger numbers of 

patient processors to be estimated; measurements were 

made of the time interval between the transmission of 

a character from the patient processor, and the reception 

of a reply character. This time interval was referred to 

as the transmission echo time (T,) and the results obtained 

are shown in Fig. 8.6. As can be seen from these graphs, 

a linear relationship exists between the transmission 

echo time (Te) > the character transmission time (Ty) and 

the number of patient processors (N). This relationship 

= 13B6=
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is therefore given by, 

(8.1.) 

The time Tp (Fig. 8.5.) is the constant processing time 

at the operator processor system, and was found to be 

equal to 0*45mS as shown in Fig. 8.6. 

In order to estimate the block transmission time, 

the number of characters (n) that are sent during the 

surplus processing time (Top)> at the patient processor 

system, must be known. The number of characters (n) may 

be estimated by, 

nx Tsp (8.2.) 
Te Ae Tor 

where Tot is the response time of the patient processor 

output task (Fig. 8.5.), which was measured as being 

approximately 0O*08mS. 

Having obtained values for n, which correspond to 

the number of characters sent in a 4mS interval, it is 

then possible to estimate the block transmission time 

(T,) from, 

Beer (8.3.) 

where Ne is the number of bytes sent in a block. 

Using this approach it was possible to produce the 

graph as shown in Fig. 8.7., which is an approximation 

to the graph shown in Fig. 8.4. From this graph (Fig. 8.7) 
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it was then possible to produce the curve shown in 

Fig. 8.8., which indicates the estimated maximum block 

transmission time for simultaneous communication with 

N patient processors. These results are for the worst 

case communication conditions, as they are calculated 

for simultaneous reception of all characters, as in 

the simulation system. In the normal system, however, 

if characters are received simultaneously, the operation 

of the operator processor operating system, causes the 

communications with each patient processor to become 

unsyncronised, and results in faster block transmission 

times. 

It has been shown by the previous discussion that 

the real-time processing performed by each patient 

processor, is responsible for limiting the rate of 

information flow between processors. If the execution 

time of the signal conditioning function was increased, 

for example, the result would be a reduction in the 

surplus processing time (Top)+ This would result, as 

indicated by equations 8.2. and 8.3., in an increase in 

the block transmission times. 

Within the present implementation of the inter- 

Processor communications protocol, a time interval 

greater than 16mS between characters, indicates an error 

condition. With this arrangement, it allows the maximum 

block transmission time to be approximately 830mS, which 

would allow the operator system to communicate 
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simultaneously with approximately 30 patient processors 

without timing errors occurring. However, in a more 

practical system, it is likely that some other limit on 

the block transmission time would be specified. For 

example, it may be required that the block transmission 

time should not exceed the R-R time interval, when the 

pulse rate is 200 beats/minute (R-R interval = 300mS). 

With such a specification, it can be seen from Fig. 8.8e, 

that the ideal number of patient processors in such a 

system would be eight. 

Therefore, the number of patient processors in the 

final system will depend upon how much the existing 

real-time algorithms are expanded, and the maximum 

allowed block transmission time. 
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CHAPTER 9 

CONCLUSIONS 

9.1. General 

The aim of this research project was to examine the 

possibility of using microprocessors, to produce an 

on-line real-time ECG arrhythmia monitoring system. 

As a result of the research work performed, it has 

been demonstrated that although the execution times of 

current microprocessors are slower, compared to that of 

computers, their implementation in a distributed network 

enables a real-time ECG arrhythmia monitoring system to 

be produced, It has also been demonstrated that a 

suitable structure for a multi-patient distributed 

microprocessor system, is the allocation of a microprocessor 

to each patient, controlled by a centralised operator- 

dedicated microprocessor. The functions performed by 

these patient-dedicated processors are that of signal 

conditioning, monitoring and arrhythmia diagnosis. 

This modular approach developed, results in a 

flexible system structure, which would allow mass produced 

systems to be tailored to each CCUs requirements. 

The design of a system with this structure has been 

described, and the methods for realising each function 

have been examined in this report. The distributed 

structure of the monitoring system enabled the recommenda- 

tions by Wartak et. al. regarding ECG sampling rate and 

Van Eyll et. al. regarding optimal parameters for QRS 
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detection, to be implemented in this system. Other 

multi-patient computer monitoring systems, have used 

sampling rates less than that recommended by Wartak et. 

al., to enable multi-patient monitoring to be performed. 

Also the distributed microprocessor approach eliminates 

the need for an operating system capable of allocating 

processing time to each patient, as is required in 

multi-patient computer systems. 

As a result of the problems encountered regarding 

the monitoring criteria to be used by the system, as 

discussed in Chapter 2, and aiict due to the lack of 

detailed diagnosed ECG recordings, no detailed evaluation 

of the systems diagnosis performance was undertaken. 

It is considered that further medical research is required 

to specify precisely diagnosis criteria for use by 

monitoring systems, and also that medical experts should 

be deeply involved in any system diagnosis performance 

evaluation. 

As the monitoring and diagnosis functions are 

implemented in software, any new or improved monitoring 

criteria obtained from further work could be introduced 

easily into the system, as demonstrated by the implementa- 

tion of the suggested alternative monitoring criteria 

described in Section 2.2.2. 

It has also been shown that within the present 

performance of the system there is ample scope for 

expansion, before the processing time consumed becomes 

excessive. This system performance is a direct result of 
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programming all software in assembly language. Although 

assembly language programming requires more programming 

effort, it enabled the execution times of the various 

algorithms to be made as short as possible. It is 

considered that had these programs been produced using 

a real-time high level language such as CORAL 66, the 

current opportunity for expansion would not have been 

so great. 

It has been estimated that had these prograns been 

produced in industry, the developmental cost oF the 

software produced would have been £14,000. As this 

software is repeated and spread throughout the system, 

and if the patient-dedicated processor units were mass 

produced, the cost of software development per unit 

should not be excessive. The cost of a complete multi- 

microprocessor monitoring system, should therefore be far 

less than currently available computer monitoring systems. 

Also, with the advent of microcomputers, such as 

the TMS 9940 (which is a single chip containing a CPU 

and currently limited ROM and RAM), there is the prospect 

of reducing the cost of the system still further. 

9.2. Suooestions for Future Development 
  

As it is apparent that there is the need for further 

medical research to be performed, to assess and develop 

new monitoring criteria, it is thought that a single 

microprocessor monitoring system could provide an 

inexpensive system for such studies, 
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Within the current patient processor system work 

could be performed to determine if ORS detection would be 

improved if the detection algorithm used only the low-pass 

filtered ECG signal, instead of the conditioned signal 

which may or may not have been filtered. Also the 

artefact indicator incorporated in the signal conditioning 

function, could be used to a greater extent, in order to 

inhibit certain monitoring operations, with a view to 

reducing the number ‘of false positive diagnoses. 

The introduction of a mass storage media into the 

system would enable trend data analysis to be performed, 

which could well be enhanced by ase form of colour 

graphics display. 

Other directions in which this project could be 

expanded, is by the introduction of another patient- 

dedicated processor, which could monitor the slower 

physiological eicnels, resulting in a total care 

monitoring system. 

Alternatively, the system could be developed as a 

12 lead monitoring system, enabling more sophisticated 

clinical diagnoses of individual patients to be obtained. 

9.3. Final Remarks 

There have been enquiries received from industry, 

relating to this research project, which have indicated 

that the system described in this report should have 

good commercial prospects. It is hoped that such interest 

will result in the benefits possible from a real-time 

arrhythmia monitoring system, being more widely available 
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than at the present moment. 

At this time when many people see the advent of 

microprocessors as producing social problems, such as 

unemployment due to automation, it is hoped that work 

such as this research project, indicates that such 

devices can also improve the quality of life. 
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APPENDIX A 

THE TMS 9900 MICROPROCESSOR 

HARDWARE FEATURES 

The microprocessor used throughout the development 

of the multi-microprocessor arrhythmia monitoring system, 

is the TMS 9900. This microprocessor is a single-chip 

16 bit central processing unit (CPU), produced using 

N-channel silicon-gate MOS technology. The CPU comes 

in a 64 pin chip, and is driven by a 3MHz four phase 

clock. 

The processor employs a memory-to-memory form of 

architecture, whereby blocks of memory designated as 

workspace registers, replace the more common internal 

hardware registers. The basic microprocessor memory 

structure is shown in Fig. Awl, and as can be seen the 

first 32 words of memory are used for the 16 interrupt 

trap vectors. The next block of 32 words are then used 

for extended operation (XOP) instruction trap vectors. 

The last two memory words, FRFCy 6 and FFFE. 6» are used 

for the trap vectors of the LOAD signal. The remaining 

memory is then available for programmes, data and 

workspace registers. A total of 32,768 words of memory 

can be addressed by the processors 15 bit address bus, 

which is separate from the 16 bit data bus, thus 

simplifying the system design. 

Within the processor there are three registers which 
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are accessible by the user. These are the program 

counter (PC) which contains the address of the instruction 

following the current instruction being executed. The 

status register (ST) which contains the interrupt mask 

level and status information, relating to the instruction 

operation. The third and final register is the workspace 

pointer (WP) which contains the address of the first word 

in the current active workspace area. A workspace area 

consists of 16 consecutive memory words in the general 

memory area. 

The workspace concept is particularly valuable during 

operations that require a context switch (i.e. a change 

from one program to another, or to a subroutine, for 

example when an interrupt occurs). 

The processor can handle a total of 16 interrupt 

levels, which are serviced rapidly due to the memory-to- 

memory architecture. 

Input and output data transfers to and from the 

processor are performed by a direct command-driven 1/0 

Interface designated as the communications-register 

unit (CRU). The CRU provides up to 4096 directly 

addressable input and output bits. Both input and output 

bits can be addressed individually or in fields of 1 to 

16 bits. 

Software Features 

The TMS 9900 microprocessor instruction set provides 

the same capabilities as those offered by full 

- 151 -



minicomputers. The instruction set provides 69 different 

instructions, which includes unsigned multiply and 

divide instructions, 

The multiply instruction allows two unsigned 16 bit 

numbers to be multiplied together to produce a 32 bit 

answer. The divide instruction allows an unsigned 

32 bit number to be divided by a 16 bit number, the 

answer being given as a 16 bit quotient and a 16 bit 

remainder. 

Other instructions which were to be of particular 

use during the development of the arrhythmia monitoring 

system were the "compare ones corresponding" (COC) and 

"compare zeros corresponding" (CZC) instruction, which 

can be used to implement decision table programs. 

The complete list of instruction mnemonics is given 

in Table A.l., along with the explanation of how to 

calculate individual instruction execution times. With 

a clock frequency of 3MHz, the average instruction 

execution time is approximately 1l0yS. 
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UD ee ee en 
TMS 9900 INSTRUCTION EXECUTION TIMES 

Instruction execution times for the TMS 9900 are a function of: 

1) Clock evele time, tetg 

2) Auuiressing mode used where operands have multiple addressing mode capability 
3) Numa   of wait states required per memory access. 

  

3 tivts the number of clock cycles and memory accesses required to execute each TMS 9900 instruction. For 
nstructions with multiple addressing modes for either or both operands, the table lists the number of clock cycles and 

Y accesses with all operands addressed in the workspace-register mode. To determine the additional number of 
Sand memory accesies required for moditied addressing, add the appropriate values from the referenced 

Jes, The total instruction execution time far an instruction is 

  

    
  clock eve 

  

(c+ wem) 

  

7 = total instruction execution times 
te{g) lock eyele time, 
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As an example, the instruction MOVE is used in a system with tojz) = 0239 us and no wait states are required to access 
memory. Both operands are addressed in the workspace reqster mod: 

T= telg) (C # WR) = 0.993 118 + Ora) us = 4.662 ys 

two wait states per mermoty access were requited, the execution time is 
T= 0.333 (14+ 248) js «7.326 us 

It the source omerand wos addressed in the symbole mode and two wait states were required: 
T= te(gy (C+ Went 

C=14+8422 
Maaet-s 

‘T = 0.333 (22 + 2°5) us = 10.656 ys. 

4, TMS 9900 ELECTRICAL AND MECHANICAL SPECIFICATIONS 

4.1, ABSOLUTE MAXIMUM RATINGS OVER OPERATING FREE-AIR TEMPERATURE RANGE 
(UNLESS OTHERWISE NOTED)* 
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APPENDIX B 

PATIENT PROCESSOR PROGRAM LISTING 

All the programs and data modules required to produce 

the patient processor software system, are supplied in 

this appendix, in the order in which they appear in the 

link editor listing shown below. 

  

   

     

  

     

PHASE 0» PATIENT ORIGIN = 0600 LENGTH = 1830 

MODULE No ORIGIN LENSTH 

PMPTYP 1 oon 
PPIATP - nono 
PPTHAP 3 oons 
PPCIHP 4 OOBA 
PRPUILHE o b1i4c 
IPDHTP 6 OLES 
MONTDP” 7 niga 
No Pp. 3 4 
MO) P 2 

DIATIP 10 
IPPTOP 1 

OFPT OP : 
MOPT OP 
Poonin 
FE 5; 
P 
Pp 

PO 
PooosD    

oned 
020 
on7A 

IPIHTD 
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NAME 

Ure 
DIAINT 
DIBIOL 

DMIND 

MCPT Ob 
MFAIL 

MINY 
MMs 

MONINT 

MONSF 

MOTEXT 
MSTIMG 
NOORS: 
OPAC 

OP INT 

  

PRINIA 

PPUIH2 
PPUTHi 

PS 

SIELAY 
SEOS 
SEG? 
SETEND 
SIX 
Su 
Te 
TEN 
wt 
WALP 

    

PATIENT PROCESSOR PROGRAM LABELS 

DEG FN ot Peleaens 
    

  

VALUE NO NAME VALUE NO NAME 

    

    
     

          

   
   

   

          

   
    

  

     

14 

13 
16 

‘i 10 16 
EPM40 16 

BRAD4 13 
c 14 

17 
17 

17 
Wes     

        
     

OF Oc 
oF oe 

  

DIATIiM 
DLS1 
DRETWP 

DSVTAL | EFS 3 
EIGHT GEES 17 

  

    

    

   

  

  

     
   

  

   

     

DWPRET 
EF O FINISH FIVE WEAR 16 
GFE HUNT I e 

IDIDYS IPCRET 
IPFILE IPINT 
IFPTOS TPPT Oud 
ISTRET IWPRET 
kDc KHP 14 
L323 MARP 26 
MCPINT MOPIP eo 
MCRTMP MEL 26 

MINL MINP 26 

MM1 MMe 19 
MMs Heh 13) 
MONE1M 1704 26 

MONTDL MONTDW GFFe &1 
MPCRET MRTWP 1018 22 
MSTRET MSUD SEIb AS. 
HP Nor ae 
OFCRET OFDATA 

OFPTO1 OPPT ol 23 
OSTRET OWPRET ee 
POINT PPCTH1 4 

FPTHAL FRTHH! oo 
PRUTHS PRUIH =] 

PRETED 13 
ures GFIC 5 
QEEO HE 16    

OECe 17 
OE QELS ° 
vEDA 
10Ae 

FE 

    

HEP oO 

  

  

   

DIAGM 
DInION 

BMINC 
DSTINC 
DSvTEO 
EN 

HOURS 
IBU 

  

IPT! 

IPPTOL 
IPRTWP 

KALP 
LEVEL 

  

MFe 

MINUTE 

MNS 

MONT 

NONT21 

MOMMIES 
MSEC. 
MWPRET 

Ta 

   P2FO 
PPCIH2 
PPUIH 
PPUIHS 
PRM 

WAHP 
WARS 

VALUE NO 

  

   

  

   

  

    

       

  

     

  

   B
e
e
 
e
r
y
 

h
a
s
 

oe 
e
T
 

ee
 

    

        

   

   
   

    

  

     

 



l. 

PATIENT MONITORING PROCESSOR TRANSFER 
  

VECTOR PROGRAM MODULE 

DESCRIPTION 

This program module defines the interrupt and XOP 

transfer vectors used by the Patient Monitoring Processor. 

Interrupt level 2 and XOP level 15 have been initiated 

to their appropriate values for the 990/4 Monitor software. 

2. IDENTIFICATION 

SUBROUTINE NAME 

PROGRAM MODULE 

GENERAL DATA MODULE 

SIZE 3. 

A. 

PROGRAM MODULE 

CALLS FROM SUBROUTINE 

INTERRUPT LEVEL 

INTERRUPT LEVEL 

INTERRUPT LEVEL 

AUTHOR Se 

8.T.V. WARTON. 
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PMPTV 

PMPTVP 

GO016D 

164 Bytes 

0 PPINIL 

3 PPCIH1 

4 PPUTHL



SCRe.PROG.3. 

+ PROSRAM MODUL 

* CALLED 

  

MPTYP 615246230 

  

TITL “PATIENT MONITORING PRO 
   

  

— IDENTIFIER «PROS 
IT TYP? 

PROSRAM MODULES 
REF PPINIP: PPCIHPsPPUIHP © 

    

REF PPINIisFPCIH1sPPUIHL 

TUESDAY: 

  

      

    

   
   
   

  

* LINEED DATA MODULES 
REF 600160sFRPTHAWs PPUIHb 
RORG 
PSEG 

* PROGRAM 

DATA PPTHAWs PPINI1L 
DATA 30 
DATA 0.35026 
DATA PPTHAs PPCIHD 
DATA PPUIHM UTHL 
DATA Os Oss 0.090 

DATA Os Os0s0s050 
DATA 

DATA Os 0s 0,090 
DATA Os Os 000 
DATA Is Os 050 
DATA E     

ENTRY 1 
END ENTRY 1 
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INTERRUPT © TRANSFER VECTORS 
di 
@ REQUIRED BY MONITOR 
3 
4 

> OLS 
9-70 13 
14 13 

SOP TR ER VECTORS 

“OP 15 R IRED BY MONITOR 
WO ACE MUIRED BY MONITOS     
EMULATE INT oO



PATIENT PROCESSOR INITIALISATION PROGRAM 

1. DESCRIPTION 

This program runs at system start up time to initialise 

software and hardware as follows. First all RAM used is 

cleared then all software flags that should be set to 

+l or -l are initialised. All workspace registers 

requiring CRU base addresses and other parameters are then 

initialised, and finally the ADC/DAC and UART are reset and 

initialised. 

On Senet ion of this program control is passed to 

the Patient Processor Task Handler program. 

2. IDENTIFICATION 

PROGRAM MODULE PPINIP 

SPECIFIC DATA MODULE IPDHTD 

SPECIFIC DATA MODULE MUNTOD 

GENERAL DATA MODULE GOO01D 

GENERAL DATA MODULE Goo02D 

GENERAL DATA MODULE GO003D0 

GENERAL DATA MODULE Gcooosp 

Se Suze 

PROGRAM MODULE 160 Bytes 

4. CALLS TO SUBROUTINE 

BLUP @PPINIL 

Se CALLS FROM SUBROUTINE 

PROGRAM MODULE PPTHAP 

BLUP @PPTHAL 

PROGRAM MODULE PPUIHP 

BL @PUART 

6. AUTHOR B.T.V. WARTON. 
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fe SePPINIP 143162 

TITL 
¢ PROGRAMME 

“PATIENT FRO 
MODULE IDENTI 

  

   

  

   

   

  

AM MODULES 
THAS s PPLITHE 
THAL s PUA 
MODU 

IPDHTD 
WI GH™ 5 Wh 
SPTHAI 

  

* LINKED DATA 
REF 

FOPOS SOOO OS 

   
   

      

   
    

SO TUESDAY: 

2 

    

       

  

     

    

OCT 175 

  

INITIALISATION FROSRAMME* 
TASK) 

   
tl HOOS0s MONTOD 
WAL Ps TEDAT ls MONT OW 
PT OW 

Fs IOTF 

    20 

    

  

   

   

  

Ren Me POPES HOOOD 
PPINE1 LJP 

CLEAR CLEAR FROM RAM TO RAMEND 

SET INITIALIS FLASS TO +1 

SETL INITIALIS FLASS TO -1 

LUT 
LI RO» BUFFER 
Cy R1lgs>100 301 CRU BASE 
fay R1S»+0015 LE INT 324 
LOCR F15:0 
Pee R1l2.>1100 CRU BASE 
LI 
AI INITIALIS TO BUFFER +20 
LYlPT 

iE 
Al INITIALIS TO BUFFER +22 
LUT ne 
ter Os BUFFER 
ter R 21100 
LWT ITP DHTY 

R1lss>1100 
3 
3 
R BUF COUNT 
MONT Duy 

R3 
FPTHANW 

: ADC CRU BASE 

UART 
50 PR M UART 

UAST CRU BASE 

> WART CRU B 

p e INTERRUPT MA 

UP LWP SIPPTHAL 50 TO TASK HANDLER 
EMP. 

END - 160 -



PATIENT PROCESSOR TASK HANDLER 

1. OESCRIPTION 

This program is an operating system program conerned 

with scheduling system tasks in order of priority. Before 

this program passes control to the highest active task, it 

determines whether the task is in the suspended state. 

If the task is found to be suspended, control is passed to 

it at the point it was interrupted, otherwise control is 

passed to it at its starting point. 

As an aid for observing the operation of the system, 

various CRU lines are set when a particular task is active, 

and reset on completion of that task. 

This operating system program runs under the privileged 

interrupt mask of level zero, so that it cannot be interrupted. 

2. IDENTIFICATION 

SUBROUTINE NAME PPTHA 

PROGRAM MODULE PPTHAP 

GENERAL DATA MODULE GO016D 

GENERAL DATA MODULE G00170 

we SIZE 

PROGRAM MODULE 214 Bytes 

4. CALLS TO SUBROUTINE 

BLUP @PPTHAL 

5S. CALLS FROM SUBROUTINE 

PROGRAM MODULE IPDHTP 

BLUP @IPDHTL 
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PROGRAM 

BLUP 

PROGRAM 

BLUP 

PROGRAM 

BLUP 

PROGRAM 

BLUWP 

PROGRAM 

BLUP 

MODULE 

MODULE 

MODULE 

MODULE 

MODULE 

MON TOP 

@MONTDL 

OIATIP 

@DIATL1 

IPPTOP 

@IPPTOL 

OPPTOP 

@O0PPTOP 

MCPTOP 

@MCPTOL 

6. INTERNAL DATA TRANSFERS 

6.1. INPUT DATA 

The input data to this program is the task 

active and interrupt flags listed below :- 

IDH, MONI, DIAG, 

MONINT, DIAINT, 

IPTASK, OPTASK, MCP, 

IPINT, OPINT, MCPINT. 

7. EXTERNAL DATA TRANSFERS 

PERIPHER, 

Tl. OUTPUT 

CRU BASE 

CRU LINE 

CRU LINE 

CRU LINE 

CRU LINE 

8. TIMING 

AL CRU INTERFACE (UNUSED BITS IN 

ADC INTERFACE) 

(TEST FACILITY) 

>1000 

78 

>C 

>O0 

ae 

MONITOR TASK ACTIVE BIT 

DIAGNOSIS TASK ACTIVE BIT 

INPUT TASK ACTIVE BIT 

OUTPUT TASK ACTIVE BIT 

The maximum execution time of this program will not 

exceed O0.2uS 

9. AUTHOR 8.T.V. WARTON. 

162=



    
   

   
   

  

    

  

OCT 1?» 15 

  

¢ HANDLER? 

> 

PT OP 
‘TOLSOFPTOL 

Seeeseesee 

PPTHAL DATA      
    

MILEGE INT LEVEL 

  

T ITN FLAS 
IF ACTIVE 
MONT FLAS 
If ACTIVE 

   

  

I- FLAS 

    

   SK ACTIVE FLAGS 
ALL INTS 

   
   

  

   

TOIDLE 

BIDH 

SET TASK ACTIVE To 1 
$0 TO TIDY TASK 

BMONI 

ENDED 

LUT MRTWP 
- WIP FOR RET RTWP 

EM LIMI ? ALE INTs 
; IT TO INDICATE TASK ACTIVE 

eae TO MONITOR T 

BOTAS 

BD 

    T DIAS TASK 
To DI 
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14:22:27 TUESDAY: OCT 17s 1     
     

  

+57 $ 
LWPIT IPRTWP 
RTWP 

BO CIMT 7 
oD 

SIFPTOL 
0 
STARTS 
5 
Ros) 
vOPINT 
BI 
OPRTHP BEY O7P TA 

  

WP FOR RET 

      

   
Ive BIT 

CTIVE BIT 

BOPT 

    

RET 

BI 
oe 

ZOPPTOL 
2E 

a SSTARTS 
BMCP equ Fs 

  

PENDED 

  

GET MCP TASK WIP FOR RET 

      

EBMCP1 LIMI 7? LINMe REL SINES 
ELWP SMCPTOL SO TO Nce T 
JMP STARTS 
END 
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PATIENT PROCESSOR ADC 

1. DESCRIPTION 

This program is an ope 

with servicing the ADC inter 

INTERRUPT HANDLER 

tating system program concerned 

rupt. When the interrupt occurs 

this program determines which task, if any, was interrupted 

and will save the returns to 

The signal conditioning task 

that task and set it suspended. 

(IPDHTP) is then set active 

before this program branches to the task handling program 

(PPTHAP). Also incorporated in this program is a section 

of code concerned with calculating the time since system 

start up, in hours, minutes and seconds, from the 4mS 

interval ADC interrupt. 

2. IDENTIFICATION 

SUBROUTINE NAME PPCIH 

PROGRAM MODULE PPCIHP 

GENERAL DATA MODULES G0016D 

"GENERAL DATA MODULES 00170 
PERMANENT DATA MODULES POOO9D 

ie See 

PROGRAM MODULE 186 Bytes 

4. CALLS TO SUBROUTINE 

INTERRUPT LEVEL s @PPCIH1 

BL @PPCIH2 

Se CALLS FROM SUBROUTINE 

PROGRAM MODULE PPTHAP 

BLUP @PPTHAP 

6. INTERNAL DATA TRANSFERS 

6.1. INPUT DATA 

The input data to this program is the 3 return vectors 

- 165 -



in registers R13, R14 and R15, of the workspace area 

used to service the interrupt (PPTHAW), and also the 

word containing the current task active number (ACTNO). 

6.2. OUTPUT DATA 

As a result of the execution of this program the 

word ACTNO is reset to zero and one of the group of 

3 words 

MUPRET OUPRET TUPRET OWPRET CUPRET 

MPCRET DPCRET IPCRET OPCRET CPCRET 

MSTRET DSTRET ISTRET OSTRET CSTRET 

are loaded with the 3 returns in R13, R14 and RIS, that 

are required when reactivating the currently interrupted 

task. To indicate that the task which has just been 

interrupted, is in the suspended state, its interrupt 

flag word is set to -l. The interrupt flags for the 

various tasks are :- 

MONINT OLAINT IPINT OPINT MCPINT 

Also during the execution of this program, the words 

MSEC, SEC, MINUTE , HOURS will be changed to indicate 

the time since the system was started. 

7. AUTHOR 

B.T.V. WARTON. 
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* PROGRAMME MODULE IDENT «TAS 

* 

* TRANSFER 

LINEED DATA 

PPCIHP THESDAYs OCT 17, 19728. 

  

TITL “PATIENT PROC    

        

   

RAD INT HANDLER? 

IDT “PPCTHR? 

  

   

    

   

      

PROSSAM MODULES 
PPTHAP 

REF 

REF 
REF 
REF 

SOSOOS SO SOD PROGRAMME POPS OOD OO DED PPCIH1 SOU & 
PORE SSOEO DS ee ues PPOCOS ESO SSESOSO9 

THO 4M AL COUNTER 

OUTIME 

PPCIHE 

EXIT 

MESAVE 

  

     

  

Int 

C 
SEC 

  

    

  

c 

JHE 
CLR 
Inc 

COUNTER 
c 

1 MINUTE 
INE 
CLR 

CONDS COUNTER 
Int 

OQUHTER 
Cc Tis IMINUTE 1 HOUR 
JHE TIME 
CLR SIMINUTE RES 
INS gHOURS : URS COUNT 
EQU & 

: SPPCIHe S50 SAVE RET OF INTERRUPTED TASK SETO 31TH T ITH ACTIVE 
BLIP SPPTHAL 60 TO TA HANDLER 
EQU 
           

  

    

SET ACTIVE TASK NUMBER 
IF=0 EXIT 
IF MONI TAS 

  

. BOTO MSAYE 

  

IF O-P TA SOTO OSAVE 

    

IF MCP TA SOTO MCSAVE 

RESET TASK ACTIVE HUMBER | 

fE MONITOR WP RET 
RET 

  

   

            

SET MONI INT 

  

SAVE DTASM! 
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DAY: OCT 1?s 

  

   
   

  

& DIAGNOS 
T DIAS INT FLAG 

  

Mov & g 
SETO SDIAINT 

    

    

   
ic 

E 
e oP 

SET Ger TAS FLAS 
    

   

RET 
RET 
RET 
FLAG 
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PATIENT PROCESSOR UART INTERRUPT HANOLER 

1. DESCRIPTION 

This program is an operating system program and is 

concerned with the interrupt generated by the UART 

(Universal Asynchronous Receiver Transmitter) which is 

the means by which the patient dedicated processor 

communicates to the operator dedicated processor. 

The functions performed by this program are :- 

(1) The testing of the UART interrupt to determine if it 

is due to a character being received, or the interval 

timer. 

(2) The transmission or reception of the Start of Heading 

(SOH) character "Acknowledge" (ACK) or "Negative 

Acknowledge" (NAK) characters for the correct start 

up of communication between processorse 

(3) The activation of either the Input Task or Output 

Task as required. 

(4) The de-activation of successful or unsuccessful 

communication by the Input or Output tasks. 

(S) The de-activation of either the Input or the Output 

task if the UART interval timer interrupt should occur, 

and the indication of the error to the operator if 

necessarye 

(6) The programming of the UART for its correct operation 

at the required bit rate and transmission/reception 

format. 

This operating system program is allowed the privilege of 
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running under an interrupt mask of level 2. 

2. IDENTIFICATION 

SUBROUTINE = NAME PPUIH 

PROGRAM MODULE PPUIHP 

GENERAL DATA MODULE GO0160 

Su USEZE 

PROGRAM MODULE $32 BYTES 

4. CALLS TO SUBROUTINE 

INTERRUPT LEVEL 4 @PPUIH1 

B @PPUIH2 

8 @PPUIH3 

8 @PPUIH4 

B @PPUIHS 

BL @PUART 

5. CALLS FROM SUBROUTINE 

PROGRAM MODULE PPTHAP 

BLUP @PPTHAL 

PROGRAM MODULE PPCIHP 

BL @PPCIH2 

6. INTERNAL DATA TRANSFERS 

6.1. INPUT DATA 

The three return vectors stored in R13, R14 and 

R15 of PPUIHW workspace area are saved by a BL @PPCIH2. 

6.2. OUTPUT DATA 

During the operation of this program, the software 

flags for activating or suspending the Input or Output 

task may be set or reset according to the communication 

situation at the time. 
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Ton CEXTERNG -ER 

  

PERIPHERAL TMS 9902 UART 

Tol. INPUT 

INTERRUPT LEVEL 4 

CRU BASE >1A80 

CRU SIT FUNCTIONS AS SPECIFIED 

IN THE TMS 9902 DATA SHEETS. 

Te2e OUTPUT 

CRU BASE >1A80 

CRU BIT FUNCTIONS AS SPECIFIED 

IN THE TMS 9902 DATA SHEETS. 

8. TIMING 

Execution time for this program is of the order of 

0.2mS in normal communication situations. 

9. NOTES 

The PPUIH1 entry point to this program is due 

to the UART interrupt which can be generated either by 

a character being received, or the UART interval timer 

elapsing. 

The PPUIH2 entry point to the program is due to 

the Microprocessor Communication Package Task (MCP) 

requesting that a message be transmitted from the 

patient processor. 

The PPUIH3 entry point to the program is due to 

the completion of the Input task, which allows the program 

to reset the UART softuare flags etc., and to test if 

output communication has been requested. 
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The PPUIH4 entry point to this program is due to 

the successful completion of the Output Task, and allows 

this program to reset UART software flags. 

The PPUIHS entry point to this program is due to 

the unsuccessful attempt by the Output task to 

communicate with the Operator dedicated processor. 

This section of program re-starts the inter-processor 

communication protocol by transmitting the ‘Start of 

Heading" (SOQH) character. 

10. AUTHOR 

B.T.V. WARTON. 
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SCRE.PROG.S.PPUIHP 1 41 

TITL “PATIENT PROCESSO 
* PROGRAMME MODULE IDENT ‘PRO 

ID} “PPUIHP* 
* TRANSFER VECTORS OF ENTRIES 

per WIH1» PPUTHSs PP 

@ CALLED PROSFAMME MODULES 
REF PPTHAPsPPCIHP 
REF PPTHALsPPCIH2 

@ LINKED DATA MODULES 
REF GO0016D 
REF PPUIHW: OFT 2 OFA 
REF = BPINT 
RORG 
PSEG 

oeeooeoos PROGRAMME 

  

PPUIH1 LIMI 2 
EL SPPCIHe 
EY R1@s>1AS0 
TB 13 
JEQ TIMELP 
STCR R433 
MOY ROsRO 
JNE OPYES 
cl R4s>0100 
JNE SOHNO 
TB 9 
JEQ OPNAK 

° 
* OUTPUT ACK SECTION 
OPpAcK LI R4.>0600 

BL aOP 
SETO R1 
SETO Re 
CLR: R10 
EL PSETIME 
BLIP aPPTHAL 

° 
* CHAR OUTPUT SECTION 
oP SEO 13 

SEBO 16 
LICR R4;3 
see 16 
RT 

° 
* IS RESPONCE TO 20H» ACK? SE    
OPYES CI R4s3 0500 

JNE O H 
SETO S#OPTASK 
CLR RO 
CLR R10 
BL PSETIME 
SEs uke 
ELUWP SPPTHAL 

> 

* IS CHAR INSTRUCTION SECTION 

  

SOHNO MOY RisR1 
JEG OPNAK 
SETO #IPTASK 
CER aR 
EER Ri 
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WEDNESDAY, OCT 18, 1979. 

Pp 

15> 
WART INT HANDLER’ 

  

I PPUIH4s PPUIHSs PURRT 

Cs IPTASKs OPINT 

PEPPPO®PEP OPO OD 

Sas INT REVEL 0 
SUSPEND TASK 

UART CRU BASE 
TIMINT 
60 TO TIME INT 
GET CHAR FROM WU 
TEST OVP RESPONC! 

        

    — FLAG(-1=¥> 

IS CHAR OH 

RCVERR 

ACK 
O-P ACK 
30H FLAS 
IvP FLAG 
ERR COUNT 
GO SET TIME 
60 TO TASK HANDLER 

RIENB 
TRAN OM 
LOAD UWART WITH CHAR 
TRAN OFF 

CTION 
IS CHAR ACK 

su OvP TASK 
So ‘ONCE EXPECTED FLAG 

   
60 ET TIME 
RESET RERL INHIBIT INT 
60 TO TASK HANDLER 

  

TEST 30H FLAG 
JUMP IF $0H FLAG=0 
STIM 17P TASK 
RESET 20H FLAG 
CLEAR ERROR COUNT 

   

  

  



        

BOUT LUIP 
° 
® OUTPUT NAE 

OPHAK I 

    

JEG 
BL SPUART 
Es R4s>1500 
CLR Re 
BL 3OP 

NARKER BL JERROR 
JMP BOUT 

+ 
+ ERROR SECTION 
ERROR INC R10 

cI R1ig,100 
JLT RTOUT 

* INDICATE ERROR 
tt Ri2s>1BEO 
SBO 0 
LI Ril2s>1AS0 

“RTOUT RT 
> 
* SET WART TIMER SECTION 
SETIME SBO 13 

LI RSs>FA00 
LDCR R58 
SBO 20 
RT 

° 
* TIMER INTERRUPT HANDLER 
TIMELP CLR @IPTASK 

CLR S@OPTASK 
AES SIPINT 
ABS XOPINT 
cLR RO 
CLR Ri 
CLR Re 
EL ERROR 
MOY OPAC: sOPAC 
JNE OPSOH 
BL @PUART 
JMP BOUT 

+ INDICATE ERROR 
OPSOH. LI R4s>0106 

BL 3oP 

> 
* O-P REQUEST ENTRY FROM MCP 
PPUIHe LIMIT 2 

SETO SOPAC 
LUPI PRPUIHM 
CLR Ri 
MOY R2sR2 
JE®@ OPSOH 
ELUP SPPTHAL 
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WEDNESDAY, OCT 185 

  

60 SET TIME 
INHIBIT INT 
60 TO TASK HANDLER 

WAS IT NAK 

GO PROGRAM UART 
NAK 
RESET I/P FLAG 
OvP NAK 
GO TO ERROR SECTION 

INC ERROR COUNTER 
IS THERE 100 ERRORS 

SET ERROR CRU BASE 
SET ERROR INDICATOR BIT 
RET TO VART CRU BASE 

LDIR 
16 MS 
LOAD TIMER 
ENABLE INTERVAL INT 

SECTION 
DEACTIVATE IPTASK 
DEACTIVATE OPTASK 

IvP INT FLAG 
O¢P INT FLAG 
RESP-EXP FLAG 
SOH FLAGS 
I7P FLAG 
EROR SECTION 

  

RESET 
50 70 
TEST OvP ACTIVE FLAG 

  

60 PROGRAM UART 

30H 
o“P S0H 
OP RES EXPECTED 
60 SET TIME 
60 TO TASK HANDLER 

  

LOAD PRIVILEGE MASK 
SET O-P REQUEST ACTIVE 

30H FLAG 
IvP FLAG 
I7P NOT ACTIVE 
60 TO TR: HANDLER



$ctRe.PROG.S.PPUIHP 

* ENTRY FROM IPPTOP 
PPUIHS LIMI 2 

CLR dIPTASK 
LWIPI PRPUTHU 
CLR Re 
MOY SsOFACs sOPAC 
JNE OFSOH 
SBO 18 
ELWP SPPTHAL 

Hn : 

¢ ENTRY FROM SUCCESFUL OPPTOP 
PPUIH4 LIMI 2 

CLR SOPTASK 
LUIPT PPUTHI 
CLR RO 
CLR RI 
CLR ®XOPAC 
SEO 13 
ELWP SPPTHAL 

° 

  

WEDNESDAY, OCT 13, 1978. 

LOAD PRIVILEGE MAS! 
DEACTIVATE IPTASK 

  

RESET I¢P FLAG 
OP ACTIVE 

SEND SOH 
REC INT ON 
GO TO TASK HANDLER 

    

LOAD PRIVILEGE MASK 
DEACTIVATE OPTASK 

RESET RESP FLAG 
RESET 30H FLAG 
RESET O“P ACTIVE TASK 
ENABLE INT 
GO TO TASK HANDLER 

  

* ENTRY FROM UNSUCCESFUL OPPTOP 
PPUIHS LIMI 2 

CLR SOFTASK 
JjMP ° OP SOH 

° 
* PROGRAMME UART SECTION 
PUART SEBO 31 

LI RPs>5300 
LICR R723 
SBZ 13 
Et RPs>o0010 
LICR R?:12 
SboO 18 
RT 
END 
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LOAD PRIVILEGE MASK 
DEACTIVATE OPTASK 
GO TO O-P SOH 

RESET 
SBITS EVEN PARIT 2STOP 
LOAD WART 
TIMER NOT PROG 
LOAD WART 
LOAD UART ‘ 
ENABLE INT



INPUT DATA NOLER TASK 

  

1. DESCRIPTION 

This program is the highest priority task in the 

patient dedicated processor system, and performs the 

required signal conditioning on the sampled — C G. signal. 

It contains the three digital filters and noise detecting 

software as described in Chapter 5. 

This program runs under the interrupt mask of 

level 2, and thus cannot be interrupted by the UART 

interrupt at level 4. 

2. IDENTIFICATION 

SUBROUTINE NAME IPDHT 

PROGRAM MODULE IPOHTP 

SPECIFIC DATA MODULE IPDHTD 

GENERAL DATA MODULE Goo02D 

GENERAL DATA MOOULE Gooo30 

PERMANENT DATA MODULE Pooolp 

Sian REE E: 

PROGRAM MODULE 438 BYTES 

4. CALLS TO SUBROUTINE 

BLWP @IPDHT1 

S. INTERNAL DATA TRANSFER 

«Sele INPUT DATA 

The DFGO software flag is tested but not changed by 

this program, to determine if it must activate the 

Monitoring Task. 
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5.2. OUTPUT DATA 

The input samples obtained by this program from the 

AtoD Converter are conditioned by the digital filters, 

and the output data from this program is placed in 

the IBPl Buffer. 

5.3. ADDITIONAL DATA CHANGES 

Software flags that may be changed by the program 

are 3- 

ARTIF which equals -l1 if artefact is present in 

the input signal. 

MONI which is set to -l if Monitoring Task is 

activated, and 

IDH which is set to 0 to de-activate this program. 

6. EXTERNAL DATA TRANSFERS 

6.1. INPUT 

CRU BASE > 1100 

CRU BITS, 0 10 ADC INPUT 

6.2. QUTPUTS 

CRU BASE >1100 

CRU BITS O TO 7 DAC OUTPUT 

CRU BIT 8 INTERRUPT MASK OR RESET 

CRU BIT 3 DAC OUTPUT HOLD 

7. TIMING 

Execution time 1 mS 

8. NOTE 

The digital filters implemented in this task are 

designed for a sample rate of 4mS (i.e. 250 sps). 

9. AUTHOR 

B.T.V. WARTON, 
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72.PROG.3.IPDHTP   

TITEL 
¢ PROGRAMME MODULE IDENT 

“IPDHTR¢ 
or 

ILT 
+ TRANSFER 

Ie 
VECTORS 
IPDHT1L 

   

  

* LINKED DATA MODUL 
REF TeDE is 
REF 

ARTIF 

  

   

  

16 

“TMPUT DATA HANTDL 

SOs MOMTIMs MST IP 

    * WEDNESDAY’, OCT 12s 1 

    

TASK GWITH DIGITAL FIL 

  

PRO 

  

ENTRIES 

   
    

     MONI, LDH» VALUE 

  

   

Seeoeooeorooeoos PROGRAM M E to+0eeeeereooroooe 
IFDHT1 DATA REPT ARTI 

T INPUT IN MEE 
VE UNFILTERED DATA 

FILTER (¢hAIIC® +++ eorereooetsooo 

WRATH GET DC WA 
SIPDHTWs RL GET i-P 
Ris I/“P<1>-1 

  

   

    

MULT12 
Rot 

s BUFEND 
nie 
ROs BUFFER 

      

     

   

      

   
  

rie MOV RoyRS 
A RS 

be mov SRD 
Mov 1ICsRio 
BL ELS: 
MoV rR? 
Mov +R 
A Rsk? 

is MOY RoR 
MOY stAelcsr10 
EL #MULT12 
A Ras RS 

n¢ 

a4 

0 ORDER 
| HALP 

MOV @R0+sk4 

cl Ros BUPFEND 

JE 05: 

» BUFFER 
5 

  

I<P ue RCCL 

  

5 ANT 
12 BIT MULT 
PUT IN BUFFER 

    

  

   
    

  

IS ROSBUFFER END 

RESET F TO BUFFER START 
G-P TO AcCe 
ACCE+21 
BET ACCS 
GET AL 
60 MULTIPLY 

> FILTER 
FILTER WA 

WE FROM BUFFER 
JFFER END 

RESET TO START OF BUFFER 
GET “21 
GET LP FILT Ki CONSTANT 
3 BIT MULT 
ADD iS 

  

GE 
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6.3. IPDHTP. 

    

  

WEDNESDAY: OCT 1a. 1973 

GET LP FILER Ke CONSTANT 
60) MULTIPLY 

  

   
   ADD TO A 

ACC. TO     ro
 

BET 21 

    

    ADD TO Ar 

  

ADD 22 TO Acce 
   
   

    BIT MULT 
SAVE HP OvP 
o-P TO Acce 

  

GET Ae 
6O MULTIPLY 
ADD TO ACCS 

aMULT 12 

  

GET HP O4P 
MARE VALUE +¥VE 
272 
RB+Z272 

    

EC DELAY 
T ARTEFACT FLAG 
T ARTIFACT CRU BIT 

FILTER C CONSTANT 

        

 



    

     
        

    
     

  

OCT 135 197 

  

1 SEC DELAY COUNT 

   

     

_LP FILT OP 
eo 10 

    

    

FidsRio IS VALUE +¥eE 
Pp 

Rays SET TO MIN & BIT -¥E VALUE 
Lo 

Pe 3 BIT +¥VE VALUE 
Dok VALUE 

TeDHTM TO IPDHTW 
SVALUEs IEP I CRL> AALWE IN BUF 
SDF GOs Re TEST DFGO 
60 

Ra BUF COUNT 
MOTO SET MONITOR wa 
Ro RESET, COUNT 
IPDHTW 
RETHS RET NO STIM 

60 R1 INS BUF MT 
Rls aBUPLEN IS R1i>BUFFER LENGTH 
Shin 

CER RI RESET COUNT 
> 

* ACTIVATION OF MONITOR TASK SECTION 
STIM INC SMETING INC MONI STIM COUNT 

SETO siMont SET MONITOR TA ACTIVE 

TI¥ 

  

        

   
  

AATION OF IPDHTP 

    

  

  

        

CLE 3IDH RESET IPDHTP TASK ACTIVE FLAG 
RTUP RETURM TO Ti HANDLER 

io 

* DELAYED HOLD TIME OVER SECTION . 
OVER MOY RitsRo GET UNEILTE EDO7P Thiers 

ABS SARTIF FLAG 
$B2 3A Et ARTEFACT CRU BIT 
JME eUt 

* 

* NO ARTIFACT DURING DELAY TEST SECTION 

HORRT MOY Pidskid TEST 1 SEC DELAY 
JEG OVER 
JMP Ue 

od 

> 12 BIT NULT 
MULT12 AES e 

JT 
NPY 

A 
L 

NEG MARE Ar 
RT 

RSP MPY 3 R1i0 % R9 ANSWER IN ROSR1O 
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scR2. PROG. 3. IPDHTP 

RI4 
Ri0.12 
R1OsRS 

> 

> 

MULTS 

ROPRFP 

SUPER RD 
RT 
END 

  

FPOSPEEO EPO SEOHEHOD 
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WEDNESDAY: OCT 13 

  

   

  

CT BINA 
ER INTO 

   
   

E RD 
MP OIF +ME 

  

KE RF 
JUMP IF 
ANS 

+E 
R? 

IN R210 
+E 

    

   

RF +¥E 

Rid OVERFLOW ADD 
GET INTO SINGLE 
GET INTO S1INSLE 

[T BINAR 

  

7 i 

  

Y POINT POSITION 
v POINT POSITION 

SINSLE 16 BIT NUMBER 

  

1 TO Ro: 
15 BIT WORD 
15 EIT WORD



MONT TOR PROGRAM 

1, DESCRIPTION 

This first module of the monitoring task is concerned 

with the monitoring start up procedure and the subsequent 

detection of QRS Complexes. This module also has the exit 

section from the monitoring program, 

2. IDENTIFICATION 

SUBROUTINE NAME MONTD 

PROGRAM MODULE MONTDP 

SPECIFIC DATA MODULE MONTDD 

GENERAL DATA MODULE G0002D 

GENERAL DATA MODULE Goo03D 

GENERAL DATA MODULE Goo040 

PERMANENT DATA MODULE Po002D 

Sei SIZE 

PROGRAM MOOULE 394 Bytes. 

4. CALLS TO SUBROUTINE 

BLUP @MONTDI 

8 @FINISH 

5S. CALLS FROM SUBROUTINE 

PROGRAM MODULE MONS1P 

B @MONS11 

PROGRAM MODULE MONS2P 

B @NOQRS 

6. INTERNAL DATA TRANSFERS 

6.1. INPUT DATA 

The input data for this program is foundin IB8P1l 

Buffer as supplied by the Signal Conditioning task (IPDHTP) + 
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6.2. OUTPUT DATA 

The output data from this program, which consists 

of the delayed difference signal, is placed in the 

buffer DBP1l. Also supplied is a word labled POINT 

which indicates the position of the QRS complex in the 

I@Pl buffer, and a word labled RRC which is the estimate 

of the current R-R interval. 

6.3. ADDITIONAL DATA CHANGES 

Software flags which may change during the program 

operation are the start up flags SU, SU2 and SU3, and 

also the monitor McP request flag. Also an address is 

placed in MOTEXT and the MCP task flags set when the 

Monitoring function wishes information to be transmitted 

to the operator dedicated processor, 

7. TIMING 

The normal execution time for this program is 

O*21mS and occurs while a QRS complex has not been detected. 

When a QRS complex is detected the maximum execution 

time of this program module combined with the other two 

(MONS1P and MONS2P) which make up the complete monitoring 

software package is 3*2mS. 

For more information on software timing see Chapters 

S and 7. 

8. AUTHOR 

B.T.V. WARTON. 
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PROG. 2.MONTIP 

  

QO WEDNESDAY: OCT 18: 

  

TATE 

        

    

      

+ RAMI 

IDT 
* TRANEFER 

DE 
+ CALLED P 

REF 
REF i 

* LINKED DATA MODULE 

   
   

REF 
REF 
REF 
REF 
REF 
REF 
REF 
REF IFGO.AY 
RE 
PS 

Seepovooerroosoooes POG FAM M EF t#eoeeoortoreroororoooorooog: 

MOTO’ DATA MONTDMs SMONIT BLUP VECTORS 

MONTODs 

  

sPOINT 
TIMCs MCP 

CMSs MONT tbls NPs PEPOSs ORSWID 

   

    

        

    

   

  

   

  

    

   

  

      

        

   

  

    

    

   

    

SMONIT MOY RO Is ART UP ACTIVE 
J5T JUMP & CONTINUE MONITORING 

> 
POPEEODOO OED START UP SECTION PEEP OPOEP EDL EPOOD 

MOV ELAYs RO 1S START UP DELAY REGUIRED 
J5T JUMP IF DELAY NOT REGUIRED 
INC THE Pe 
cl 2396, i Is ee. 6 I“P DELAYS 
Jor T1 
A ELAY oT) DELAY TO NOT. REQUIRED 
CLR R POSITION POINTER P1 
CLR DIFF REG 
CLR COUNTER 2 
CLR Rie RESET DEPI COUNTER 

RETL EB PESIT THIS RET DOES NOT INC P1isPe2 
ti MOVE SIBP1 CRS sk4 T VALUE AT Pe 

i403 LSB 

B TO LSB 
Ra 
a DEPL 

eP13 
JHE D2 ue . RENOT=0 ¢P1> 
Mov PLACE INMIN REG 5S 
CLR MIN POSITION 
EB aFINISH GO TO FINISH SECTION 

te c 25s DBP 1 (R12) : NEb) DIFF <MIN&R'S> 
ET DS: IF NO 
Mov 3! MEW MIN 
mov POS OF NEW MIN 

Ds cl fl 
JST 
EB 

n4 cr Reed 30 
Hey 
CL S50 DIFFS 
J5T JUMP UTR 
B j S 60 TO FINISH 

nS Cc SIMINLs RS Te MIN CIMT 
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3eMONTDP 16 

EBFAIL 

E NEXT 

  

BPAIL 8 

  

     

          

SECTION FINDS 

30 WEDNESDAY, OCT 18, 1% 

  

MINSMINL SU FAIL BEEEEBDE 

TD FOR PAT 1 
SET MIN VALUE 

+¥E 
6 ANS IN R10 

IE MIN & PARATD 

   

  

      

  

T UP OVER 
TART UP @ FLAG YES 

ee 

  

    GET 
LOAD MOT 

  

Ba TO FINISH 

    

  

SFAIL 60 TO START UP FAIL SECTION 
POOCOe END OF START UP SECTION 
° 
PORSOD CONTINUOUS MONITORING SECTION SETH OOOO SOOO OSES 
MON SIEP1 CRS sR4 SET VALUE AT P2 

23 MSB TO LSB 
| TIEPL CRE) sR7 GET Pt 
Red TO LSB 
RsR4 Pisk4 

SIBP 1 ¢R12)> WE DIFF VALUE IN DEBP1 
TS CONTINUE MON FLAG SET -VE        

  

aHOGRs 
R4sc'TOPL 

ENOGRE 
TESTTD 

  

Dit 

Tig 
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INTERVAL>=6 SECONDS 
Ma LE ES 
RR INT => 323AMPLES 

JUMP TF YES 
60 TO FINISH CTION 
60 TO NO a TION 
IS DIFF}TD 
JUMP IF >CIMIT 
SEARCH FLAG FAT 1 
NP+1 
IS NP=1 
JUMP IF NO 

VE MIN VAL 
VE POS OF MIN 
TO FINISH SECTION 

3 THIS MIN@MIN SOFAR 
      

  

MIN 
TION OF NEW MIN 

GO TO FINISH SECTION 
TEST SEARCH FLAG 

  

CLR NP COUNTER 
CLR SIGN CHANGE COUNT 
60 TO FINIGH SECTION 
SAVE DMIN CURRENT 
TEST & RESET CONTINUE MON FLAG 

MOVE AVERAGE RR INTO RR CURRENT



0 WEDNESDAY, OCT 18,       

    

    

    

CMOR Nov ‘E POS OF MIN 
MoV 

        

       so MONT 
TEST FOR 

JER QRS FOUND Wine 
MOVE 3 SIGN CHANGE 
ALT 
Nov MONS6O SAVE Pe POSITION 

     

      

   

  

   

  

  

    

   

  

FAIL SET MONT MCP FLAG 
GET OP ADDRES 
LOAD nae WITH ADDRESS OF O-P 

#DFG0 O 30 IPDHTP NOT STIM MONTUP 
anc) ACTIVATE MiP 

aa 

SECO OOD IS THE EXIT FROM MONITOR 
FINISH LulP 

ach 
IS Pi>BUFFER LENGTH 

RESET P1 
Dg PE+1 

ISP2> ERUFFER LENGTH 

RESET Pe 
DE DEP1 COUNT 

3 DEBPI>BUFFER LENGTH 

RESET R12 
+ MONI =TIM COUNTER 
EXIT DEC MONI IM COUNT 

Be SIMONI DEACTIVATE MONI TASK 
EXIT1 RTWP 

END 
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MONITOR SEARCH SECTION 

1. DESCRIPTION 

This program is the second module in the monitoring 

program, and is concerned with the monitoring start-up 

procedure for setting the initial value of the average 

R-R interval (AVRR). From then on this program is 

concerned with setting the test bits in the monitoring 

word MFl as follows :- 

(1) The setting of pulse rate flags in MFl. 

(2) QRS complex width measurement. 

(3) Calculating the percentage of wide ORS complexes. 

(4) Calculating the true R-R interval. 

(5) Classification of R-R intervals as long, short 

or normal. 

2. IDENTIFICATION 

SUBROUTINE NAME MONS 

PROGRAM MODULE MONS1P 

GENERAL DATA MODULE Go003D0 

GENERAL DATA MODULE coo04D0 

GENERAL DATA MODULE GooosD 

PERMANENT DATA MOOULE P0003D 

ve DEE 

PROGRAM MODULE 644 Bytes. 

4. CALLS TO SUBROUTINE 

8 @MONS11 

5S. CALLS FROM SUBROUTINE 

PROGRAM MODULE MON TOP 

B @FINISH 

PROGRAM MODULE MONS2P 

B @MONS21 
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INTERNAL DATA TRANSFERS 6. 

6.1. INPUT DATA 

The input data for this program is the output data 

from the program module MONTDP, this data being the 

current estimate of the R-R interval (RRC), and the 

position of the QRS complex (POINT) in the input 

buffer (18P1). 

6.2. OUTPUT DATA 

The output from this program is the monitoring 

Fesolt wand MF1l, the individual bits of which are the 

TRUE/FALSE answers to the tests performed by the program. 

Also supplied by this program is the true R-R interval 

measurement which is placed in RRSAVE. 

6.3. ADDITIONAL DATA CHANGES 

The software flags that are effected by this program 

are SFP1, SU2 and SU3. 

TIMING ie 

This program is executed only when the MONTOP 

program has detected a QRS complex. The combined 

execution time of all the monitoring modules (MONTOP, 

MONSLP and MONS2P) is 3*2mS. 

5 

For more information on software timing see Chapters 

and 7. 

AUTHOR 8. 

B.T.V. WARTON. 
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TITL “MONITOR SEARCH 
* PROGRAMME MODULE ITDENT ¢T 
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* TRANSFER VECTORS OR ENTRIES 
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¢CH FLAG 
NT 

TEST Sue. FLAS 
JUMP IF SU2=NO0 
TEs SW 
JUMP IF SU3 NO 
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FOR START LP 

“MAKE DMINO= ART UP 
RESET 3U2 

MF1=R3 
IS FULSE 230 BPM 
JUMESEES TES 
IS PULSE >60 BPM 

     

IMP 
LE6oO GC 

15T 
Al 
JP 

LE4+0 Cc 
JT 

AI 
JMP 

LEeo Al 

  

Is PULSE 320 

    
SET FLAG <26 
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15:55:04 TUESDAY, OCT 1F> 

  

IS PULSE       
    

  

    

   

    

  

   

    

   

    

    

      

    

   

        

   

    

  

    

    

   

JUMP IF 
SET FLAG 

sT3a0 IS PULSE >100 

SET FLAGS >30 

BTioo ‘ IS PULSE >110 
JLE 6Tiio 
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BT110 1s 

SET FLA 

sTi4i AL SET FLA 
SDL Eau 
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ROOD PSROPHE OS HSOS OHS ESO OOO OOOD 
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WIDTH B 
Res. SHIFT SEQ WIDE REG 
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MIN REG 
MAN 

SCOUNTs RF 
INEUF 
INBUF 
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— POs 
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UNTER 

out ING FOS POINT 
IS IT STILL INSIDE BUFFER 
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JsT (WIDE 
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WIDE 
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DIBPL CRS) s a1aREPT 
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© MAX VALUE POSITION 

WIDTH F 
WIDTH COUNT+1 

Is = WIDE MEASUREMENT 

Int PO 

Is FFER LENGTH 

RESET POS 

VALUE FOR S16N CHANGE 

Tilt ve 

GET MIN FOS 
WITTH+L 

DEC POS. BACKWARD SEARCH 

  

TEST IBP1 FOR S16N CHAN! 

JUMP EF = 1 1EE VE 

WIDTH+1 

  

SET POS TO BUFLEN 
TEST IBFi FOR CHANGE IN SIGN 

JUMP IF STILL +¥VE 
OF Ars 

IS WIDTH NORMAL 

JUMP IF NORMAL 
T EIT WIDTH=1 

SET SEQ BIT WIDE 

  

BEPER WIDE TEST SECTION HEPPOPSE OO EHO ED SOOO OPO OHED 

PTOGs RD     

    
sTOS 
SCLRUT 

  

TEST TOG FLAG 

TEST CLRT FLAG 

WIDE COUNT REG 1° 
TOTAL 7“? FE re 

IS GRSWE=1 

Inc WIDE COUNT 

ING TOTAL 

3S Ti=BEATS 

  

SET TO5 FLAG 
“* CLRUT *7 

SET 1S CLRWT 
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Mov Rig IRRESAVE 

MOY Ris@OFSETO 

RRERRO EGU & ’ 
> 

Sooo START OF 2 X AYRR SECTION +o+eeeeooooe 
: 

LTse2 SAVERS RD SET Ake 

i R31 , 
JRRSAVEs Ro : WED 

ER: aera JUMP TP _R 
SOC SAVREBS RS SET A z 

‘us 

ooee START OF RR = LONG: SHORT OF NORMAL CTION ¢+eoeo 

a : 

RRLT SLA ROst SHIFT SEQ LONG REG 

SLA Risl er 77 SHORT REG 

CLR 
nov GET AYVRR 
c 
els 
SRA 143 
3s Rios. 

TESTLS MOV GET AVRR 
H AVRR + IER 

      

JUMP IF NOT “IE NORMAL RR>



  

    
JMP 

gT1e0 DIY 
Moly 
JMP 
oc 

soc 
RRLOME 

  

2 
POCO OOOH 
° 
SAVEMP EU 

Mov 
E E 

END 
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SET SHORT BIT=1 
SET SEQ SHORT BIT=1   

  

SET CONG BIT=1 
SET SEQ LONG BIT=1 

PEE UOOSSOOSEOD 

SAVE MFI 
60 TO MONS21 PROGRAMME



MONITOR SEQUENCE SEARCH SECTION 

1, DESCRIPTION 

This program is concerned with testing for 9 

different sequences of R-R intervals and QRS complex 

widths, and placing the result in monitoring word MF2. 

At the end of this program is the updating procedures 

for the parameters DMIN, TOP1 and AVRR, and also the 

procedure for alarming the condition of "no QRS for 

6 seconds". 

2. IDENTIFICATION 

SUBROUTINE NAME MONS2 

PROGRAM MOOULE MONS2P 

GENERAL DATA MODULES G0003D 

GENERAL DATA MODULES co004D 

GENERAL DATA MODULES Gooosp 

PERMANENT DATA MODULES po004D 

Se EL 

PROGRAM MODULE 322 Bytes. 

4. CALLS TO SUBROUTINE 

@MONS21 

@NOQRS 

5. CALLS FROM SUBROUTINE 

PROGRAM MODULE MON TOP 

8 @FINISH 

6. INTERNAL DATA TRANSFER 

6.1. INPUT DATA 

The input data for this program is supplied in 

register RO, Rl and R2 of workspace area MONS1U. 
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2. 

The contents of the registers are :- 

(i) RO = Long R-R interval sequence bits. 

ul (ii) RL Short R-R interval sequence bits. 

Wide QRS complex sequence bits. i (iii) R2 

Data also used by this program, are words MFl, 

DMINC, DMINO, TOP1, RRSAVE and AVRR. 

6.2. QUTPUT DATA 

The output from this program is the Monitoring 

result word MF2, the individual bits of which indicate 

which sequence of R-R intervals and QRS widths have 

been detected. 

TIMING 

This program is executed only when the MONTDP 

program has detected a QRS complex. The combined execution 

time of all the monitoring modules (MONTOP, MONDIP, 

MONS2P) is 3*2mS. 

For more information on software timing see 

Chapters 5 and 7. 

AUTHOR 8. 

B.T.V. WARTON. 
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2. PROG. &.MON? 

  

1P21 

  

21 WEDNES 

  

Ys OCT 18, 19 mr ~N
 

oO
 

TEC MONT TOR SEQUENCE SEARCH SECTION ¢ 
* PROGRAMME MOD IDENT 

TDT 
* TRANSFER 

    
   

      

   

      

   
    

  

   

  

    

          

      

    

      

HEP ep 
* CALLED FROG 

REF 
REE FI 

* LINKED DATA MN 
REF 

REF C4) CEES 
REF 
REF 

PERO SEO DOD OOOO NS PR PEPE PELOEOLEE SEO DE OEOOD 
* THIS NEXT SECTION SETS SEQUENCE FLAG BITS IN MF2 
> Hebe oe 
+ RO = EGQUENCE BIT FLAGS 

: a oa Bee 
+ 
M 
s s 
SOeoooe fF CES 4 ¢S-MS) ot 

coc OCisR1i S-S-S-5— 
JHE AIL1I 
C2C sC2CisR1 TEST NOT SHORT —-N3-N®-NS-NS 
ANE RETHFS 
Coc sCOCisre TEST WORE bi-W-l-hl- 
JHE FOUNDA 
C2C BleCiske TEST NOT Wars —-NhI-MbI-NbI-Nb) 
JHE 
nov 4°30 -NS> FLAG SET IN RS=MNFe 
JMP 

FOUND! MOV SSEh1»RS 4¢3-NS> FLAG SET IN RS=MF2 
JMP  RETMFe 

“ ‘ 
POPP OSH 4CS-NS-ND & 4¢5¢ + —-NS—-N> 
SFAIL1 ai HOR 2-3 —s 5 

c2c TEST NOT SHORT -NSNS-N NS-NSNS 
JHE 
C20 TEST NOT LONG --NL--NL--NL--NL 
JHE ij 
coc TEST WORS W-—W--lW-—WI-— 
eat 
c2c TEST NOT WORS —NbIMiI—MbIN—NuIMbI-MbIN ul 
JHE ° 
Moy SET 4 2 -HS-N> FLAG BIT=1° 
AMP 

FOUNDS mov SET 4¢S-NS-M> FLAG BIT=1 
MP 

° 

PESO SOSH %.      
SFAILe Coc ; 

JHE SFAILS 

 



  

WEDHMESDAYs OCT 1S. 1978. 

T 

  

HOT SHORT -NS—      

     

    

   

      

SET 2-NS=S.FLAG BIT =1 

    

FAILS TEST WARS --U 

TEST NOT 4 HbINtl— 

FLAG BIT=1 

> 

PRSOCCOD 

SFAILS ---     
TEST NOT SHORT -NSNS 

  

TEST NOT LONS —-NLNL 

SET S-NS-N-NL FLAG=1 

SFAILS TEST NOT LONG --NL- 

TES EONS 

SET S-NS=H-L FLAG BIT=1 

> 

POOP OOH 

  

TEST NOT SHORT -NS- 

TEST OCEANS == 

SET SsNS-L FLAG BIT=1 
RETMFe MOY SAVE MF2 

    

    

   

  

     

° 

SOSH OOSD FINDINGS NEL DMIN & TO IF NEEDED 
Nov atip tak? GET MF1 
coc TEST WORSIM MFI 
JEQ 2 HO UP DATE 
NOY SDMINOs ko GET DMIN OLD 
ABS RO Is Ro +¥ 
aL) ae 
JEG PDL 
BL SIMINER OMIM +¥E GO TO ERROR SECTION 

PD. MPY G@EIGHT» Ro DMT ; 0 
DIY STEN RD “ Ro 
mov 

Mov OOMIN 
AES IS DMINC 
JLT 
JEG 
BL DMINC +¥E G0 TO ERROR SECTION 

Phe SLA DMIN CURRENT & 2 
CLR 
DIV TMIN CURRENT 0 
A 4Ell DOMINO 
Nov  



WEDNESDAYs OCT 18; 1978. 

+70 
=D 

LOAD NEW TD 

  

LOAD NEW DMINO 

  

   
* A 

AYRUD MO 
UPDATE % 
SMF Ls RD 

      

   
    

coc WW RR SHORT 
JEG 
coc WAS IT LONG 
JEG 
mov GET AVERAGE RR 
A 
SRA DIV BY 2 TO FIND NEW AVERAGE 
Mov AVE NEW AVERAGE 

NUD MP 
DMINER RT 
. INSERT HERE ERROR SECTION FOR +DMIN’S IF RESIURED 
* 
PEO OHS HO ORS FOR SIX SECONDS SECTION 
NOooRS Mov GET MFL 

soc SET Nia 
Nov RET MFL 

STIM Inc INC DIAS STIM COUNT 
SETO surIAG SET DIAG FLAS 
B SF INISH 60 TO FINISH SECTION 
END 
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DIAGNOSIS PROGRAM 

1. DESCRIPTION 

This program's function is to use the results from 

the Monitoring Task (MFl and MF2), to determine if a 

diagnosis can be made. If a diagnosis is obtained, 

the diagnosis program activates the MCP task so that 

the diagnosis is communicated to the operator dedicated 

processor. 

2. IDENTIFICATION 

SUBROUTINE NAME OIATL 

PROGRAM MODULE OIATIP 

GENERAL DATA MODULE Gooo2D 

GENERAL DATA MOOULE Goo05D 

GENERAL DATA MODULE Gooo6D 

PERMANENT DATA MODULE POOOSD 

Se eolge 

PROGRAM MODULE 220 Bytes. 

4. CALLS TO SUBROUTINE 
  

BLWP @DIATI1 

5. INTERNAL DATA TRANSFERS 
  

Sel. INPUT DATA 
  

The input data to this program is the two words 

MF1l and MF2 which are generated by the monitoring task. 

Se2. OUTPUT: DATA 

The output data from this program is the two words 

OFl and OF2, the individual bits of which indicate 

(if equal to one) which diagnoses have been found. 
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Sede ADDITIONAL DATA CHANGES 

The software flags that may be effected by this 

program are those to activate the MCPTOP Task, i.e. 

flags DISF, CSTIMC and MCP, and also those flags to 

de-activate the diagnosis task, i.e. DSTIMC and DIAG. 

6. TIMING 

The execution time of this program is O*2mS. 

2. AUTHOR ; 

B.T.V. WARTON. 
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TITL 
@ PROSPAMME 

IT 
¢ TRANSE 

FeESSEOSSEOES FOE OG 
DIATI1 DATA 
SDIASM MOy 

mov 

SLR 
CLR 

> 

CCH SOHO 

  

> 
SHPO OED 
LS 

- 

PRT 

cs 
PHPOHOH 
SVT 

SVTNOL 

  

Hroooee 
PRLTSO 
ERAT 

    

2S 

DIAT IMs SDIASN 
IME Lek 
IMPS. R2 
RZ 
R4 

  

CARDIAC ARREST 
SDSRETIs RI 
1s 

DOARST ORL 

  

ESTS9RS 
SDTIASOP 

LOST SIGNAL 
PILS1sR1 
PRT 
PLSE3»R4 
3 

SDIASOP 

   

PERGTSOsRL 
PRLTSO 

ER VENTRICUL 
TAIsR1 

YTNOL 
SUSYTANs RA 
   
    

  

B 
3 T2:R3 
EEB 

BSADYCASDIA 

B 

SUBRATI RA 
IDIOVT 
POERSDIOs eS 
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EF Stee vreooooetereoo 

SET MF1 
SET NFS 
DF. 
_DF2 

TEST FOR TRUE CONDITIONS 

CONDITIONS 

BIT IN DF1L 

TEST FOR TRUE CONDITIONS 

SET LS DIAS BIT IN DFe 
HALT MONITORING 
60 TO DIAG O-P SECTION 

I$ PR > 60 

AR TACH 
TEST FOR TRUE CONDITIONS 

TEST FOR FALSE CONDITIONS 

SET SVT DIAG BIT IN DF1 

TEST FOR TRUE COND 

TEST FOR FALSE COND 

SET $ 

  

DIAG BIT IN DF1 

TEST FOR TRUE COND 

TEST FOR FALSE COND



  

POEEOSD 
Ip1ovT coc 

JSE 
C20 

   

   

   

  

   
   

   

     
  

PEEEOHD 
TiAsor Mov 

EXITA 

IDIOVENTRICULAR 

* 
POSEOOD 
AST 

soc 
e 
POESEDS 
ESCBT coc 

JNE 
c2e 
JE 
soc 

° 
SHOR ISD BUNDLE 

EEE coc PREEEIsR1 
JHE F 
C2zc 
JHE 
soc 

S072 

CLR dDIAS 

EXIT RTP 
END 
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£ COND 

BIT, 1N DEL    cOND 

TEST FOR FALSE COND 

  

YT. DIAS BIT IN DF1 

JEST FOR TRUE COND 

EST FOR FAI 

  

COND 

SET ESCET DIAG BIT IN DFL 

NCH BLOCK 
TEST FOR TRUE COND 

TEST FOR FRLSE COND 

SET BEB DISS BIT IN DFL 

HAS LAST REQUEST BEEN DONE 

JUMe IF NO 

  

   

  

   

DFe2 
DIAG <> 0 

MP TIF NO DIAGNOSIS 
T NCP DIAS FLAGS 

TIM MEP 
STIM MCP 

Dec DIAS STIM 

  

ELR 
RET 

 



INPUT DATA PROCESSOR TASK (PATIENT) 
  

1. DESCRIPTION 

The function of this program is to receive the 

instructions and data that are transmitted by the Output 

task of the operator dedicated processor. During this 

communication the input program must transmit to the 

operator processor, replies such as Acknowledge (ACK), 

Negative Acknowledge (NAK) and Enquiry (ENQ) as and when 

required by the interprocessor communication protocol. 

This task also uses the UART interval timer to 

detect abnormal delays in the normal communication protocol. 

2. IDENTIFICATION 

SUBROUTINE NAME IPPTO 

PROGRAM MODULE IPPTOP 

GENERAL DATA MODULE GO016D 

GENERAL DATA MODULE GOO18D 

3s JSEZE 

PROGRAM MODULE 176 Bytes. 

4. CALLS TO SUBROUTINE 

BLWP @IPPTOL 

BL @IPPTO2 

BL @IPPTO3 

5. CALLS FROM SUBROUTINE 

SUBROUTINE NAME PPUTHP 

B @PPUIH3 

6. INTERNAL DATA TRANSFER 

6.1. OUTPUT 

The data received by this program is placed in a 
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file called IPFILE. 

6.2. ADDITIONAL DATA CHANGES 

The softward flags effected by this program are those 

to activate the MCP task i.e. CSTIMC, MCPIP and MCP flags. 

7. EXTERNAL DATA TRANSFERS 

PERIPHERAL TMS 9902 UART 

Tel. INPUT 

INTERRUPT LEVEL 4 

CRU BASE >1aA80 

CRU BIT FUNCTIONS AS SPECIFIED IN THE 

TMS 9902 DATA SHEETS. 

7e2- OUTPUT 

CRU BASE >1A80 

CRU BIT FUNCTIONS AS SPECIFIED IN THE 

TMS 9902 DATA SHEETS. 

8. TIMING 

The timing of this program is dependent on the 

data rate. 

9. AUTHOR 

8.T.V. WARTON. 

- 204 -



  

Pe LEP GPa) 

  

EET re 
* PROGRAMME mon 

IT Jen 
* TRANSFER 

WT DATA PF 
IDENT 

     

   

   

4250 WEDNESDAY» 

  

PRO! 
     

OF ENTRIES 

OCT 18, 19 
   

R TREK (PATIENT? * 

DEF IFPT OSs IFPTOR * CALLED PR MODULES 
REF PPLUTI 

* LINKED BATA Mo    PE    

      

e    PPTHAW 

$oeoeoeroe PROG 

IFPTO1 DATA IPPTObls START 
START LI Ris IPFILE 

25 

      

Moy (EB RSs oR 
LE E433 i 
BL SIPPTO 
SETO RS 
EL SINPUT 
AB eRiskS 
ING RS 
JHE  OPMAE 
ae R453 
BL SIPPTO 
MOVE eR1+skS 
JLT NEGINS 

   

  

+ 

EOTOK INc 
SETO 
SETO @McPie 
EQU 
LPI PPTHAW 
SEZ SB 
B SPPUIHS 

  

> 

OPNAK LI F4s> 1500 
EL SIPPT OG 
JnP EXD) 

NEGINS ul F3.50 

NERTL 
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IFPT ills IPFILEs NOP sMCPIPsCSTIMC 

AM MN E tso¢eseoee 

LOAD FILE ADDRESS 
TIMELP. 
ABANDON IvP 
6O I-P CHAR 
PUT IT IN I7P FILE 
ENG 
oO 

GO IvP AR 
+THIE INST 
O IF INST OK 

  

+1 SHOULD= 

ACK 
GO OP ACK & WAIT 
IZ INST +¥E 

STIM MCP TASK 
STIM MCP 
SET MCP FLAG 

GET WP 
RESET IvP TASK CRU INDICATOR BIT 
SOTO PRUIHP ENTRY FROM IPPTOP 

  

EXIT PROGRAM 
COUNT FOR 50 BYTES OF DATA 
Ecc 
GET CHAR 
RESET UART 
BCC SUM 

— DATA 
DEC BYTE COUNT 

  

OP ENG & WAIT 
ALL DATA BEEN RECEIVED 

 



  

      

   

    

SCRe. PROG. =. IPPT OP 

BL SIPPTO3 
JHP  EOTOK 

* 
POPE OO LeAS eee Ty 

INPUT 20 

> 
eeeeooe OU TP UT 

IPPT Oe See 1S 
SEBO 16 
LICR R433 
SBZ 16 
RT 

+ 
SEER. SE gl hat 
SETIME SEBO 13 

LI RS;3FA00 
LICR RS 
SEO 20 

“RT 
° 
eeoeeeo0 DUTPUT CHAR 

IPPTOS MOV f&11:R10 
BL IPPTOe 
EL YSETIME 

RCVLP TB et 
AHE RCVLP 
SB2 20 
E eR10 
END 

& 

  

c HAR 

ER 

04:50 WEDNESDAYs ocT 12; 

  

OP ACK: 

  

WAIT 

TIMER INT. OFF 
STORE AR 
SESET UART 

    

RESET RBRL 
TRANSMITTER ON 
LOAD WART 
TRAM OFF 

  

ENABLE TIMER COUNT IN UART 
16 MS 
LOAD UART COUNT 
ENABLE TIMER INT 

WAIT FOR ECHO 
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VE RET 
O”P CHAR 
SET TIMER 

   

  

6o0 
RERL 
JUMP IF CHAR NOT RECEIVED 
TURH OFF TIMER INTs CHAR RECEIVED 
RETURN



OUTPUT DATA PROCESSOR TASK (PATIENT) 
  

1. DESCRIPTION 

The function of this program is to transmit 

instructions and data to the input task of the operator 

dedicated preeeeccree The information to be transmitted 

is supplied to this program.by the MCP task. During 

the communication this output task must receive the 

replies transmitted from the operator processor, 

informing this task of normal (ACK) or abnormal (NAK) 

communication, or requesting the next character (ENQ). 

This task also uses the UART interval timer to 

detect abnormal delays in the normal communication 

protocol. 

2. IDENTIFICATION 

SUBROUTINE NAME OPPTO 

PROGRAM MODULE OPPTOP 

GENERAL DATA MODULES GO016D 

GENERAL DATA MODULES G0018D 

Gel SOLE 

PROGRAM MODULE DSO" TOYTESs. 

4. CALLS TO SUBROUTINE 

BLUP @OPPTO1 

S. CALLS FROM SUBROUTINE 

SUBROUTINE NAME PPUIHP 

8 @PPUIH4 

8 @PPUIHS 

SUBROUTINE NAME IPPTOP 

BL @IPPTO2 

BL @IPPTO3 
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6. INTERNAL DATA TRANSFER 

6.1. INPUT 

The input data for this task is found at the address 

placed in word OPDATA. This allows PROM resident 

messages to be sent. If however data is to be transferred, 

the instruction and data are placed in the file called 

OPFILE. 

6.2. ADDITIONAL DATA CHANGES 

The only software flag effected by this task is the 

output task active flag (OPTASK), which is reset when 

the task is completed. 

7. EXTERNAL DATA TRANSFERS 

PERIPHERAL TS 9902 UART 

Tele SINPUT 

INTERRUPT LEVEL 4 

CRU BASE >1A80 

CRU BIT ASSIGNMENT AS SPECIFIED IN 

THE TMS 9902 DATA SHEETS. 

TAO AGUTRUT 

CRU BASE >1A80 

CRU BIT ASSIGNMENT AS SPECIFIED IN 

THE TMS 9902 DATA SHEETS. 

8. TIMING 

The timing of this program is dependent on the 

data rate. 

9. AUTHOR 

B.T.V. WARTON. 
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SCR@.PROG.3.OPPT OP 13:11:13 WEDNESDAY: 

    

OCT 13, 1978. 

TR 

  

PATIENT? ” TITL “OUTPUT DATA PROC 
* PROGRAMME MODULE IDENT «PROG? 

IDT “OPPTOR’ 
* TRANSFER VECTORS OR ENTRIES 

EF OPPTOL . 
* CALLED PROGRAM ‘MODULES 

REF PPUIHFs IPPTOP . 
REF PPUIHd:PPUIHSs IPPTO2s IPPTO3 

* LINKED DATA MODULES 
REF OPPT OW, OPDATAs OPTASK 
REF PPTHAW 
RORG 
PSEG 

ooooooeoos PROG PAM M E t+oeeoeooooroo 

OPPTO1 DATA 

        

START TE 25 
JEG EBADGO 
MOY SOPDATA:R1 
MOVE #RitsR4 
EL SIPPTOZ 
INY R4 
EL DIPPTOZ 
STCR R5:3 
SBZ 13 
cI R5:>0600 
JHE TRiNAK 
Inv R4 
JLT NEGINS 

OPEOT LI R4.>04900 
BL vIPPTO2 
LUIPI PPTHAb 
Spe 7e 
EB aPPUIH4 

TRYMAK CI R5.>1500 
JNE TOUT 

BADGO EGU 8 
LUIPT PPTHAW 
Sp2 OE 
B aPPUIHS 

TOUT BL SETIME 
CLR 9OPTASK 
RTP 

SETIME SBD 13 
Cr RS.>FA00 
LDCR R513 
SEO 20 
RT 

NEGINS LI R550 
CLR R38 

NEXT MOVE #R1+sR4 
AB R4sR3 
DEC R? 
BL DIPPTOS 
MOY RR? 
JNE NEXT 
MOVE RSsR4 
EL SIPPTO3 
STCR R 
cI R5.>0600 
JEG OPEOT 

JMP  TRINAK 
END 

OPPT Ouls START 
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TIMELR: 

GET 
GET 
o-P 
INY 
ovP 
GET 

OP TEXT ADDRESS 
INST 
INET & 
INST - 
INY INS SET TIMER & 
ine 

SET TIMER &% WAIT 

WAIT 

Is IT ACK 

1S INST POS 

EOT 
60 O-P CHAR 
T 
T 
GOTO PPUIHP ENTRY FROM OPPTOP 

NAK 

T 
T 

SOTO PPUIHP FROM UNSLUCCESFUL OPPTOP 

COUNT=50 
Bcc 
GET 
BCC 

DATA 

  

TEST COUNT 

GET BCC 

GET IvP 
ACK



MICROPROCESSOR COMMUNICATION PACKAGE 

1. DESCRIPTION 

This program's function is to generate or interpret 

the communication instructions and data which are passed 

between the patient and operator dedicated processors. 

The generation of instructions and data by this program 

is due to either a request from the Monitoring or 

Diagnosis tasks, or by a request for data from the operator 

processor. The instructions sent by the operator processor 

are interpreted by this program and the requested action 

performed. 

2. IDENTIFICATION 

SUBROUTINE NAME MCPTO 

PROGRAM MODULE mMcPTOP 

GENERAL DATA MODULES Goo04D 

GENERAL DATA MODULES GooosD 

GENERAL DATA MODULES G0017D 

GENERAL DATA MODULES GOO018D 

PERMANENT DATA MODULES POO09D 

Sel BSEZE 

PROGRAM MODULE 304 Bytes. 

4. CALLS TO SUBROUTINE 

BLUP @mMcPTol 

5. CALLS FROM SUBROUTINE 

SUBROUTINE NAME PPUTHP 

B @PPUIH2 

6. INTERNAL DATA TRANSFER 

6.1. INPUT 

The input data to this program are the request 
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MONSF, DISF and MCPIP 

and the data found at locations, 

MOTEXT, IPFILE, DFl, DF2, MFL, MF2, and AVRR. 

6-2. OUTPUT 

The output from this program is used by the output 

task and is in the form of an address placed in location 

OPDATA, and instructions and data placed in the output 

file (OPFILE). 

6.3. ADDITIONAL DATA CHANGES 

As a result of instructions received by this program 

the following flags and data locations may be set or 

reset accordingly :- 

MONSF, DISF, CSTIMC, MCP, SU, SU2, SUS, 

Tl, 12, T3, Wl, W2, MONSLW, OFGO, SDELAY. 

7. TIMING 

The execution time of this program is dependent 

on the complexity of the operation it has been requested 

to perform, and also the number of times it is 

interrupted by higher priority tasks. 

8. AUTHOR 

B.T.V. WARTON. 
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    2. PROS 

  

»NCPT OR “12 S4 WEDNESDAYs OCT 18s 19        

  re meted 
+ PROGRAMME MOD 

IDT 2 
TRANSFER 

DEF 
CALLED PR 

REF 
REF 

+ LINKED DATA 
REpe 
REF 
REF 
REF 
REF 
REF DF1isDFe 
REF PSsPSDsMF1sMFe 
RORG 
PSEG 

eoeooores PROGRAM M E #eoerooooe 

MCPTO1 DATA MCPT Gls START 

PROC 
IDENT 

0     

    

      

   

    

    

COMMUNICATION PACKAGE’ Re 
Pp    

* OF ENTRIES 

* MODULES 

SD,Poo0sD 

   

        

  

    

START AEBS @MCPIP IS IT I7P FROM UP 

SEE MEME OT, 

ABS SMONSF IS IT MONI MCP REQUEST 

jLT MIM 2 
MOY sDISF:R? IS IT DIAG MCP REQUEST 

Jet DIM 

B SOUT JUMP OUT 

o 
eeoeee MONITOR TA £ O-P REQUEST 

MIM OTEXTs Re GET MON O-P ADDRESS 

STINOP 

* 

eeoesoe DIAGNOSIS TASK MESSAGE OP REQUEST 

DIN Ee Rls OPFILE GET OPFILE ADDRESS 

TOCLR CLR #R1i+ CLEAR OPFILE 

cl Ris MCrT ou 

JHE DOCLR 

LI Ri; DPFILE GET OFFILE ADDRESS 

MOY SDIAGM: eR1i+ SAVE DIAG MESSAGE IN OPFILE 

MOY SF is ¢R1+ SAVE DF1 IN OPFILE 

MDY | SDFEs¢rhit+ SAVE DFEeIN ORFICE 

LI Res OPFILE GET OFFILE ADDRESS 

AES SDISF RESET DIAG MESSAGE REQUEST 

JMP  STIMOP 
*. ‘i 

eeoeee INTER FROCESSOR M AGE REQUEST FROM I“P TASK 

MIMPUT R4s IPFILE GET ADL OF Sir erie. 

      BEM, oR IS IT START MON INST 
pOoOsM : 
DEMs oR IS IT END MON INST 
TOEM 
SPR» eR4 IS IT PULSE RATE INST 

  

IS IT CONTINUE MON INST 

  

    

JED 
CE 18 IT PATIENT STATUSE REGUEST 

JEG 

* ERROR IN 5 
ee Reshhe GET ERROR M 5E ADDRE 

= 212 -



»MCPT OP 

  

17254 WEIN 

  

OCT 18s 1978. 

  

+ooeee ACTIV 
STIMOF MO‘ 

JHE 

IVE 
IVE 

T ACTIVE #ooeeoeee 
7 { OP DATA ADDRE 

> MCP STIM COUNT 

    

   

ATION OF OvP TASK IF NO 
A = O-P 

   

    

    

     

    
  

        

   

  

OuT 

ET MCP TASK ACTIVE FLAG 
EXIT TO UART INT HANDLER TO O-P 20H 
* 

POOROCOH 

LOsM 

FLAG 

WIDE TOTAL 1 
WIDE TOTAL 2 

REGS 
CLEAR MON REGS 
CLEAR MON REGS 

SDFGO SET FLAt STIMS MON TASK 
ResMMe MONITORING MES 
STIMOP 

SMON 22s MMS GET ALREADY MON MESSAGE 
STINOP 

> 

eeoeee END OF MONITORING © 
DOEM MOY SDFGOsk? 

  

EM MONITORING 

    

JLT ENNO IF NO 
SETO 9DF60 SET DFGO £0 IPDHTP DOSE NOT STIM MONI 

LED Re:MM1 END MONITORING MESSAGE 
JMP STIMOP 

EMNO Lt Res MMe SET NOT MONITORING MESSAGE 
IMP STIMOP 

> 

#eeeeo PULSE RATE DATA TRA 

DOPR EE 
   

= ITOH SECTION 
OPFILE GET OFFILE ADDRESS 

MDY GPRM: ¢R3+ LOAD PR-THST.1N- PILE 
Moy eRS+ LOAN AVERAGE RR DATA IN FILE 
ar ORPICE GET OPFILE ADDR 
SAP Sina: 

  

  

      
* 

oeoeoo> TIO CONTINUE MONITORING IN 
DOCM Mov 

JLT 

CTION 
EM MONITORING 

JUNP IF NO 
RESET DFGO FLAG 30 IPDHTP STIMS MONI 

MOMT ENOW TO CONT MONT 

    

      

      

  

     

  

CMNO SET NOT MONITORING 

* 

eeeeee PATIENT STATUS DATA ION SECTION 
TOFS LI 3, OFF ILE 
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SCR2. PROG. = 

nov 
MDY 
mov 
mov 
nov 
nov 
Py 
AMP 
END 

    

SDF Ls oR 3+ 
DPS, oRS+ 
SMF 1s ¢R3+ 
SIMFEs +R 3+ 
Re, OPFILE 
STIMOP 

LOAD 
LOAD 
LDAD 
LOAD 
LOAD 
LOAD 
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4 WEDNESDAY s ocT 13 

OPFILE WITH 
OPFILE WITH 
OPFILE bIITH 
OPFILE WITH 

OPFILE 
GET OPFILE ADDRESS 

  

WITH 

1378. 

PATIENT STATUS INST 
AVER: 
DF. 
DFE 
MF 1 
MF 

  

SE RR



PERMANENT DATA MODULE POOO1D 

1. DESCRIPTION 

This data module contains the digital filter 

coefficients used in the signal conditioning program 

(IPDHTP). 

2. IDENTIFICATION 

PERMANENT DATA MODULE PO001D 

3. SIZE 

20 -BYTESs 

4. AUTHOR 

B.T.V. WARTON. 
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Sete 

@ PERMANENT 
IDT 
EVEN 
DEF 
DEF 
RORG 
PSEG 

LEVEL DATA 
KHP DATA 
AL DATA 

= DATA 
KALP DATA 
KeLP. DATA 
Cc DATA 
EDC DATA 
ALDe DATA 
Aenc DATA 

END 

“PERMANENT DATA MODULE PoooiDé 
DATA MODULE IDENTIFIER 
“PoggiDe 

  

LEVEL: EHP AlsA@sKILPsKeLPsC   

   RIGS ALDCs AeDC 

>1A NOIZE THRESHOLD 
>O4FC &0 HZ HP FILTER 
>2A7F Pe 
>153F e 
>o124 25 HZ LP FILTER 
>FES? te 
pil ik 
> OF DE DC FILTER 
> ond ee te -ooe4 
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PERMANENT DATA MODULE POO02D 

1. DESCRIPTION 

This data module contains the data specifying 

the length of the input ECG and difference buffers etc., 

used by the Monitoring Task. 

2. IDENTIFICATION 

PERMANENT DATA MODULE P0002D0 

De. JOIZE 

12 BYTES. 

4. AUTHOR 

8.T.V. WARTON. 
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TITL “PERMANENT DATA MODULE PoOooeD” 
* PERMANENT DATA MODULE IDENTIFIER 

1DT “<Poo02n” 
EVEN 
Er 

      

  BUFLENs DBUPLs MINLs RRCSEs TEN: SIX 

BUFLEN 
DBUFL 

BUFFER LENGTH 
DIFF BUFF LENGTH 
MIN LIMIT 33 
oe AMPLES DELAY 
CONSTANT 
CONSTANT 
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PERMANENT DATA MODULE PO003D 

1. _OESCRIPTION 

This data module contains the information used 

by the Monitoring Task, such as pulse rate comparison 

words and normal QRS width limit etc. 

2. IDENTIFICATION 

PERMANENT DATA MODULE Poo03D 

See oe 

46 Bytes. 

4. AUTHOR 

B.T.V. WARTON. 
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“PERMANENT DATA MODULE PooosD~ 
MODULE IDENTIFIER 

  

   

                  

   

M110. BPM1 00s BPM30 
40. BPM2O 

Bs COUNT: ORSHID 
HUNDs THELVE s FIVE 

PTs ORSNT 

          

        

BPM140 INT = 140 BPM 

EPM1e0 INT = 120 BPM 

BPM110 INT = 110 EPM 

EPMiOo 0 INT = 100 BPM 

BPNoO 166 INT = 30 BPM 

37 RR INT = BPM 

BEMS 0 f 25a PR INT = 60 BPM 

BPMS0 F 375 RR INT = 40 BPM 

EPMeO 750 RR INT = 20 BPM 

AVRRE Pooo RE<ExAVRR BIT 

RELB RR LONG BIT 
RR SHORT BIT 
SEQUENCE BIT 

20 

es HORMAL WIDTH 

DATA >2o00 WIDE BIT 

DATA 200 EATS COUNT 

DATA 100 CONST 

DATA 12 CONST 

DATA 5 COHST 

DATA 82 PERCENT 

LATR >4000 Ls a 

BYTE S QRS +VE THRES' 

Be = S ARS —-VE THRE: 

END 
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PERMANENT DATA MODULE PO0O04D 

1. DESCRIPTION 

This data module contains the comparison words 

used by the Monitoring Task, to detect various sequences 

of R-R interval and QRS complex width. 

2. IDENTIFICATION 

PERMANENT DATA MODULE Pooo04D 

Se SIZE 

SO BYTES. 

4. AUTHOR 

B.T.V. WARTON. 
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TITL “PERMANENT DATA MODULE Poon4D’ 
* PERMANENT 

DDT 
EVEN 
DEF 
DEF 
DEF 
DEF 
DEF 
RORG 
PSEG 
DATA > 
DATA : 
DATA 
DATA 30 
DATA 
DATA 3 
DATA 
DATA 
DATA 
DATA >: 
DATA >= S-NS-N=L 
DATA >t ie 
DATA 34 
DATA >1 
DATA >e 
DATA >4 
LATA >S 
DATA >10 
DATA >e 
DATA 
DATA 
DATA 

> TATA 
DATA 
DATA ¢ 
END 

   

  

4CS-NS) & 405 Co -NSD 
ee 

4CS-NS-HD & 45 C9 -NS-ND 

-HS-$ 
. a

)
 

S-NS-N-NL 
oe 

4 

oe 

  

V
b
R
A
B
R
W
     

   N
S
Z
H
h
w
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PERMANENT DATA MODULE POOOSD 

Ve 2 OESER DELEON 

This data module contains the comparison words 

used by the diagnosis Task, to diagnose the different 

kinds of ECG arrhythmias. Also included in this module 

are the words used when setting the different diagnosis 

bits in DFl and DF2. 

2. IDENTIFICATION 

PERMANENT DATA MODULE PooosDd 

Sie SEZE 

52 Bytes. 

4. AUTHOR 

B.T.V. WARTON. 
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TITL “PERMANENT UATA MODULE Pooosp- * PERMANENT DATA MODULE IDENTIFIER 
InT ft 
EVEN 
DEF 
DEF 
DEF 
DEF 
DEF 
DEF 
RORG 
PSEG 

svTe2 DATA 
BEES DATA 3 
ERAS DATA 
IDIOVS DATA 
RRSTS TATA 
AeyvT? DATA 

3 DATA 30 
DATA -on4o 

   

  

‘BE1s DBERO 

         DIAG 
DATA > O0FF SVT DIAS TEST 
TATA 4000 S¥T DIAS TEST 
DATA = 00FE 3 UIAG TEST     

   

    

DATA > oood 5 TEST 
DATA 20400 B TEST 
DATA >o TEST 
DATA }oo0cn TES 

DERADO DATA >On TEST 
IDIO WAS TEST . 
IDIO DIAG TEST 

TIDIO’ DATA >0O 
DinTo9 DATA 30    DATA 2020 Ai DIAG TEST 

TATA >O01F A DIAS TEST 
DATA >o4do0 A: DIAS TEST 

A DATA > O1F DIAG TEST 

           
DATA = DIAG TEST 
DATA EB: _HIAS TEST 
TATA > Ei DIAG TEST PRBTEO DATA >on PR > TEST 

  

END 
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PERMANENT DATA MODULE Pooo9D 

J. SDESERIP TION 

This data module contains the list of allowed 

instructions which can be received by the patient 

monitoring processor; and also the list of allowed 

messages which can be sent to the operator dedicated 

processor (MM1 TO mM6). 

2. IDENTIFICATION 

PERMANENT DATA MODULE POOO9D 

Seo Ze 

24 BYTES. 

4. AUTHOR 

B.T.V. WARTON. 
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TITL “PERMANENT DATA MODULE Pooosp- 
* PERMANENT DATA MODULE IDENTIFIER 

ir PeoousD” 
EVEN 
DEF MSUOVEsMFAILsPRMsPRs = 

MMSs Mitts MMS s MM 
    EMs CMs DIAGN 

SOs SIKTY     

  

   

PRM DATA > PR DATA MESSAGE 

  

   

DIAGM DATA SABO DIAG 7%" 
ATA 33100 PATIENT STATUS DATA 

>22 START UP OVER 
224 MONITOR FAIL 
250 SEND PR 
250 START MON 
253 END MON 
235 CONTINUE MON 
256 SEND PATIENT STATUS 
22? END OF MONITORING 
>2R ERROR MESEAGE 
rel MONITORING 
228 CONT MON 
22D ALREADY MOM 
2@E NOT MON 

e250 2 AMPLES IN 1. SECOND 
60 6 C 1 MIN 
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SPECIFIC DATA MODULE IPDHTD 

1. OESCRIPTION 

This data module contains the workspace areas 

used for the different digital filters in program module 

IPDHTP, plus the locations where the output from the 

high and low pass filters are saved, as well as the 

output from the filtering network. 

Also included in this module is the delay buffer 

present in the filtering network. It should be noted 

that this module must be the first in RAM as it contains 

the label RAM used by the initidisation program. 

2. IDENTIFICATION 

SPECIFIC DATA MODULE IPDHTD 

Dione OEE 

CLASS TWO 132° BYTES. 

CLASS THREE 61 BYTES. 

4. AUTHOR 

B8.T.V. WARTON. 
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TITL “INPUT DATA HANDLER 
+ SPECIFIC DATA MODULE IDENTIFIER 

TOT 7 1PDHTD* 
EVEN 

* CLASS Two 
DEF RAMs RAM2 
DEF  ITPDHTbs AHP s WALPs WADC» HPOP:LPOP 

  

ECIFIC DATA MODULE? 

       
        

RORG 
PSEG 

RAM EQu & START OF RAM 
RANE Ete SECOND WORD IN RAM 

IPDHTW 32 IPDHT ll PACE A 

WAHP 32 HIGH F ie & AREA 

WALP 32 Low & AREA 

WATS 32 Ie A 

HPOP e HIGH PF 
LFOP ne LOW PA 
° 

CLASS THREE 
DEF VALUE: BUFFERs BUFEND 

  

   BLIEFER BE DELAY BUFFER IN IPDHTP 
BUFEND BSS 2 END OF THIS BUFFER 
VALUE BSS 1 O-P FROM FILTER NETWORK 

END 
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SPECIFIC DATA MODULE MONTOO 

1. DESCRIPTION 

This data module contains the workspace area used 

by the monitoring task MONTDP. 

, 

2. IDENTIFICATION 

SPECIFIC DATA MODULE MON TDD 

Se clee, 

CLASS TwO B25 BYTES). 

4. AUTHOR 

B.T.V. WARTON. 
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TITL “MONITOR SPECIFIC DATA MODULE’ 
ECIFIC DATA MODULE IDENTIFIER 

IDT “MONT 
EVEN 

= TWO 
DEF MOTD: MOMWRS 

    

ae MONITOR WORKSPACE AREA 
MONTDU+6 
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GENERAL DATA MODULE  GO0O16D 

1. DESCRIPTION 

This data module contains the task handler 

workspace area, in which RS is the task active number 

store. Also present in this module are the storage 

locations for the return vectors of suspended tasks; 

task active flags and counters, storage of time counters 

and the workspace area used by the PPUIHP program module. 

2. IDENTIFICATION 

GENERAL DATA MODULE GO016D 

Sos 5 Vee 

CLASS TWO M22 BYTES. 

4. AUTHOR 

B.T.V. WARTON. 
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TITL “GENERAL ATA MODULE so * GENERAL DATA MODULE IDENTIFIER INT “sooisn- 
EVEN 

+ Two 
DEF PPTHAlls ME TMP s DR THE» TERT 

  

   

  

DEF MWFRETsp if 
DEF OSTRETs Ip DEF ET 
DEF 

’ 
DEF COSTING: MGR ted sACTNOS MS DEF PPUITHb 
RORG 
PSES 

PPTHAI R 
ACTHO PTHAU+ 1 0 
MEETUP 

   

DET 

ALDE 
ADDR 
MONITO 
MONITOR 
MONITOR 
D1AGsNo 
DIASNO 
DIAGHO 
IvP TA 
IvP TA 
IvP. 
O+P 
O-P 
O-P 

NEP: 
IPDHTP 
MONITOR T. 
DIAGM 

  

fo
ro
 

ro
 

ro
 

re
 

re
 

re
 

re
 

ra.
 

(3
 

To
 

To
 

re
 

ro
 

re
 

re
 

ro
 

ra
 
M
M
O
H
 

m 
m
a
a
 

    

2 

5 

ee 
iS 

cou MINUTE e 
cou HOUR 2 

PPUITHM 32 
END 
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   TIMCs IPTAS 

   

AL 

IM COUNT 

n16D7 

WPs OP RTP s MCR TIP 
PET s : TRET 
RET» IPCRET; IS =TRET 

    

= TASK OPT, 
ECs SEC» MINUTE 

    
START POINT 

       
    

          

   

          

    
   

    

    

  

FETURNS 
RETURNS 

NOT ACTIVE 
1=TASK ACTIVE 

  

IVE FLAG 
IVE FLAG 

    

INTER 
INTER   



GENERAL DATA MOOULE GOO170 

1. DESCRIPTION 

This data module contains software flags which 

are to be initialised to +1 or -1 by the initialisation 

program (PPINIP) at system start up time. 

2. IDENTIFICATION 

GENERAL DATA MODULE G0017D 

3e SIZE 

CLASS TWO $6. (BYTES. 

4. AUTHOR 

B.T.V. WARTON. 
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TITL “GENERAL DATA MODULE Goo1r7n- 
* GENERAL DATA MODULE IDENTIFIER 

PDs ao O0PAD ? 
EVEN 

  

S Two 

DEF MONINT: DIA 
DEF 
DEF 
DEF 
Ee 
DEF 

  

   

  

     

SETONE 
MOMINT 
DIAINT 
TRINE 
OP INT 
MOPINT     

fo
 

fo
 

fo
 

Te
 

fo
 

fo
 

fo
 

fo
 

fo
 
f
o
 

ro
 

SETNEG 
DFGO 

    
   

tA
 

fo
 

To
 

fo
 

fo
 

fo
 

fo
 

mo
 

SETEND 

      

   

NTs IPINT 
SFP1s SU» U2 

  

NTs MCPINTs MCPIP 
TNEG SETEND 

    

THE FOLLOWING FLAGS ARE INITIAL 
MONITO i       
   
   

      

DIAGN FLAG 
IvP Ti UPTED FLAG 
O“P TA WPETED FLAG 
MCP T WPTED FLAG 

MCP DIAGNOSIS REQUEST FLAG 
MCP MONITOR REGUEST FLAS 
MCP IPTA SEQUEST FLAG 
ARTIFACT FLAG ‘ 
+1=CONTINUE MONITORING 

THE FOLLOWING FLAGS ARE INITIALISED TO -! 
-1=5HO MONITORING 

    
RS WIDE & TOTAL FLAG 
END OF INITIALISED FLAG ©    CTION 
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GENERAL DATA MODULE GOO0030 

1. DESCRIPTION 

This data module contains the input buffer, 

which can store 3 seconds of unfiltered ECG signal. 

2. IDENTIFICATION 

GENERAL DATA MODULE cooo3D 

See sO LL 

CLASS THREE 780" BYTES. 

B.T.V. WARTON. 
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TITL “GENERAL DATA MODULE Goooan- 
* GENERAL DATA MODULE IDENTIFIER 

IDT “sog02D- 

      

EVEN 
* CLASS THREE 

DEF  LBUF 
RORG 

IBUF INPUT B 3 SECONDS 
* OF VED ECG SIGNAL 
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GENERAL DATA MODULE Go0004D 

1. DESCRIPTION 

This data module contains, the conditioned signal 

input buffer (18P1), the delayed difference signal 

buffer (D8P1), and the various locations where QRS 

complex detection and measurement parameters are saved. 

2. IDENTIFICATION 

GENERAL DATA MODULE Go004D 

Sen OLE 

CLASS TwO 866 BYTES. 

4. AUTHOR 

B.T.V. WARTON. 
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TITL “GENERAL DATA MODULE Gooosn- 
* GENERAL DATA MODULE IDENTIFIER 

IDT “so0n4n- 
EVEN 
Two 

DEF IEBPIsDEPIs TOPIs NPs RRCs RRSAVE» WORE, AVRR 
DEF POINT 
RORG 

6 

    

    

o
u
 2 IvP BUFF 

o DIFF BUFF 
DIFFERENCE THRESHOLD 
NUMBER OF POINTS BELOW THRESHOLD 

OUNT 
AYE LOCATION 

f= WIDTH 
AVERAGE RR 
ADDRESS POINTER TO @RS 

  

To
ta

 
ro

 
fa

 
fo

 
ro

 
r
o
e
 

md
 

POINT BSS 
END 
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GENERAL DATA MODULE GOO05D 

1. DESCRIPTION 

This data module contains the monitoring result 

words MF1 and MF2, monitor workspace area (MONS1W), 

plus the storage locations of the various parameters 

calculated by the monitoring task. 

2. IDENTIFICATION 

GENERAL DATA MODULE Goooso 

See SLE 

CLASS TWO 62 BYTES. 

4. AUTHOR 

B.T.V. WARTON. 

ees



TITL “GENERAL DATA MODULE Gooosn- 
* GENERAL DATA MODULE IDENTIFIER 

  

IDT “Gon0SD- 
EVEN 

* CLASS Two 
DEF MFisNFesNONs1 
DEF MINPsM 
DEF 

  

MIN MARY 
sTisTésTSsl1s Wes DMINOs DMINC     

  

    

    

G6 

MF 1 < MONITOR FLAG REG 
MFe 2 
Mor 32 MONITOR WORKSPACE AREA 
MINY e MIN VALUE 
MAXY fod MAK << 
MINP 2 MIN POSITION 
MAXP > oe MAS ies 
ah iso ie TOTAL 1 
Te ss 2 ck 
T3 ss 2 a 
Wd ss ic WIDE TOTAL 1 
We = 2 aa pi 2 
DMINO Se: DMIN OLD 
DMINC 2 DMIN CURRENT 
Feros: iat Pe POSITION 
OFSETD 2 OFF SET OLD 
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GENERAL DATA MODULE GO006D 

1. DESCRIPTION 

This data module contains the diagnosis workspace 

area, and diagnosis result words DFl and DF2. 

2. IDENTIFICATION 

GENERAL DATA MODULE Gooo6D 

Sen OL Zt 

CLASS TWO 36 BYTES. 

4. AUTHOR 

B.T.V. WARTON. 
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TITL “GENERAL DATA MODULE GooneD’ 

* GENERAL DATA MODULE IDENTIFIER 

IDT “Go00eD¢ 

  

   

EVEN 
© CE Two 

DEF DIATIiWsDF1,DFe 
RORG 

DIATIM DIASN WORKSPACE ARER 

DF1 DIAGNOS FLAG 

nFe te 
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GENERAL DATA MODULE GOO18D 

1. DESCRIPTION 

This data module contains the workspace areas and 

files used by the Input, Output and MCP tasks. 

It should be noted that this must be the last data 

module in RAM as it contains the end of RAM label RAMEND, 

used by the initialisation program. 

2. IDENTIFICATION 

GENERAL DATA MODULE Goo18D 

Sige ol ee 

CLASS TWO 206 Bytes. 

4. AUTHOR 

B.T.V. WARTON. 
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TITLE 

IDT 
EVEN 

¢ CLASS TWO 
DEF 
DEF 
RORG 
PSEG 

IPPT OW 
TPEILE 
OPP T Olt 
Pr ile 
MCPT Ou 
OPDATA 
MOTERT 
WI 
RANEND     

“GENERAL DATA NODULE Goo1eD> 
* GENERAL DATA MODULE IDENTIFIER 

“6001809 

IPPT Ouls IPFILEs OFPT 
OPDATAs MOTEST » WI 

w
 

fo
 
n
o
m
 

no
 

fo
 

eA
 

ro
 

no
 

fo
 
a 

on
 

  

Ws OPFILEs MOPT Ou) 

  

INPUT TASK WORKSE 
INPUT FILE 
OUTPUT TASK WO 
OUTPUT FILE 
MCP WORKSPACE AREA 
OvP DATA ADDRES 
MONITOR OP ME 

a WIDE 
= SHOULD EE END OF RAM 

        

SE ADDRESS 

    

- 244 -



A a oO ENDIX C 

ALTERNATIVE PATIENT PROCESSOR PROGRAM LISTING 

The programs supplied in this appendix are those 

required to produce the alternative patient processor 

software system. They are indicated by the *'in the following, 

PHASE Os PATIENT OFIGIN = G000 LENSTH = 1824 

MODULE No ORIGIN LENSTH 

PMPTYP 

   

  

1 noog ona 
PPIMIP fe ooao 
PPTHAP Ss oon 
PPCIHP 4 QOEA 
PRLUIHP a o14c 
IPDHTP 6 O1BS 
MONTDP te o1SA 

* e 3 n24eE 
* iS: o15c 
* ooc4 

OoOBO 
oos2 

MCPT OF n130 
Poon noid 

Poon 0E4+4 oooc 
Fr oeSo Onse 
Poous DETE oo1s 

* FooLon NESS OO6A 

IFDHTD OF Oo ooct 
MONTDOD nrFce oo20 
Bo0016e8D QFE OuFA 

105 one4 
Bo00sD 1020 

136E 

*        
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NAME 

Al 

ACTHO 

A T      

      CSNS 

CWPRET 
czc4 
nOTL 

DeT1 
DST. 
DEP 
TF 6oO 
DIATI1 
BMINO 

DSTRET 

FINISH 
HUNT 
IPERET 
IPINT 
IPPT OW 
IWPRET 
KHP 
MAxY 
MCPT OL 
MFe 
MINUTE 

MMS 
MONT 
MONS41 

MONS 

MSEC 
MMPRET 

    

OPP TI 
DSTRET 
PEEAT 
POINT 

PPTHAL 

PPUIH2 
PR 
PTACH 
ORSME 

PAMENT 

    

  

    

            

    

  

    

    

      

  

    

   

  

   

      

   

   

    

   

   

  
  

   

  

    

   

       
     

     

  

   

  

ALTERNATIVE PATIENT PROCESSOR PROGRAM LABELS 

D Gib tee te PsOen Ss 

VALUE NO NAME VALUE NO NAME VALUE NO 

ALDC 1 14 
ALARM. 18 13 

t a4 16 
16 6 
16 
16 
19 

1 22 
13 18 
1 1 COUNT 

1: 1 Inc 
a1 13 
18 18 
15 13 D1T1 
13 18 Let3 
18 18 maT 
24 1S Fi 
ee 3 DIASM 
10 26 DISF 
25 et DRTWP 

1000 21 21 EIGHT 
o732 7 16 HOURS 
Ceres is: 24 TEUF 
VOLO ~ 21 IPDHT1 & IPDHTU 

IPPTOL 11 IPFT Oe 
ee IPRTMP 21 IPTASK 
21 KILP 14 KeLP 
14 LEVEL 14 LPOP 
25 cP 21 MCP INT 
13 CPT Ou e MCRTUP =1 
2s MFAIL 18 15 
1 MINY es ye 
17 Mis i? 17 
2 MON INT 22 & 
o MONSE ee 0 7 
= MOTEXT ar 1004 21 

et MEETING et 10056 @ 
10n2 21 iS NP 1acd 24 
BEC a1) 12 OFSETE © 1406 25 

cal er OPFILE a7 
12 OPPT OW or OFR TP e 
cy ey 
15, 16 | 6 
24 PRCIH1 4 FPCIHE 
3 FPTHAN ey PPUIHL 
7 PPULH4 S PRUTHS 
1 PRM 1? es 7 
1 PUART 5 GRENT 6 
1 WID 16 RAM 9 
= AVR 3 PREEND 6 
é is RPLE 6 
2 16 2 
1s 12 
1 13 
1 SE 1 
ei SETNHEG 22 
1 SUATY 17 

re 2 
o 16 

12 WiHP 
. 16 Wakes 4 

  

   
  

    
NAME 

ASDC 
AETIF 

*kERTS 
oEPMI40 

q 

DMINC 

DSTINeG 
en 
HPOP 
1DH 
IPP ice 
IPPTOS 

ISTRET 
KDC 
MAXP 
MOPIP 
MFI 
MINP 
MMe 
MMe 
MONS 1M 

MONTDW 
METWP 

MSUOVE 
iFERAD 

OFAC 
OP INT 

OPTASK 
PAUSE 

PERFLA 
PPINIL 
PRUTHE 
PRUTHMW 

TEN 
wa 
WALP 

    VALUE 

Hen 
EDS 
GEED 
1730 
105€ 
1703 

  

1020 
1776 
NCES 
1012 
GESE 
15FA 
1060 
1600 
1é6FS 
QESC 
DESO 
1604 

    

    

          

    

    

  

    

ro
ca
 a
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W
e
 

M
e
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e
e
 

e
e
 

u
e
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e
e
 
e
e
 

fo
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 o
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oo
 

fo 
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MONITOR SEARCH SECTION SYSTEM 2 

1. DESCRIPTION 

This program module is an alternative program 

to program module MONS1P. The differences between these 

two programs are := 

(1) The start-up procedure of this program calculates 

the average R-R interval from 16 stored R-R 

intervals. 

(2) This program does not calculate the percentage of 

wide QRS complexes. 

(3) Various parameters have been changed to meet the 

neu monitoring requirements. 

2. IDENTIFICATION 

SUBROUTINE NAME MONS3 

PROGRAM MODULE MONS3P 

GENERAL DATA MODULES Gooo3D 

GENERAL DATA MODULES GO004D 

GENERAL DATA MODULES GocosD 

GENERAL DATA MODULES GO018D 

PERMANENT DATA MODULES PO003D 

PERMANENT DATA MODULES PO009D 

Se SUZ 

PROGRAM MODULE 590 BYTES. 

4. CALLS TO SUBROUTINE 

8 @MONS11 

BL Q@RRBAVR 
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S. CALLS FROM SUBROUTINE 

PROGRAM MODULE MONTOP 

8 @FINISH 

PROGRAM MODULE MONS4P 

B @MONS41 

6. INTERNAL DATA TRANSFERS 

6.1. INPUT DATA 

The input data for this program is the output data 

from the program module MONTDP$; this data being tihe 

current estimate of the R-R interval (RRC), and the 

position of the QRS complex (POINT) in the input 

buffer (IBP1). 

6.2. OQUTPUT DATA 

The output from this program is the monitoring 

result word MFl, the individual bits of which are 

the True/False answers to the tests performed by the 

program. Also supplied by this program is the true 

R-R interval measurement, which is placed in RRSAVE. 

6.3. ADDITIONAL DATA CHANGES 

The software flags that are effected by this 

program are SFP1, SU2 and SU3. 

7. TIMING 

The combined execution time of the monitoring 

modules (MONTDP, MONS3P and MONS4P) does not exceed 3*2mS. 

8. AUTHOR 

B.T.V. WARTON. 
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  SCR@.TASK.S.MONSSP 16246241   

  

   
    

  

   

          

   

    

    

    

  

THURSDAYs OCT 195 

      

   

  

     

          

    

TITL “MONITOR SEARCH SECTION 
* PROGRAMME MODULE IDENT ¢TA 

10T 
* TRANSFER \! 

DEF 
+ CALLED PROGRAM MORULES 

# LINKED 
REF OOO4Ds GOO0SDy GOS» GO0LSDsPoonsDs, PooosD 

REF Js DEP 1 
REF , 
REF 
REF 
REF 
REF 
REF 
REF 
REF 
REF 
REF 
REF 
REF 
RORG 
SEG 

POOL OOOL PESOS OPES EPO FOO SEED AMME CO Ot eee seo oo oooesoo oo ootesos 

+ REG MMENT 
* Ro== 3S RG=SMFLSMF2 
SOOSOD SEAR SECEHOOEO OOO OD 
MONS11 LYIPI MONS10 

SETO PL ARCH FLAG 
Moy ERC» JRRSAVE 
CLR dRRCE 
MoV SU2sR9 : 
ST NO JUMP IF SU2=NO0 

# 16 BEATS bT UP SECTION 
ABS SU3 TEST SU3 
J6T SUSNO JUMP IF SU3 NO 
CLR RIO 

ex R15;sRRBUF GET RREUF ADDRESS 
BFIN B FINISH 60 TO FINISH 
* ‘ 

Soooooe R-R AVERAGE SUB 
RREAVRE LI 29s RREUPF GET RR BUFFER ADDRESS 

CLR R10 SUM REG 
ADDRR A eRo+s R10 GET RR IN BUF ADD TO SUM 

cI R39» RREEND IT THE END 
eae ALDER 

RilOs4 
R1OssAYRR 

> 
eeeeoee START UP SECTION 3 
SUSNO #R15+ GET RR INTO BUF 

SIMINGs R10 SUM OF DMIN’S 
FiS:sRRBEND IT END OF BUFFER 
BFIN JUMP IF NO 
RiS:RREUF SET R15 TO REBUF START 
Rlds4 1 DMIN<16 
F10.S0MINO ‘E DMIN 
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    SETTI 
CLR R 

  

   
SAME 
LE6o 
RS3s>00E0 

  

   

    

   

  

    
LEéo JAVRRs JBPM40 

LE40 
Ss 30000 
1 

LE40 £ 

JAVRRs PEEMSO 

on3o0 
S01 

LE&O Res> 0000 
SDL 

6TSs0 SAVER s JEPMS0 
6T30 

33> 00F0 
D1 

6T30 (RRs DEPM1OO 
6T100 

> O0FS 
sn. 

67100 B 
JAVRRs JEPM110 
6T110 
Fess > 00FC 

Sn1 
GT110 JAVERs IBPMLISO 

6Tis0 
R33 > 00FE 

67150 

MP 
STzo0 AL 
Sn Eau 
Se 

PEHSOOD GES WIDTH SECTION 
WIDTH EGU & 

Rest 
SIPOINT R44 

    

6:46:41 THURSDAYs OCT 195 

  

:TEPMEO 

  

SEBUPLENs R4 
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60 CALCULAT AVER 
GET ADDRESS 

SET FLAGS >60 

TS PULSE >40 
JUMP IF NO 
SET FLAGS >40 

IS PULSE >30 
JUMP IF NO 
SET FLAGS >20 

SET FLAG <20 

IS PULSE >90 
JUMP TES YES: 
SET FLAGS >380 

IS PULSE >100 

SET FLAGS >30 

TS PULSE >110 

SET FLAGS>100 

ISSPRULSE 2150 

‘SET FLAGS >110 

SET FLAGS >140 

PPEPPOPE POPES > OOO > OEOOD 

    

SHIFT WIDE REG 
GET POINTER TO 
MIN REG 
MAM 
POINT-COUNT 

ADD BUFFER LENGH TO R4 

  



  

     
   

  

INBUF 
5 

CLR 

gu. Inc R4+ 

Cc R42 JEUFLEN 

ons 

ant 

mov 

at c 
JHE 

eeee AT THIS 

QDSA SrA 
mov 

    
   

   

  

Gus ING 

Jeq BSF 

cE PIEPL CRS) 29) 

JLT aus 

gnsA MOY @MINP»R6 

aus Inc RS 

c R32, VORSWID 

J6T wiITe 

Tec RS 

    

ans 

aus INC 
& pa) vORSWID 
Jat WIDE 
Tec RS 
JeT aD? 

an? 

° 
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SINT RS=MIN » re=Po 

  

    

16246241 THURSDAY s OCT 13; 1973. 

GET VALUE IN ARS 

sAVE POS 

MAX 

puT VALUE IN R? 

POINT 

ILL INSIDE BUFFER 

YES 

4INSTHIS VALUE 

IF YES 

= NEW MIN 

VALUE IN R? IN BUFFER    
puT VALUE IM BUFFER IN R? 

'¢ POSITION 

(PARE WITH CURRENT POS 
   

    

     

  

MN 

3 
WIDTH REG 

WIDTH COUNT+1 

JS RB > GRS WIDE WIDTH 

Inc POS 
1s R6> BUFFER LENGTH 

RESET POS 

[= Re=CURRENT Pe POSITION 

  

TEST IBF1 WALUE FOR SIGN CHANGE 

JUMP TF STILL =—VE 

GET MIN POS 

WIDTH+1 

1S RB 7ORS WIDE WIDTH 

Tec POS. BACKWARD SEARCH 

  

SET R6 TO BUFFER LENGTH 

TEST IBPi FOR SIGN CHANGE 

JUMP IF STILL =<VE 

WIDTH+1 

1s RB 28 

  

= Wine WIDTH 

  

BACKWARD SEARCH 

SseT POs TO BUFLEN 

TEST IBP1 FOR CHANGE IN SIGN 

jump IF STILL + 

POINT RS=WIDTH OF ars



  

OUSA Mov 
Cc > WIDTH NORMAL 

MP OIF NORMAL 
WIDE      

Eou 

  

PPHHSOD 

CALFR MOV 

  

3 
Ji5T 
JEG 

A 
DIFOK MOV 

A 

JLT 
Moy 
Noy 

RRERRO EGU 
ad 

Boat 
   

   

     

TO 

TO-OF SETN=TRR 

REPLACE R E WITH TRUE RR 
REPLAC i ETd    

  

   

   

   

   

oorrete TEST FOR CURRENT R-R s600MS 
EG 3 VEsSEBPM1O0 IS TRUE RR <600MS 

Ras>100 SET <800MS BIT 
+ 
Stereos START OF @ % AYVRR SECTION +¢eeeeroeeee 
Cige MOY SAVRR YRS GET AVRR 

SLA R31 AYRR 2 
¢ JERSAVEs RD S ¢ Dyk 
JET RRET we < 
SOC JAVRREs RS SET AVRER BIT=1 

° 
SO ooooe START OF RR = LONGsSHORT OR HORMAL SECTION seecee 
RRLT SLA Ros. SHIFT SEG@ LONS REG 

SLA Risl aa “* SHORT REG 
MOV SPERFLA; JPERFLA 3 PERCENTAGE CHANGED 
JNE PERSET 

[Bae Rids15 135 PER 
Mov Us SPERCEN SAVE % 
MOV | JAVRRS RD SET AVRR 

PERSET MPY JPERCENs Ro % 8 AYRR 

    

HHUNTs Re AYER & %“100=k9 
E GET AVRR 

AYRE + IERSPR ANCE 

  

RSSAVRR 
AVRE — TERS ee TOLERANCE 

ce TOLERANCE 
*TE NORMAL RR? 

   
SET LONG BIT=1 
SET SEQ LONG BIT=1 

  

CI Ee eee, SAVE MP1 POPPE H OOOOH 
SAVEMF EGU 

MOV Ros oMF1 SAVE MF1 

B MONS41 60 TO NEXT MONITORING MODULE 
END 
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MONTTOR SEQUENCE SEARCH SECTION 

SYSTEM 2 

1. OE€SCRIPTION 

This program is concerned with testing different 

sequences of R-R intervals and QRS complex widths, and 

placing the results in the monitoring word MF2. 

At the end of this program is the updating 

procedures for the parameters DMIN, TOP1 and AVRR, and 

also the procedure for alarming the condition of 

"no ORS detected". 

The differences between this program module, and 

program module MONS2P is the sequence patterns which 

are being monitored for, and the procedure for 

updating AVRR. (The sequence detected by MONS2P are 

retained in this module, but not used at present by 

the Diagnosis task (DIAT2P). 

2. IDENTIFICATION 

SUBROUTINE NAME MONS4 

PROGRAM MODULE MONS4P 

GENERAL DATA MODULE Gooo3D 

GENERAL DATA MODULE Gooo4D 

GENERAL DATA MODULE GooosD 

PERMANENT DATA MODULE pPo002D 

PERMANENT DATA MOOULE PooloD 

Se SIZE 

PROGRAM MODULE 348 Bytes. 
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4. CALLS TO SUBROUTINE 

@MONS41 

@NOQRS 

5S. CALLS FROM SUBROUTINE 

PROGRAM MODULE MON TOP 

B @FINISH 

PROGRAM MODULE MONS3P 

BL - @RRBAVR 

6. INTERNAL DATA TRANSFERS 

6.1. INPUT DATA 

The input data for this program is supplied in 

registers RO, Rl and R2 of workspace area MONS1UW. 

The contents of these registers are :~ 

(i) RO = Long R-R interval sequence bits. 

(ii) 

(iii) R2 

a Pp u Short R-R interval sequence bits. 

Wide QRS complex sequence bits. 

6.2. QUTPUT DATA 

The output from this program is the Monitoring 

result word MF2, the individual bits of which indicate 

which sequence of R-R intervals and QRS widths have 

been detected. 

7. TIMING 

The combined execution time of the monitoring 

modules (MONTOP, MONS3P and MONS4P) does not exceed 3*2mS. 

8. AUTHOR 

B.T.V. WARTON. 
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3. MONS4P 

  

Tite 
¢ PROGRAMME 

“MONITOR 
MODULE 

SEQUENCE 
IDENT 

     

    
   

  

   

   

2205 THURSDAY's OCT 19s 

    

SEARCH SECTION 

> R ENTRIES 
1:HOoRS ‘ 

* CALLED PROGRAM MODULE 
REF MONTIPst 
REF FINISH: 

* LINKED DATA      

  

   

  

MODUL 
Oo 

    

  

REF 

POSSOSH OOOO EOE OS 
  

PROGRAMME 
   

COC4sc2cs 

SEQ3 

PEP LEROEEEED OSS OPO OO OES 
SEQUENCE FLAG BITS IN MFe 

Zi 
FLAGS 

’ 
ee 

LOPEPE OD SSE OPO L ESET EEL OHL OLE LEE L OT OE LPF POR HELD OPEL OF OS 

    

    

   

     
          
   

   

   

  

   
   

    

  

° THIS NEXT SECTION ss 
ra Heo Pe 
© RO = LONG SEQUENCE BIT 
° Rl = SHORT “* ag 
+ Re = Wars sa oe 

° 
MOHS41 CLR RB 
° 
POOR>ED 

° 
HOO OG ES 
SFAILA C 

PSEVLOSRS 
° 
PO>EOOD WENCES 4¢3-NS9 & 
SFAIL 

FOUNT1 
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RESET MF1 REG 

COMPARE FOR 3-3 

SET SEQUENSE BIT FOUND 

COMPARE FOR 3-N= 

SET SEQUENCE BIT FOUND 

32 -NS> 
ORT SEQ S— 

405 
Test: 

   
      

TEST NOT SHORT -N3-NS-NS-NS 

TEST NARS W-bI-bI-u- 

TEST NOT bIGRS —NiI-NbI-NbI-NU 

4(30D-NS> FLAG-3ET IM RSsMFe 

4$¢3-N3> FLAG SET IN RS=MFe 

TEST NOT SHORT —NSNE-N: 

TEST HOT GONG --HE—-NL--HE ae



DAY» OCT 199 19 

    

W-—hl-—ld-——lI-— 

        

   

   

  

TEST NOT We 

  

<NbIM HAIN MIMI Phy 

JHE 

Mov 

IMP 

FOUNDE MOY 

JMP 

  

9-NS-N> FLAG BIT=1 

  

HSN FLAG: Bit) 

ad 

Peoooey 

SFAILe C 
JHE 
c2c 
JHE 
mov 
JMP RETHES 

FAIL6 coc SsR2 TEST Wars -—-W 

   
     

  

JHE 
C2e TEST NOT Wars NWN 

JHE 
Mov SET S$-S-3¢u> FLAG BIT=1 

JMP RETMFe 
- 
Se ooooe SEQUENCES S-NS-N-NL ® S-NS-N-L 

SFAIL3 COC sCOC4>R1- TEST cSHURT  S2e— 

JNE SFAIL4 
C2C sCZC5>R1 TEST NOT SHORT -NSNS— 

JNE SFAIL4 
c2t scecs, Ro TEST NOT LONG —--NLNL 

JNE SFAILS 
MOY SENS» RB SET S-NS-N-NL FLAG=1 

JMP  RETMF2 
SFAILS C2C sCZC7> RO TEST NOT LONG --NL- 

  

   

  

   
  

JHE AIL4 

cor cS»RO TEST LONGe==st 

JHE AIL4 

MOY aSENIs RS SET S-NS-N-L FLAG BIT=1 

JMP  RETMFe 
. ‘ 

SOE OOH SEQUENCE Sheol 
SFAIL4 COC 

  

CasR1 TEST SHORT $-— 

   

  

JHE 
c2c TEST NOT SHORT -NS- 

JHE 
coc TEST CONGE=sl- 

JHE 
Mov 3 S-NS-L FLAG BIT=1 

  

RETMFe MOV 
° 

SHOOOOH FINDING NEW DMIN % TO IF NEEDED 

Mov MF12>R9 GET MF1 

  

Ee MES 

  

         

coc ei TEST WARSIN MPL 

JE NO UP DATE 

M SET DIMIN OLD 

A Eo Re +¥E 

JL 

JEQ POL 

BL SIMINER 60 TO DMIN 

PDI MP’ SEIGHTsRO BMIND # 3= 
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SET TMTN CURRENT 
MARE Rio +¥ 

      

   

  

SIMINER 60 TO DMIN ERROR 
PDe Pidst IMIN CURRENT X 2 

Ro 
STENSR9 PS=IMIN CURRENT 40.2 

4E4) DMINO 

STEN RS 
Ro 
Ros STOPL LOAD NEW TD 
Re MK -VE 
RSs S0UMINO LOAD HEL! DMINO 

od 

POSH Oee AYER UPDATE SECTION 

AVRUD Mov GET MF1 
coc IAS RR SHORT 
JEG 
COC IRRLESRS WAS IT LONG 
JEQ NUD 
MoV 4 AYE, #R1S+ SAVE RRSAVE IN RR BUFFER 
ei -BEND 1S IT THE END OF BUFFER 
JLE GOSUM 
LI R15. RRBUF RESET TO START OF BUFF 

GOSUM BL 9RREAVR GO TO AYERASE RR SUB 
NUD JMP  STIM 
DMINER RT 
+ INSERT HERE ERROR SECTION FOR +DMIN“S 
Sa 

PHSOOOO 

NooRSs MOV GET MF1 
soc SET NOORS BIT=1 
MoV RET MF 

STIM INC INC DIAG STIM COUNT 
SETO SDIAS SET DIAS FLAG 
B SFINISH 60 TO FINISH 
END 
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DIAGNOSIS PROGRAM SYSTEM 2 

1. DESCRIPTION 

This program is concerned with using an alternative © 

approach to diagnose arrhythmias, using the results 

supplied by the monitoring modules MONS3P and MONS4P. 

2. IDENTIFICATION 

SUBROUTINE NAME DIAT2 

PROGRAM MODULE DIAT2P 

GENERAL DATA MODULE cooo2D 

GENERAL DATA MOOULE GooosD 

GENERAL DATA MODULE Gooo6D 

GENERAL DATA MODULE GO019D 

PERMANENT DATA MODULE PooosD 

PERMANENT DATA MODULE Poo100 

Se. SUZE 

PROGRAM MODULE 196 Bytes. 

4. CALLS TO SUBROUTINE 

BLUP @DIATIL 

S.__INTERNAL DATA TRANSFERS 

Sele INPUT DATA 

The input to this program are the monitoring 

words MFl and MF2. 

5.2. OUTPUT DATA 

The output data from this program is placed in 

locations DF1l and DF2. 
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5.3, ADDITIONAL DATA CHANGES 

The flags that may be effected by the execution 

of this program are :- 

DISF, MCP, CSTIMC, DSTIMC and DIAG. 

6. TIMING 

The execution time of this program will not exceed 

Oe2mS. 

7. AUTHOR 

B.T.V. WARTON. 
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> 

SeOoeeeToeoos Fo 0 5 

    

      

  

   

            

   

  

    
   

   

  

DIATI1 DATA 
SUTASN MOV 

MoV 
‘CLR 
CLR 

° z 
PEOEOES 

coc s0STL»R1 
Je eat 
soc YSTsR3 

ARM1s R32 
Ti 

° 
SEOSEHH 

TH 

SD2T2:R2 
THe 
SETACHS RB 
SUSTS»R1 
TONY 
SEROADS RB 

TOANM 4sPR1 
ETAe 

SALARM1»R3 
I D4 

SETA2 SOC SALARM2> RS 
JME TDS 

oe 

SH oOoeH 

THe PUSTI»R2 
i 
PPEEATSRB 
3 

TUS 

SEROAD RS 
Tus 

+ 
SOSCoooe ory! 

Ts cOo PU4TisRi 
Tht 

& @PAUSEsRS 
° 
POSED E OED E LOSS 
PORCH HOH PA 

Tus COD PDOTIsRL 
JME 75 

  

UsT1s0ST1 

RAM M 

        

NDARY 

   

     
  

Aas DF is DF 
O13D.PooosD 

  

sPOOLoD 

SsHET4 

PTACHs NP BRAD MPTACH 

= 

SET MPL 
GET MFe 
DF. 
Ire 

TOLE seecercererertoeooos 

POPOL OO TH SSOO SOD 

COMPARE FOR TRUE CONDITIONS 

SET 

T ALARM BIT 

  

    ST DIAS 

<S.00MS 

ss 

SET PTACH DIAS 
WIDE 

SET EROAD B 
con FOR FAL 

SET ALARM BIT 

SET ALARM BIT 

BIT IN DF1L 

L TACHYCARDIA ¢ereooecoeroorereoorroe 

Bie Diet 

LT 
— CONDITIONS 

  

PREMATURE BEAT #6 +e oe oe ose ee eos oe eee eee oe 

S-NS 

SET PREAT DIAS BIT 
WIDE 

SET BROAD GRS B 

   

PEPLEELOPSEOL OOF OS OOS HOEPO OED 

14 +eeoeooe 

TRUE CONDI 

IT 

  

SLOPED EO SOHO OH OOS 
SOPHO EHS OD 

TISHS



PTA 

     

    
       

    

+ 
PPETEHED HON Paeos L1H teeereeooorootoe 

TOS SDATLs RL TRUE COND 

COMP FALSE COND 

TOSE SET NPBRAD DIAS BIT 

TISA SET ALARM BIT 

* 
POET OOD DIAGNOSE OP ooteeessosooseoooooe 

DIASOP NOV UISFsRO TEST DISF 

Te OULSE 
IM MCP 

STIM MCP 
ERITA DEG DIAS STIM COUNT 

; CLR DIAG STIM 
EXIT RET TO T HANDLER 
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PERMANENT DATA MODULE POOLOD 

1. DESCRIPTION 

This data module contains the comparison words 

used by the monitoring module MONS4P, to detect various 

sequences of R-R interval and QRS complex widths. Also 

included in this module are the comparison words used 

by the diagnosis program DIAT2P, along with the words 

used when setting the different diagnosis bits etc. in 

OFl. 

2. IDENTIFICATION 

PERMANENT DATA MODULE pPo010D 

Gs SIZE 

106 Bytes. 

4. AUTHOR 

B.T.V. WARTON. 
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TITL “PERMANENT DATA MODULE Poo1oD? 

@ PERMANENT DATA MODULE IDENTIFIER 

IDT *PponioD’ 

EVEN 
DEF C 
DEF 
DEF 
DEF 
Der 
DEF 
DEF Lett: DeTes 

TEF D471 Da 

    
Diti;D1T2 

P2TS:D2T4-U3T1:3T2 

          

  

DEF ae AT» PTACH: NPERADs NPTACH 

DEF 
OAD 

DEF 
20s RRMAST sCSSsCSMS 

RORG 
PSEG 

coci DATA > OGRA acs ohs? & 45 cud -NS? 

Czo1 DATA > 0055 

core DATA F 

DATA 
DATA 30 

TATA >o005 $-NS-3 

DATA >2 ay 

DATA +3 $-NS-N-NL 

DATA >6 5 

DATA >3 oe 

DATA +2 S-NS-N-L 

DATA >1 a 

DATA >4 S-NS-L 

DATA >1 4¢3-N3) 

DATA >2 4c cy -NS> 

DATA >4 4¢3-NS-M? 

DATA >3 4.¢5 hl -HS-ND 

DATA 310 S-NS-$ 

DATA 20 S-NS-N-NL 

DATA 340 33-l 

DATA 330 S=NS-L 

TATA 3100 S-NS-H-L 

DATA -eoo S-NS 

TATA >400 

NOREB DATA 0200 

EIGHT DATA 3 

part DATA > OoOrC 

pote DATA as 

Dia DATA > 

Tate DATA > 

F DATA >0 

DATA 

DATA 

DATA 

DATA 

DATA 

DATA 
DATA 

DATA 

TATA 
DATA 

DATA > 

neERAD DATA 

HPTACH DATA 

ALARM DATA 

4¢S-NS-M)? & 4.¢5 cy -NS-N> 
ae 

  

oe 

    

  

   

  
      

ro
 

ro
 

ro
 

re 

e
e
 

t
o
e
 
W
T
O
 

TO
 

TO
 

      NONE 
HONE PAROS T= 

ALARM LEVEL 1 BIT



ALARM2 DATA 
BROAN ATA 

   

   

c DATA 
C TATA 
BPMN20 DATA 
EPM150 DATA 
EPM: DATA 
RRMNAXT DATA 

END 
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ALARM LEVEL 2 BIT 
EROAD RS BIT 
s-$ 
S-NS 
30 BEATS + MIN 
150 BEATS + MIN 
200 BEATS + MIN 
RR INTERVAL MAX



GENERAL DATA MODULE  GOO190 

1. DESCRIPTION 

This data module contains the workspace area 

(DIAT2W) used by the diagnosis task, along with the 

locations where the diagnosis results words DFl and 

DF2 are stored. 

2. IDENTIFICATION 

GENERAL DATA MODULE Goo19D 

oe SIZE 

72 Bytes. 

4. AUTHOR 

B.T.V. WARTON. 
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TIL 

  

IDT 
EVEN 

* CLASS TWO 
DEF 

DIATE 
IF. 
IFe 
RREBUF 
RREEND 
PERCEN 
PERFLA 

  

“GENERAL DATA MODULE 60019D¢ 
+ GENERAL DATA MODULE IDENTIFIER 

“B0019D" 

DIATEWs DF 1s DF2 
RPREUPs RREENDs PERCENsPERFLA 
32 

= 
fo
 

fo
 

fo
 

Go
 

fo
 

To
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BNO TASK WA 
FILE WORD 1 

DIAGNOSIS FILE WORD @ 
‘R BUFFER 

EUFFER END 
PERCENTAGE 
PERCENTASE CHANGE FLAG 

 



APPENDIX DO 

OPERATOR/NURSE PROCESSOR PROGRAM LISTING 

All the programs and data modules required to produce 

the operator/nurse processor software system, are supplied 

in this appendix, in the order in which they appear in the 

link editor listing shown below. 

PHASE Os NURSE DRIGIN = O000 LENSTH = 1034 

MODULE No ORIGIN LENSTH 

    

HSPIVE: 1 Oooo ood 
NEPIOP ra oon OosE 
NETHAP 3 nide OORC 
NIOGHP 4 O1FE gore 
NSUTHP Ss 02AG gen2 
HSPITP 6 O42 o112 
NEPOTP - OSB4 o11c 
MOCPTP 3 osno He46 
BIHEXP 9 os16 oodo 
ASCIIP. 16 0355 oos4 
VOUTOP 11 OSBAR OOFS 

2 HABS goon 
a O1BS 

14 ood 
15 Oooe 
16 gcce oo43 
id ond g1F2 

tI 13 OF OC 2s 
600140 13 OF34 
gon1S5D = uF? 4 
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OPERATOR/NURSE eee PROGRAM LABELS 

Die © Lona 2 ON 

           

     

          

   

       

      

          
        
   

    
     

     

  

     

  

      
   

   

  

   

  

    
     

NAME VALUE ND NAME VALUE NO NAME YaLUE NO NAME VALUE NO 

ASCIAT 12 AScnum 13 BIHEX 16 
20 cn 13 oP 

c 12 EN 13 E0B 
ERRDS1 13 HENONE HUNT 
THN 17 TH! 
IOTe 20 TO! 
IPEI1S 17 IPFI3 

1? IPINT 
14 TERTNS 

IPSTIM 14 IPTINT 
ITPCRT 14 STR 

12 MOPIE 
14 MOcesc 

MTPCRT 2 14 MTRTME 
NDE 4 OES4 19 s 
NEXTIP 16 
NIDGHS 4 
NMELL 1 
NPRL 2 
NSPOT1 3 NSTHAM 
NSUI! 5 NSUIH4 
gee OPEILA 17 OPINT 

BeN11 13 nei 
pens 13 DENS 5 

"42 12 oem gePcRT 
$ 20 OeR0M DEST 

SeSTIM 14 DPTERT OPTINT 
OSES T 14 OTRTME 
OTWERT 3 
SIEM 16 
RAMS 20 Meat 
SETEND SETONE 
SETPC s SETMEY 
3M OSES a TEN 
THOU aqce 5 YOUIOL YOUIoS 

  

VDUIOW OFFS VIUOES ER a VOUT 
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NURSE STATION PROCESSOR TRANSFER 

VECTOR PROGRAM MODULE 

1. DESCRIPTION 

This program module defines the interrupt and 

XOP transfer vectors used by the Nurse Station Processor. 

Interrupt level 2 and XOP level 15 have been initialised 

to their appropriate values for the 990/4 Monitor 

Software. 

2. IDENTIFICATION 

SUBROUTINE NAME NSPTV 

PROGRAM MODULE NSPTUP 

GENERAL DATA MODULE Goo12D 

Sloe oucE 

PROGRAM MODULE 164 Bytes. 

4. CALLS FROM SUBROUTINE 

INTERRUPT LEVEL 0 NSPIOL 

INTERRUPT LEVEL 3 NSUIHL 

INTERRUPT LEVEL 4 NSUIH1 

INTERRUPT LEVEL 5 NSUIHL 

5. AUTHOR 

B.T.V. WARTON. 
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TITL “NURSE STATION PF 
¢ PROGRAM MODULE IDENTIFIER 

IDT , 

  

R TRANSFER YECTOR PROGRAM MODULE’ 

PTR? 
4 MODULES 
TO°sNSUTHP 

EF NSPLOLsNSUIH1 
ED DATA MODULES 
REE IHW. THMSSs THI 

  

    

   

  

eooooeoos P PO GRAMME POSSE OOSOOD 

DATA THWALsNSPIOL INTERRUPT 0 
DATA 
DATS 
DATS 
DATS 
DATA 
DATS 
DATS 
Dea 
DATA 
DATS Os 
DATA 
BSS 

ENTRY BEWe 
END ENTRYL 

REQUIRED BY MONITOR 

  

    

   

    

Os 0s 0:00 
Os Os Oe Oso 

0s 0s 0000 
Os Os Os0s0 { TRANSFER VECTORS 

5 FOR NI TOR 
£ FOR MONITOR 
INT O 
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NURSE STATION PROCESSOR INITIALTSATION PROGRAM 

This program runs at system start-up time to 

initialise the contents of RAM. The initialisation 

that is performed is as follows :- 

(1) Clearing of all RAM used. 

(2) Initialisation of software flags to +1 or -1l 

as required. ' 

(3) Initialisation of workspace register contents 

as required. 

(4) Initialisation of hardware, i.e. programming of 

UART's etc. 

2. IDENTIFICATION 

SUBROUTINE NAME NSPIO 

PROGRAM MODULE NSPIOP 

GENERAL DATA MODULES cooo9D 

GENERAL DATA MODULES Gool0D 

GENERAL DATA MODULES Go012D 

GENERAL DATA MODULES GOO1SD 

Bo se Ze 

PROGRAM MODULE 158 Bytes. 

4. CALLS TO SUBROUTINE 

INTERRUPT LEVEL 0 NSPIOL 

5. CALLS FROM SUBROUTINE 

SUBROUTINE NAME NSTHAP 

BLUP @NSTHAL 
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2 SUBROUTINE NAME = VOUT OP 
= eth BLUP ; avourol 

SUBROUTINE NAME NSUIHP 

BE hth @PUART i 

  

  
=< 2020=



  

»PROS 

    

    

   

      

    

TITL “NURSE 
© PROGRAMME MOU! 

1DT 
* TRANSFER OR 

+ LINKED “DATA 

  

STATION PROC 
IDENT 

  

OO FRIDAY: OCT 20s 1973 

  

OR INITIALISATION PROG’ 

ENTRIES 

  

HAP» MSLITHP 
HAL s PUART 

    

REF 100.60 

REF RAMEND 
REF 1,0°T + YDMOBAs NS THANI 

TOWa2 

      

   

   

   

    

   

  

   

        

    
    
     

    
     

eeorooeos PP OGRA 

NSPIO1 LWPI RAM 
LI Ros RAMS 

CLEAR CLR #RO+ 
cI Ros RaMEND 
JHE E 
Let Rly SETONE 

SET THD @RO+ 
cl Rios SETNEG 
JNE SET 

SET1L SETO #RO+ 
cl RO, SETEND 
JNE cle 

eeeoeee USRT 1 
LUIPIT THWAt 
LI Ré, TOWAL 
Et R12.>1930 
BL SPUART 
LUPI IOWAL 
er Ris THWAL 
Lt Ri2s31530 

eoeooeoe ART 

LUPI THWAS 
ter Res 1OWAS 
LI 
BL 
LUIPT 
EE tes 
Eig 

SOoeoee 

CLR 

TOwWA2 
IHWA3s LOWAS 

  

    

MM E teeoeeosoooor 
LOAD We AT START OF RAM 
SET AD OF SECOND RAM WORD 
CLEAR RAM 
IS IT END OF RAM 

GET SET ONE. PERS 
Se het ig! Et 

ADDRESS 

    
IS IT END OF +1 FLAG SECTION 

SET FLAGS 70 —1 
TS IT END OF -—1 FLAG SECTION 

WA INITIALISATION 
LOAD INT HANDLER WP 
IvP O¢P WA 
WART CRU BASE 
60 PROGRAM UART 

GET I-P O-P WP 
LOAD Rid WITH IHWAL ADDRESS 

UART CRU BASE 

WA INITIALISATION 
LOAD INT HANDLER WP 

oi7e OP. Wa 

  

60 PROSRAM UART 

    

   

LOAD I-P O-P WP 
LOAD Rio WITH IHWAe ADDRESS 
LOAD WART CRU BASE 

SATION 
LOAD INT HANDLER WP 
I-P o-P WA 
WART CRU BASE 
60 PR AM UART 
LOAD I1-P O-P We 
LOAD F100 WITH THbl 

    “HANDLER WP 
ADDRESS 
AT VOUOBA 

Loan 
GET O 

  

    SOTO ¥DU 

2735, =



  

SCRe. PRO 

RAM CLR 
LI 

PEESOEH 
   

  

2sr100 

ENSBLING UART 

SEO 
SEO 
SEO 
BLWP SHSTHAL 
nihieeee 
END 

3 
4 

uP 

  

oo FRIDAY: OCT 205 1973. 

LOAD 9301 CRU 

INTERRUPTS 
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ENAELE INT 3 
EMAELE INT 4 
ENAELE INT 5 
60 TO TASK HANDLER



NURSE STATION PROCESSOR TASK HANOLER 

dee DESCRIPTION 

This program is concerned with scheduling active 

tasks in their order of priority. Before this program 

passes control to the highest priority active task, 

it tests whether the task.is in the suspended state. 

If this is found to be the case, control is passed 

back to the task at the point at which it was interrupted. 

If the task is not in the suspended state, control is 

passed to it at its starting point. 

2. IDENTIFICATION 

SUBROUTINE NAME NSTHA 

PROGRAM MODULE NSTHAP 

GENERAL DATA MODULES Gooo9D 

GENERAL DATA MODULES Go0100 

GENERAL DATA MODULES GOO1LSD 

3. SIZE 

PROGRAM MODULE 188 Bytes. 

4. CALLS TO SUBROUTINE 

BLUP @NSTHAL. 

5. CALLS FROM SUBROUTINE 

SUBROUTINE NAME NSPITP 

BLUP @NSPITL 

SUBROUTINE NAME NSPOTP 

BLUP @NSPOTL 

SUBROUTINE NAME MOCPTP 

BLUP @mMOcPTL 
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SUBROUTINE NAME VDUTOP 

BLUP @yDUIOL 

BLUP @INPUT 

6. INTERNAL DATA TRANSFERS 

6.1. INPUT DATA 

The input data to this program is the task active 

and interrupt software flags, 

IPSTIM, OPSTIM, MOCP, IOTF, 

IPTINT, OPTINT, MOCINT, IPINT, OPINT. 

6.2. OUTPUT DATA 

The output data from this program is the task 

active number, which is placed in R5 of workspace 

area NSTHAW, and which can be referred to as 

TASKAN. 

7. EXTERNAL DATA TRANSFERS 

PERIPHERAL CRU INTERFACE 

7.1. OUTPUT (TEST FACILITY) 

CRU BASE ADDRESS >1DE0 

CRU LINE 0 INPUT TASK ACTIVE 

CRU LINE i OUTPUT TASK ACTIVE 

CRU LINE ° 2 MOCP TASK ACTIVE 

8. TIMING 

The execution time of this program is not in 

excess of O*2mS. 

9. AUTHOR 

B.T.V. WARTON. 

- 276 -



  

2. TASKS. NSTHAP 1 

  

:04 FRIDAY, OCT 20s 

  

TITL “NURSE STATION PROCESSOR THSK HANDLER’ 
* PROGRAMME MODULE IDENT 

IDT HHP 
SFER VECTORS OF ENTRIES 
DEE, ONSTHAL 

    

   
   

  

   

  

* CALLED PROS MODULES 
REF NSPITPsNSPOTPsMOCPTPs YDUIOP 
REF HSPITL OT1»MOCPT1:s INPUTs YOUIOL 

* LINKED DATA MODU 

REF s500150 

OTETWE MTR THOS: IPRTMPs OFRTHIP 

IPs STIMs OPSTIMs MOCPs IPTINTs OPTINTs MOCINTs IPINT 

REF OPINT: IOTF 
RORG 
PSES 

  

eooerooosororooooos P POG RAM MF seeeeeeroooos 

> 

NETHAL DATA. NSTHAWs START 

START CLR RS RESET TA 

LIMT 7 
LIMNI 6 
LWPI MSTHAM 
ET Rizs?1Deo 

     

   

SK NUMBER 

IVATION CRU BASE     

    

     

   

  

MOY SIPSTIMNS RO S 14 Kk ACTIVE 

JHE BIPT 

MOV SOPSTIMRO IS O-P TASK ACTIVE 

JNE EBOPT 
MOV gMOCPsR0 IS MOCP TASK ACTIVE 

JNE BMOCP 

MOY SIOTFsRO ¥VDU OP ACTIVE 

JNE& BYDUOP 

LI RS:5 SET TASK ACTIVE NUMBER TO 4 

AES SIPINT WAS YOU I7P INTERRUPTED 

alee BLP: 

LWEI IPRTWP LOAD WP FOR VDU IvP TASK RETURNS 

RTWP 

BIP LIMIT “7 UNMASK ALL INTERRUPTS 

ELWE SINPUT 6D TO VOU I*“P TASK 

JMP START : 

EBIPT cr RSs1 SET TO TA 

AEBS DIPTINT WAS IP TASK 

ISL Bie Tt. JUMP IF NO 

LWPI ITRTWP LOAD WP FOR INPUT TASK RETURNS 

RTWP 

EBIPT1 ie ALL INTS 

0 

SNEPITI 50 TO INPUT 

a RESET I-P TASK ACTIVE CRU BIT 

START 

BOPT RS5:2 Seu fot 2 

SOPTINT WAS OP T INTERRUPTED 

BOPT1I 
OTRTWP LOAD We FOR OUTPUT TASK RETURNS 

RET TO INTERRUPTED TAS K 

BOPT1 
VE CRU BIT 

  

RESET O-P TASK ACTIVE CRU BIT:    
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scre.T 

EMOCP 

BMOCP 1 

BYDUOP 

EOP 

  

BLIP 
SBZ 
IMP 
ut 
ABS 
J5T 
LWIFI 
RTWP 
LIMI 
ELWP 
JMP 
END 

  

MTRTMP 

7 
2 

SMOLPTA 
2 
START 
RSo:4 
SOP INT 
BOP 
OPRTWP 

7 
aVDUIGL 
START 

FRIDAY: OCT 20: 1378. 

SET TO TASK 3 
WAS MOCP INT 

  

LOAD WP FOR MOLP TA 

RET TO INTERRUPTED TASK 

UNMASK ALL INTS 

SET MOP ACTIVE CRU BIT 

60 TO MOCE 
RESET MCP 

ETURNS 

  

     

E CRU BIT 

SET TO0TH 
WAS VDU O-F 

    

INTERRUPTED 

LOAD WIP FOR VDU O-P TASK 

RET TO INTERRUPTED T 

UNMASK ALL INTS 

60 TO YD OUTPUT TASK 

RETURNS 
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NURSE STATION 1/0 QUEUE HANDLER 

Le DESCRIP LION 

This program is concerned with placing the various 

inter-processor communications UARTs in input or output 

queues as required, and activating the input and output 

tasks accordingly. The program then when requested, 

supplies the next UART in the input queue to the input task 

or, the next UART in the output queue to the output task. 

If the program finds that there are no more UARTS 

in the input queue, the input task is de-activated, and 

similarly if there are no more UARTs in the output queue, 

the output task is de-activated. 

2. IDENTIFICATION 

SUBROUTINE NAME NIOQH 

PROGRAM MODULE NIOQHP 

GENERAL DATA MODULE Goo09D 

GENERAL DATA MODULE Goo11D 

PERMANENT DATA MODULE pooosD 

Je SL LE 

PROGRAM MODULE 162 Bytes. 

4. CALLS TO SUBROUTINE 

B @NIOQH1 

B @NIOQH2 

B @N1IOQH3 

8 @NTOQH4 

5. CALLS FROM SUBROUTINE 

SUBROUTINE NAME NSTHAP 

BLUP -@NSTHAL 
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SUBROUTINE NAME NSUTHP 

(SEE PROGRAM) NSUIH3 

6. INTERNAL DATA TRANSFERS 

6.1. INPUT DATA 

The input data to this program is supplied in 

locations QIPN and QOPN, where :- 

QIPN = workspace area address to be placed in the 

input queue, to be used later by the input 

task. Register R12 in this workspace contains 

the CRU base address for the UART to be used. 

QOPN workspace area address to be placed in output 

queue, to be used later by the output task. 

Register R12 in this workspace contains the 

CRU base address for the UART to be used. 

6.2. OUTPUT DATA 

The output data from this program is placed in 

locations NEXTIP and NEXTOP where :- 

NEXTIP = the address of the next workspace area to 

be used by the Input Task. 

NEXTOP = the address of the next workspace area to 

be used by the Output Task. 

6.3. ADDITIONAL DATA CHANGES 

The values supplied to this program at location 

QIPN and QOPN are placed in the queues IPQS and 

OPQs respectively. 

The program also sets flags IPSTIM and OPSTIM 

to activate the Input Task or Output Task as required. 
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The execution time of this program will not 

exceed O+15mS. 

   



  

-PROS.3.NIOGHP 

  

5:16 FRIDAY: OCT 20s 

  

     
TIL eau STATION IO GUEUVE HANDLER? 

* PROGRAMME MODULE IDENT «PROG 
IDT “NIOQOQHP? 

+ TRANSFER VECTORS Of ENTRIES 
DEF NIOGH1sNTOSHe:NTOn 

* CALLED PROGRAM MODULE 
REF A 

REF NSTHAL 
TD DATA MODUL 
REF GOOLIDs 
REF 
REF 
RORG 
PSEG 

eooerooos> FP FP OG FAM ME POSH SOOLOOS 

@eeoee INPUT GUSUE SECTION 
NIQGH1 LWIPI NID 

mov 3 
INCT 

     

      

    

      

sNTOGH4 

     

@ LINE   

LEN» IPSTIM 

  

  

I“0 QUEUE HANDLER hIA 
PNsaIPas cR2> PUT NUM 

Inc TO 
   

  

LOCATION IN GUEUE 

      

  

     

        

   

        

   
  

C JOUELEN 1S Re = QUEUE LENGTH 
JLE 
CLR RESET POINTER 

SETIP MOV IS IPTASK ACTIVE 
ANE OUT 
SETO 3 S STIM IvP: TASK 
mov SET HEXT I7P UART WA 

OUT BLIP SNETHAL 60 70 v¥ HANDLER 
e 
eeoeees ENTRY TO QUEUE HANDLER TO GET NEXT L-P 

NIOGHS LPI NIOSH LOAD QUEUE WIP 

MOY SIPOSCRIDs RIS WE LAST IOWA 
INCT Ri IN GUEUE 
Cc Ris dQUELEN WEUE LENGTH 
JLE Riok 
CLR Ri RESET POINTER 

R1iOK c R1isR2 IS START=END 
JNE” GCETIP: 
CLR YIPSTIM TEACTIVATE I“P TASK 

CLR SNEXTIP RESET NEXT I7P RES 

JME SST. 
GETIP MOY SIPGECR1>»SNEXTIP GET NEXT I“P IN QUEUE 

ST Al R1i3s-32 CAL UART WA 

LE Rid¢sNSuIHS LOAD NSUIHP RET 
BLUIP R13 GOTO INT HANDLER TO TEST SUSPEND 

. i 

eoooooe OUTPUT SUEUE SECTION 

NIOGHE LWIPI NIOGHb LOAD SUEVE HANDLER IP 

MOY 3IQOPNs POPOE CRS PUT OP IN GUEVE 

INCT RS ST LOCATION IN SUEUE 

c RSs 0UELEN RS > GUEWIE LENGTH 
JEE SSETEP 
CLR RS RESET POINTER 

SETOP MOY SOPETIMSR? I“P ACTIVE 
JNE OUT . 
MOY SDPO (R49. ONEXTOP GET NEXT OP 

SETO SOPSTIM ACTIVATE OP TASK 

JMP OUT 
° 
eoeeeoe ENTRY TO GET NEXT OP eeeoee 

NIOGH4 LIPI NIOGHb LOAD QUEUE WP 

- 282 -



FRIDAY» OCT 20s 1973. 

  

SCRe. PROG. $.NIOGHP 

  

INCT R4 INC POINTER 

Cc R4s SQUELEN IS R4 > QUEUE LENGTH 
JLE ROK 
CLR RESET FONT ER 

R40K c IS START=END OF GUEVE 

JINE 
CLR DEACTIVATE OP TASK 
CLR 3 CLEAR NEST O-P REG 
JMP OUT 

SETOP MOY FOPASCR4>sSNEXTOP GET NEXT OvP 
JMP DUT 
END 
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NURSE STATION UART INTERRUPT HANDLER 
  

1, OESCRIPTION 

This program is an operating system program and 

is concerned with the interrupts generated by the 

UARTs used for inter-processor communication. 

The functions performed by this program are <= 

(1) The handling of the interruptsdue to the UART 

interval timer. 

(2) The transmission and reception of "Start of Heading" 

(SOH) characters "Acknowledge" (ACK) or "Negative 

Acknowledge" (NAK) characters for the correct start 

up of communication between processors. 

(3) The furnishing of workspace area addresses to the 

Input/Output Queue Handler, for use by the Input 

or Output Tasks as required. 

(4) The removal of unsuccessful communicating UARTs, 

from the input or output queues, and the possible 

indication of the errors to the operator if 

necessary. 

(5) The programming of all UARTs. 

This operating system program is allowed the privilege 

of running under the interrupt mask of level O. 

2. IDENTIFICATION 

SUBROUTINE NAME NSUIH 

PROGRAM MODULE NSUIHP 

GENERAL DATA MODULES Gooo9D 
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GENERAL DATA MOOULES Goo100 

GENERAL DATA MODULES Goo11D 

GENERAL DATA MODULES GOO1SD 

PERMANENT, DATA MODULES POO08D 

Sion SLZE 

PROGRAM MODULE 514 Bytes. 

4. CALLS TO SUBROUTINE 

INTERRUPT LEVEL 3 @NSUIH1 IHWAS 

INTERRUPT LEVEL @NSUIH1] IHWA2 

INTERRUPT LEVEL 5 @NSUIHL IHWAL 

S 

@NSUIH2 

B @NSUIH3 

@NSUIH4 

BL @PUART 

5. CALLS FROM SUBROUTINE 

SUBROUTINE NAME NSTHAP 

BLUP @NSTHAL 

SUBROUTINE NAME NIOQHP 

8 @NIOQHL 

B @NIOQH2 

6. INTERNAL DATA TRANSFERS 

6.1. INPUT DATA 

The three return vectors stored in R13, R14 and 

R15 of the workspace area used, are stored in the 

required locations for the currently active task. 

6.2. OUTPUT DATA 

During the operation of this program, the 

software flag which indicates that the task has been 

interrupted (ise. IPTINT, OPTINT, MOCINT, IPINT, 

OPINT) is set accordingly. 
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7. EXTERNAL DATA TRANSFERS 

PERIPHERALS TMS 9902 UARTs. 

Tele INPUT 

INTERRUPT LEVEL 3 

CRU BASE 21840 

INTERRUPT LEVEL 4 

CRU BASE 21900 

INTERRUPT LEVEL 5 

CRU BASE 71880 

cRU SET Functions as specified in the TMS 9902 

Data Sheets. 

7.2.  QUTPUT 

CRU BASES AS ABOVE. 

8. TIMING 

The execution time for this program is of the 

order of 0*2mS in normal communication situations. 

9. AUTHOR 

B.T.V. WARTON. 
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22. TAS 

  

3.NSUTHP 

TITL “NURSE 
¢ PROGRAMME MODUL 

IDT “NSUTHP 
* TRANSFER VEC 

  

  

    
DEF His 

¢ CALLED FRO ' 
REF NSTHA 

REF NSTHALsNIDGH1»NIOOH 

* LINKED DATA 
REF 6G 
REF SDEN+ GIPNs OTE: OPER®s VDL 

tes 

  

FRIDAY: OCT 20. 19 

  

STATION WART INT HANDLER? 
IDENT <TA 

TORS OF ENTRIES 
SUTH3s MSUTH4s PUART HSUTHS 

MODULES 
41 OGHP 

  

sKD 

   

    

REF ITWPRI>s ITPCRTSITSTRTsOTWP 
REF 
REF 
REF 
REF 
RORG 
PSEG 

Eau +0100 
Eau 30600 
EwU 31500 

    

SHOSOOSEHE SHE FOOD 
° 

THt EITM @ 
BL PETER 
TE Bs) 
JEQ TIMELP 
MOV Rsk? 
JLT IPMODE 
J5T OPMODE 
STCR R453 
MOY ROsRO 
JHE OPYES 
Cl R4,30HD 
JNE SOHNO 
TE 3 
JEQ OPNAK 

OPACK LI R4sACKD 
BL OP 
SETO 
SETO 
CLR 
BL 

BOUT, BLUIP 

eoeeee OUTPUT CHAR 

oF SEO 13 
SO 016 
LICR R43 
S82. 16) 
RT 

° 
TRYNAK 

ETIME 
BOUT 

  

Pek OG R 
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AMM E $eeeeeeeooe 

OPERATING SYSTEM PROG 
END TASK sSAVE RETS 

MINT 
IF EGU GOTO TIMER ELAPS SECTION 
IvP OvP MODE FLAG 

    

Ir =VE = I-P MODE 
IF +¥VE = O7P MODE 
SET DATA 
IS O-P RESP EXPECTED 

SOH 7 

PsF:0 ERROR 7 

ACK 
O“P ACK 
SET 30H RECEIVED FLAG 
SET TAP Ce AG 
ERROR COUNT 
60 SET UART TIMER 
60 TO TASK HANDLER 

RIENB 
TRANSMITTER ON 
OUTPUT CHAR 
TRANEMITTER OFF 

SUIHP PROG 
END FLAG 

T TIMER    
 



OCT 20; 1979. 

I7O MODE 
“P MODE 
OvP 
COUNT 

INHIBIT INT RBRL 
60 T UART TIMER 
INHIBIT TIMER INT 

  

SP FLAG 

      

    

OFMODE 

        

    
    

    

   

    

    
    

   

   

GIVE WE NUMBER TO HANDLER 
SO TO PUT IN OP GUEVE 

S0HNO IS 30H FLAS SET 

SET IvP MODE 
OH FLAG 

CLEAR ERROR COUNT 
* 
eoececes INPUT MOTE 

SET TIME IS USED BY IPTASK 
IPMODE. SBZ BRL INT 

EL UART TIMER 
SEZ THA LED See INT 
mov RF HUMBER 
B aNIDOHi WE HANDLER 

OPNAK CI KD MAK 
JEG ft nO NOT ND MAK IF NAK RECEIVED 
BL SPUART 60 PROGRAM UART 
eT R4sNAKD NAK 
CLR Re RESET I-P FLAG 
BL OP OP NAK 

HARKER BL SERROR 60 TO ERROR SECTION 
EBL sHSUTH4 60 ENABLE NSUIHP PROG 
JMP BOUT 

° 
eeeeoe ERROR SECTION 
ERROR INC. R10 ERROR COUNT 

cl F1lo.100 IS THERE 100 ERRORS 
JLT SRETS 

* INDICATE ERROR 
CLR R10 CLEAR ERROR COUNT 
MOY SIOTFsSIOTF IS VDU IN USE 
JNE RETS 
Ut F10;OPERR ERROR O-P ADDRESS 
MOY Rifts d¥VDUOBA 3S ALL VOUDBA 
SETO s#IOTF SET VIU 
SETO #ROMRAM SET NOT MI? 

RETS RT 
° 
PESO SS aot TIMER INTERRUPT SECTION 
TIMELP SBZ IHHIBIT TIMER 

  

   nov Ts I/O MODE 
JEQ 
J5T 
oy GET IPS ADDRESS 

KIEL Mov 
A CAL END 
IMP 

KICCaP Ct GET OPQS. ADDRESS 
jMP 

KILL C IS IT THIS UART IN GQUELIE 
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KILLIT 

OVER 

TES TCP 
JANE 
CLR 

CLRWA CLR 
TONO Moy 

INE 
Mov 
JST 
BL SNSUTH4 
MOY R3sRS 
JHE OPSOH 
EL SPUART 
JMP BOUT 

OPSOHE EBL SERROR 
JMP OPSOH 

* 

FRIDAYs OCT 20s 12 es oo 

IS°1T AT END 

REMOVE FROM QUEUE 

IS NEXT THIS UART 

REMOVE FROM NEXTOP 
TS NEXT THIS UART 

REMOVE FROM NEXTIP 
ET BLIST POINTER 

IS OrP RESPONCE EXPECTED 

  

WAS OP ACTIVE 
60 OP SOH IF YES 
RESET FL 
IS OP SUSPENDED 

  

PRAGRAM UART 

60 TO ERROR SECTION 

seeeeee TET UART TIMER SECTION 
SETIME SBO 13 

LI RS.>FRO0 
LICR R5;3 
SEO 20 
RT 

° 
OPSOH LI R4,SOHD 

BL yop 
SETO Ro 
CLR Ri 
CLR R2 
CLR R3 
CLR R7 
BL 
ELUIP 

  

+ OvP REGQUES 
NEUIHE LIMI 0 

MOY ResRe 
/&@ OPSOH 
SETO R3 
BLWIP SMSTHAL 

* 
eooeeoe TP 

NSUIHS LIMI 
Mov e 
JHE IH2 
BLUP SNETHAL 

  

    
° 
PHOOHHOD PR 

PURRT SEBO 
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sPENDED TEST 

SRAMMING UART 

LDIR SET 
16 MS 

ENABLE TIMER INT 

SOH 

SET _O7P RESP. 
RESET SOH 

oS ee REELS 
77) Qep +7 

fe 170 MODE 

60 TO TASK HANDLER 

IS IT INPUTTING 

O-P SUSPENDED FLAG 
60 TO TASK HANDLER 

  

SECTION 
VILEGE MASK    

ENDED 

; HANDLER 

SECTION 
RESET UART 
SET UART CHAR FORMAT 
LOAD FORMAT 
RESET TIMER



" ~_ oO
 

  

SCRE. TASK NEUIHP 12: FRIDAY: OCT 205 13 

  

    

  

(i RSs,>0010 SET RAT 
212 LOAD UART WITH RATE 

ENABLE INT 

° : 

eereoee ENSELE INT HANDLER SECTION 
NSUIH4 CLR RO OP RESP 

CLR RI 30H 
CLR Re I4P 
CLR R? I-70 MODE 
RT 

° 
POCSEOe FT POOLE POOH P OSH P>E OOOH 

STRR SET TASK ACTIVE NUMEER 

  

TS NO TASK ACTIVE 

IS INPUT TASK ACTIVE 

IS OUTPUT TASK ACTIVE 

  

IS MOCP TASK ACTIVE 
JEQ MTSAVE 
BEC RS IS ¥VDU O-P TASK ACTIVE 
JEG OPSAYE . 
CLR RS IS VDU I4“P TASK ACTIVE 
JNP IP e 

        
INPUT T © RETURNS 

= MO RL HITWPRT I¢P TASK WP RET 
MOY R14;5ITPCRT i7P Fi PC RET 
MOY RIS» PSITSTRT I4P TASK ST RET. 
SETO 9IPTINT Sed Lek, INTERRUPTED FLAG 

  

RT 
E OUTPUT T     RETURNS 

      
      

  

OTSAVE MOV OvP TASK WP RET 
mo’ O/P TASK PC RET 
Nov R O-P TASK ST RET 
SETO SOPTINT SET OVP TASK INTERRUPTED FLAG 
RT : 

* YE MOCP TA RETURNS 
MTSAVE sEMTHMPRT MOCP TASK WP RET 

   SMOCINT 

  

VOU OP TA RETURNS 

        

    

MOY VOU OP RET 
MOY YOU OP C RET 
mov § STR VOU OP RET 
SETO SOP INT SET YDU FLAG 
RT 

Ee YOU 

—& MOY VOU IP RET 

Mov VOU IP RET 

MOY F1SsSIPESTRT “DU I“P RET 
SETO s#IPINT SET VDU I“P TASK INT FLAG     

END 
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NURSE STATION PROCESSOR INPUT TASK 

1. DESCRIPTION 

This prooram has been written as a multi input 

re-entrant task, and is concerned with receiving 

characters from all of the inter-processor 

communicating UARTs. The task has six main sections, 

the first of which is concerned with obtaining the 

workspace area it is to use, which contains the 

required UART CRU base address, and the current state 

of the input communication protocol. The remaining 

five sections are concerned with :- 

(1) Receiving the input instruction. 

(2) Receiving the inverse of the input instruction. 

(3) Receiving input data. 

(4) Receiving the Block Check Character (BCC), and 

(5) Receiving the End of Transmission Character (E0T). 

2. IDENTIFICATION 

SUBROUTINE NAME NSPIT 

PROGRAM MODULE NSPITP 

GENERAL DATA MODULE Gooo90 

GENERAL DATA MODULE Goo1l1o 

GENERAL DATA MODULE GO013D 

Se SIZE 

PROGRAM MODULE 274 Bytes. 

4. CALLS TO SUBROUTINE 

BLUP @NSPITL 

a2 om



CALLS FROM SUBRO Se ROUTINE   

SUBROUTINE NAME NSUTHP 

BL @NSUIH4 

SUBROUTINE NAME NIOQHP 

B @NIOQH3 

INTERNAL DATA TRANSFER 6. 

Re 

6.1. OUTPUT DATA 

The characters received by this task are placed 

in the input files associated with each UART. The 

position of the input file is found by adding 86 

to the address of the workspace pointer being used. 

6.2. ADDITIONAL DATA CHANGES 

Register RO in each of the input/output workspace 

areas is used as a Branch List Pointer, and is set 

to the next address to be used in the list when this 

task is next executed for that UART. 

Having received the characters and placed them 

in an input file the task activates the MOCP task by 

setting flags MOCP and MCPIP, and incrementing the 

MOCP activation counter MOCPSC. 

EXTERNAL DATA CHANGES 

8. 

PERIPHERAL TMS 9902 UART 

7.1.  INPUT/OUTPUT 

The CRU base address of the UART to be used 

is provided in the workspace area register R12 

supplied to the Input Task. 

TIMING 

The execution time of this task is of the order 
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of O.2mS. 

9. AUTHOR 

B.T.V. WARTON. 

10. NOTE 

The file memory structure is an important feature 

of the operation of this program. The input/output file 

structure for each UART is shown below. 

  

  

  

  

  

IOWA 

1/0 
WORKSPACE 

AREA 

TOWA + 32 — — OUTPUT FILE ACTIVE 
FLAG 

OUTPUT t 
FILE 

IOWA + 86 — — INPUT FILE ACTIVE 
FLAG 

INPUT 
FILE     
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GeS.NSPITP 13214214 FRIDA 

  

OCT 20, 1973. 

  

TITL “NURSE STATION PROCE 

    

   

   

     
      

     

   

@ PROGRAMME MODULE IDENT «PROG 
EDT. Pie 

@ TRANSFER TORE OR ENTRIES 
DEF PIT1,OPERYTEs SETIME 

* CHLLED PR AM MODULES 
REF NSUIHPsNIOQHP 
REE oh 

° LINKED SATA 

ss MCPIP 

soeoerereooos PROGRAMM FE teeeceesoosos 
ACKOP oo 
ENG >oso00 

NAKOP 71500    
   SPIT1 DATA 

eT MOY 
JE 

TOls       TART 

  

SO GET NEXT I“P UART. 
IF = 0 50 SET NEXT 

  

   

    

LI GET ADDRESS 
mov MOY ADDRESS TO SETPC 
BLUWIP 3 GET IvP W 

ADDRES TB TEST TIMELP 
JEG TIMER JUMP IF TIME ELAPS 
Lt RisBLIST GET BR LIST ADDRESS 
A ROsR1 CAL BL POINTER 
MOY ¢#R1isR1 GET BRANCH FROM POINTER 
EB oR. BRANCH 

° 
+eoeeeee TP INETRUCTION SECTION 

IPINST STWP Re 

        

   
   

Al Re.36 GET I-vP FILE ADDRESS 
STCR eRe:3 GET INST 
Lr R4, END LOAD ENG CHAR 
BL DOPBYTE O-P EN® 
BL SSETIME 6O SET TIMER 
Cy ROs2 SET BLIST “POINT TO APIAVE 
IMP  GONEXT : 

° 

+eeeoee RECEIVE INY INSTRUCTION 
IPINVI SETO RS MACK RS =-1 

STCR RSs IvP CHAR 
AE eR2sRS ADD INST TO RS 
INC INST+INVINET+1=0 
JNE RS SHOULD FOR CORRECT INST 
Er LOAD ACK 
BL OvP ACK 
EBL 3 GO SET TIMER 
MOVE GET INST IS IT +¥e 

Ge NEGINS 
eT RoOs3 SEL ELST POINT TOOT 
JMP GONEXT 

NEGINS LI Ra:50 LOAD 50 BYTE COUNTER 
CLR RB EB IM 
ir ROs4 SET BLIST POINT TO IPDATA 
JMP GONE 

    

OPNAK LI Ras LOAD NAK 
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SCRe.PROG.S. 

LIMI 
BEL 
CLR 

CHbIP 

> 

  

    

NSPITP 

Qo 
JOPBYTE 

Ro 

    

3:14:14 FRIDAY: OCT 20; 1% 

   

  

; BEFOR LEAVIHG TASK o+ 

  

RI T BLIST POINT 
LOAD Fil WITH RET 
SET WA 
ENAELE INT HANDLER 

STORE CHAR 
BCC SUM 
PUT DATA IN I“P FILE 
LOAD ENS CHAR 

  

OvP EN 
SET SLIMER, 
DEC BYTE COUNT 

SET BLIST POINT TO IPECC 

I“P CHAR 
ARE BCC SAME 

LOAD ACK CHAR 
O“P ACK 
SE] EINER 
SET PEISh POINT TO) IREOT 

4,ENQ 
BYTE 

#SETINE 

EXT 
ROs8 

GONEXT 
+ 
seoeeee IVP ECC % CHECK SECTION 

IPECC STOR RS:8 
CE RS:R3 
JINE 
cr 
BL f & 
BL SETIME 
bY ROs3° 
JMP  GONEXT 

° 
eooneoe T-P 
TREOT) 200) 

Int 
SETO 
CLR 
STuIP 

HERE 

GONEXT Eau 
LUIPT 
SBzZ 
B 

° 
eooooes OP 
OPEYTE 

° 

  

EOT SECTION 
3MoOCP 
SMOCPSC 
SMCPIP 
RO 
RE 
R2s84 
oR2 
R1lsHERE 
Rio 
0 

13 
SNSUIHS 
$ 
NETHAW 
Qo 
SNIOQHS 

CHAR SECTION 

eeoeee TIMELP HANDLER 

TIMER CLR 
cer 
ELLIP 

Ro 
R1lsHERE 
Rig 

  

= 295) = 

STIM MoOcP 
INC MOCP STIM COUNT 
ACTIVATE MOCP TASK 
RESET BLIST 
SAVE UIP 
WE+34=1¢P FILE 
Spore Sila ASTIVE 
Seem ase ly 
GET NEW LP 
eooony BEFOR LEAVINGe+oo 
ENAELE REC INT 
ENABL INT HANDLER 

     

    

HANDLER WP 
RESET T ACTIVE BIT 
GO GET NEXT IP FROM QUEUE 

RIENB 
TRANSMITTER ON 
LOAD UWART 
TRAN OFF 

    

  

RESET BLIST 
TORT IORET, 
ANION I-P 

 



SCR2.PROG.S.N3PITP 13:14:14 FRIDAY, OCT 20) 1978. 

SECTION 
ENABLE WART TIMER 
LOAD FS WITH COUNT 
LOAD WART WITH COUNT 
ENABLE INT 

Soooee 
SETIME 

  

a 

eeooee BRANCH LIST VALUES 

BLIST DATA IPINST: IPINVI:IPDATA: IPECCs IPEOT 

END 
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NURSE STATION PROCESSOR OUTPUT TASK 

1. DESCRIPTION 

This program has been written as a multi output 

re-entrant task, and is concerned with transmitting 

characters via the inter-processor communicating 

UARTs. The task has seven main sections, the first 

of which is concerned with obtaining the workspace 

area it is to use, which contains the UART CRU base 

address required, and the current state of the output 

communication protocol. 

The remaining six sections are concerned with :- 

(1) Transmitting instruction. 

(2) Transmitting inverse of instruction. 

(3) Testing that the 'Acknowledgd! character (ACK) 

is received, and transmission of EOT character. 

(4) Transmitting data. 

(5) Transmitting block check character (BCC). 

(6) Testing that the "Acknowledge" character (ACK) 

is received. 

2. IDENTIFICATION 

SUBROUTINE NAME NSPOT 

PROGRAM MODULE NSPOTP 

GENERAL DATA MODULE GO0130 

Se SIZE 

PROGRAM MODULE 284 Bytes. 
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4. CALLS TO SUBROUTINE 

BLUP @NSPOTL 

S. CALLS FROM SUBROUTINE 

SUBROUTINE NAME NIOQHP 
B @NIOQH4 

SUBROUTINE NAME NSUIHP 
BL @NSUIH4 

SUBROUTINE NAME NSPITP 

BL @0PBYTE 
BL @SETIME 

6. INTERNAL DATA TRANSFERS 

6.1. INPUT DATA 

The characters which are to be transmitted by 

this task are present in the Output files associated 

with each UART. The position of the output file is 

found by adding 34 to the address of the workspace 

pointer being used. 

6.2. ADDITIONAL DATA CHANGES 

Register RO in each of the input/output workspace 

areas is used as a Branch list pointer, and is set 

to the next address to be used in the list, when this 

task is next executed for that UART. 

7. EXTERNAL DATA CHANGES 

PERIPHERAL TMS 9902 UART. 

Tel. INPUT/OUTPUT 

The CRU base address for the UARTs to be used 

is provided in the workspace area register R12 

supplied to the Output Task. 
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8. TIMING 

The execution time of this task is of the 

order of O*°2mS. 

9. AUTHOR 

B.T.V. WARTON. 

10. NOTE 

The file memory structure is an important 

feature of the operation of this program. The input/ 

output file structure for each UART is shown below. 

  

  

  

  

  

IOWA 

1/0 
WORKSPACE 

AREA 

IOWA + 32 — — OUTPUT FILE 
ACTIVE FLAG 

OUTPUT 
FILE 

TOA 4 TSG | INPUT FILE 
ere Se ACTIVE FLAG 

INPUT 
FILE       
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$tre.PROG.S 

  

Pate 
PROGRAMME 

IDT 
* TRANSFER ¥: 

DEF 
* CALLED PROG 

    

NSPOTP 14:38:01 FRIDAY, OCT 20 1 

“NURSE STATION PROCESSOR OP TASK? 
MODULE IDENT <PROG? 
“NSPOTP? 

   AM MODULES 

OR ENTRIES 

  

NSUIH4+sOPEYTEs SETIME 
REF MIOGHPsNSUIHPs»NSPITP 
REF NIOSH4s 

* LINKED DATA MODULES 

        

    

    

     

    

TWPisSETPCL 

RAM M E t¢¢eeeererooe 

GET WP 

GET PG 
SAYE PC 
GET NEW 
TIMELP 
JUMP IF TIMER ELRRST 
GET BRANCH LIST ADDRESS 
CAL BLIST POINTER 
GET BRANCH POINT 

RET 
WP 

  

ERANCH 

SAVE WP 
We +34 =0“P FILE ADDRESS 
GET I In’ FICE 

  

O-P INST 
SET UART TIMER 
SET BLIST POINT TO OPINY¥I 

INVERT INST 
OrP INY INST 
SET TIMER 
SET BLIST POINT TO ACK1 

TAPSRERLY 
IS IT ACK 
JUMP IF NO 
IS INST +VE 
JUMP TO OP DATA 

   

  

eooe MF sEFOR EOT EXIT #eeee 

“EOT CHAR 

eo) 
“ T ELIST POINTER 

SAVE WP 

Peooooveooooes PROG 

EOT Eau >o400 
Eau 
Eau 

NEPOT1 DATA Obs START 
START MOV OP s SSETUPL 

JEG 3T 
LI R? LOCATE 
Nov PsPSETPCL 
ELWP SETUPL 

LOCATE TB 25 
JEQ TIMER 
LI Ris ELIST1I 
A Ro sR 
MOY *R1isR1 
B oR. 

* 
eeeeooe OP INSTRUCTION SECTION 
OPINST STWP Re 

Al R2s34 
MOVE #R2+sR4 
BL SOPEYTE 
EL SSETIME 
LI ROs2 
JMP  oGONEXT 

° 
eeooeos OP INVERSE OF INSTRUCTION 
OPINVI INY Rt 

BL JOPRYTE 
EBL PSETIME 
tal Ros4 
JMP GONEXT 

ea 
PEOSEOD CHECK REPLY IS ACK 
ACK I CR RSs? 

cl Ros ACK 
JHE TRYNAK 
INY R4 
JLT NEGINS 

OPEGT LIMIT 9 
LI R4sE0T 
BL SOPEYTE 
CLR RO 

Re 
2932 
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32 =O-P FILE FLAG WP +



  

   

        

   

  

.N@POTP 14:36:01 FRIDAY? 

        

OcT 20: 

  

RESET OP FILE ACTIVE FLAG 
LOAD Ril RET 
SET NEW bIA 

GO ENABLE INT HANDLER 

FROM OvP TASK TO SUEVE HANDLER 

  

HANDLER WP 
: CTIVE FLAG 

HANIILER 

50 BYTES? 
BYTE COUNTER TO 50 

DATA 
SUM 
EYTE COUNTER 
DATA 
TIMER 
BLIST POINT TO OPDATA 

  

RESET BLIST POINT 
REPLY. NAK 

JUMP IF ND 7 
LOAD Ril RET 
GET NEM bP 
oooM BEFOR EXITeseee 

GET INT HANDLER TO RETX SOH 

      

0H 
O7P 
SEW 
SEX 

30H AGAIN 
TIMER 
RESP FLAG 

LOAD Ri1 RET 

aut “TIME 
ENDED 

  

oR2 
Fils CHWPL 
R10 

CHUP1 EGU & 
EL sNSUIHS 

+ 
OOOOH 
GONEXT 5 

HS THAI 
1 
PNITOGH4 

° 
eeecese OP OF DATA 

HEGINS 

Ly R06 
JMP  GONEXT 

e 
SEOCOS FOR NAK REPLY 
TRY MAK RO 

RSs NAK 
TOUT 
F1lsCHWPE 
R10 

CHUFS o 
SNSUTHS 
R4s> 0100 
SOPBYTE 
aSETIME 
RO 
GONEXT 

* 
@eoeee TIMING OUT ERROR SECTION 

TOUT UI Fills CHIPS 
BLUIP Rid 

CHWS LIMI 0 
BL SNSUITHS 
EL a 

SETO R3 
JMP  GONEXT 

* 
oeoeee OP DATA SECTION 
OPDATA f oRet+sR4+ 

  

Ros 
GONEXT 

  

     

6ET 
BEC 
ovP 
SET 

DATA 
SUM 
DATA 
UART TIMER 

DATA COUNT 

SET BLIST POINT TO OPBCC 

CK CHECK CHARACTER “BCC) SECTION 

R4 GET BCC 

Bi SOPEYTE OvP BCC 

BL SSETIME SET TIMER   
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2.PROG.5 

  

eI 
JP 

RECE 
STCR 

  

eeeoee UART 

TIMER CLR 
et 
BLUIP 

° 
eoooee BR 

ELIST1 DATA 

END 

  

»NSPOTP 14:3 

Ros10 
GONEXT 

IVE ACK 2 
R598 
RSs ACK 
TRYNAK 
DPEOT 

  

TIMER ELAPS 
Ro 
Riis» CHWPe 

  

St01 FRIDAY: OCT 20: 1973. 

SET BLIST POINT TO ACKe 

IvP REPLY 
Is IT ACK 
JUMP IF NOT 

SECTION 
RESET ELIST POINTER 
LOAD Ril RET 

Rio GO O-F SOH AGAIN 

CHL VALUES 
OPI sOPINYIsACK1»OPDATAs OPBCC) ACKe 
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MICRO/OPERATOR COMMUNICATION PACKAGE 

1. DESCRIPTION 

This program is concerned with interpreting 

and/or generating the communication information which 

passes between processors or the operator dedicated 

processor and the operator. for example this task 

will interpret on input instruction from the operator 

(via the VOU), and generate the command to be sent to 

the required patient dedicated processor. 

2. IDENTIFICATION 

SUBROUTINE NAME MOCPT 

PROGRAM MODULE MOCPTP 

GENERAL DATA MODULE GOOo08D 

GENERAL DATA MODULE Gooo9D 

GENERAL DATA MODULE G0012D 

GENERAL DATA MODULE G0014D 

GENERAL DATA MODULE GOO1SD 

PERMANENT DATA MODULE poo008D 

Sou SLZe 

PROGRAM MODULE S82 Bytes. 

4. CALLS TO SUBROUTINE 

BLUP @mocPTl. 

5. CALLS FROM SUBROUTINE 

SUBROUTINE NAME NSUIHP 

8 @NSUIH2 

SUBROUTINE NAME VOUIOP 

BLUP @VDUIO2



SUBROUTINE NAME ASCIIP 

BL @ASCIIL 

SUBROUTINE NAME BIHEXP 

BL 3 @BIHEX1L 

6. INTERNAL DATA TRANSFERS 

6.1. INPUT DATA 

The input data to this program is supplied in 

the VDU input buffer (BUFA) or any of the UART 

input files (IPFI1S, IPFI2S, IPFI3S). 

6.2. OUTPUT DATA 

The output data from this program for the VOU 

is an address where the output to the VOU can be 

found (VDUOBA). The output data to be sent to 

patient processors is placed in the required UART 

output files (OPFIL1 etc.). 

6.3. ADDITIONAL DATA CHANGES 

The software flags which may be changed by 

the operation of this program are += 

MCPIP, IPSF, MOSPSC, MOCP, ROMRAM, IOTF, 

OPFIL1, IPFIL1, IPFIL2, IPFIL3. 

7. TIMING 

The execution time of this program is dependent 

on the input instruction which it has received. 

8. AUTHOR 

B.T.V. WARTON. 
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2.TASK.S.MDCPTP 1523      243 FRIDAY: OCT 20; 1978. 

TITL “MICRO“OPERATOR COMMUNICATION PACKAGE’ 
* PROGRAMME MODULE IDENT <T 

IIT °M 
ER VECTORS OF ENTRIES 

DEF MOCPTI 
¢ CALLED PROGRAM MODULES 

    

    ¢ TRA 

                

   
   

  

REF CIIP»BIHEXP 

REF I1;BIHE®1 

LINKED DATA MODUL 

REF IN1SDsPooosD 

REF 

REF 12, OPM3: OPM4 

REF PM1i:OFM12 

REF OPT. 

REF OPROMs OPPAMs M1 sMDF11NDFE sNIFZ2sNPRsMPR1 

REF NMF1sNMF1l»NMPesNMFe2:PRsPS 

REF IPRILIsIPRELS 
1REF IPFILE:1IPFIeS$ 
REF IPFILS;IFFISS 

_RORG 
PSEG 

eoeceooseoeoe PRO GRAMM E seoeoreseooos     

          

MOCPT1 DATA MOCPTHs START 
START MOY SIMCPIP,RO IS IT MICRD TO MICRO 1-P 

JLT MINPLUT 
TESTIP ABS SIPSF IS IT OPERATOR IvP 

JLT DINPUT 
CLR SMOCPSC CLEAR MOCP STIM COUNT 
cLR sMocP CLEAR MOCP ACTIVE FLAG 
RTWP 

> 

eeeeos MICRD TO MICRO COMMUNICATION INTERPRETER 
MINPUT MOY @IPFILisRO IS IP FILE 1 ACTIVE 

JLT  IPAL 
MOY SIPFIL2sRO IS IvP FILE 2 ACTIVE 
JLT IPRe 
MOY 9IPFILZ.R0 1S I/P FILE 3 ACTIVE 
JLT IPAS 

*@ EXTEND THIS IF MORE IvP FILES AVAILABLE 
od 

CLR SINCPIP 
IMP TESTIP 

ad 

eeeeee GET FILE ADDRESS SECTION 
IPAL LI RisIPFIIS SET START OF IP FILE 

EL SDECOLE TECODE M 
CLR SIPFIL1 CLEAR IPFIL1 FLAG 
JMP OUT 

IPA2 LI Ris IPFI2S GET START OF IvP FILE 
BL s#DECONE TECODE MESSAGE 
CLR SIPFIL2 CLEAR IPFIL2 FLAG 
JMP OUT 

IPAS LI Ris IPFI3S GET START OF IP FILE 
BL  sDECODE DECODE ME 
CLR SIPFILS CLEAR IPFIL3 FLAG 
JMP OUT 

* EXTEND THIS IF MORE IvP FILES AVAILABLE 
> 

eeeeee OPERATOR IvP INTERPRETER 
DINPUT LI R7»BUFA GET YIU BUFFER 
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ERRORM 

POSTED 
OUT 

AGAIN 
> 
$OPOOe 

DOSM 

WAL 

SOOO Oe 

DSTIM 

BRANCH 
° 

DOEM 

DocM 

TOPR 

  

3 
JEa DOSM 
c DEM: ORF 
JEG DOEM 

  

   
ERROR! 
woe 

  

aMoce 

  

MICRO TO MICRO MESSA 
INCT R7 
BL WHICH 
Cr Rés> S000 
MOVE Ros oRS 
er Figs DSTIM 

Ro 
STIM TEST 

      

MOCPSC 
JHE BRANCH 
CLR 9MOcP 
CLR SMCPIP 
B eNSUTHE 

INCT R7 
EL WHICH 
tes Res? S300 
MOVE Rés +f 
er RidsDSTIM 
BLWP RD 

  

INCT R? 
BL SWHICHU 

    

BLUIP 

FROM PROGRAMME IF 

SE 

FRIDAY, OCT 20> 1973. 

IS IT START MONITORING 

END MONITORING 7 

CONTINUE MONITORING 

PULSE RATE 

PATIENT STATUS 

  

ERROR 

   
NO STIM TION 
DEC MOCP IM COUNT 
JUMP IF NOT = 0 
RESET MICRO IP FLAG 
RESET MOCP ACTIVE FLAG 
RETURN TO TA HANDLER 
GET MOCP STIM COUNT 
PSclT = t 
JUMP IF NO 
IS OPERATOR FLAG SET 
JUMP EF IRSE +E 
FE T MICRO I-P FLAG 
GO TO START OF THIS TASK 

      

GENERATION SECTION 
POINT R? TO NEXT WORD IN BUFA 
6D FIND WHICH FATIENT UART 
>S0=EYTE CODE FOR START MONITOR 
PUTSLN O7P ILE 
SET R10 FOR RET 
GET IHWA REQUIRED 

  

    

DEC MOCP STIM COUNT 

DEACTIVATE TASK 
MCP I’P FLAG 
60 TO NSUIHP TO ACTIVATE OP FROM UA 

POINT TO NEXT WORD IN BUFA 
WHICH PATIENT 

ND MONITORING 
s IN OP FILE 
SET R10 TO RET 

  

INC BUFA POINTER 
PATIENT 

ONTINUE MONITORING 

SAVE IN O”P FILE 
SET R10 TO RET 

  

INC BUFA POINTER 
PATIENT 

  

PUT IN FILE 
SET Rio TO RET 
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° 

LOPS 

ad 

POCHOO 

DECOUE 

SeETC 

MOM 

MONOK 

MONFAT 

EMIMP 

COMMON 

ERM 

ALRENO 

HOTMON 
STIMGO 

SCR2. TASK. S.MOCPTP 

THEY Re 
BL WHICH 
LI o 

MOVE 
ae Figs DSTIM 
BLUP RD 

MICRO TO MICRO MESSAGE 

Eau & 
MOY Rii:Rk12 
Ler 2S: IPLIST 
CE ehSt+:¢R1 
JEG MON 
CE eRS+seR1 
JEQ MONOK 
CB ehS+t; oR1 
JEG MONFAI 
CEB eh5+:¢R1 
JEG ENJIMP 
CB eRS+s RL 
JEG CONMON 
CE ehS+s¢R1 
JEG ERM 
CE eRSts Rt 

JEG ALREMO 
CE eRS+soR1 
JE@ NOTMON 
CE oRS+s¢R1 
JEG DIAG 
CE eRStseR1 
JEG PRD 
CE +R5+seR1 
JEQ PSD 
¢ INSERT MORE COMMANDS 
B oR1e 
LI Res OPM1 
JIMP  STIMGO 
ea Res OPMe2 
JMP  STIMGO 
Le Fe; 0FM3 
JMP  STIMGO 
Ed Re, OPM4 
IMP STIMGO 
tk ¢2s OF 
JMP  STIMGO 
Lt re: OPMS 
JMP INGO 
EF sOFMS 
JMP  STIM6O 
LI ke,OPM? 
BL 3 DUOP. 
EB eh1e 

* 
POCO 

DIAG 

      

  

    

  

   

  

  

15: FRIDAY: OCT 20s 1979. 

INC BUFA POINTER 
WHICH PATIENT 

CODE 
EOIN) O7P UP IGe 

T R10 TO RET 

  

   

  

DECODER 

SEP OOST 

GET ADDR 

  

RET teeereroe 

OF COMMAND STRING 

  

JUMP IF MONITORING COMMAND 

MONITOR OK 

MONITOR FAIL 

MONITOR END 

CONTINUING MONITORING 

ERROR MESSAGE 

ALREADY MONITORING 

HOT MONITORING 

DIAGNOSIS 

PULSE RATE DATA 

PATIENT STATUS DATA 
HERE AS REQUIRED 
RET USING VED RET 
MONITORING 

  

   

MONITOR START UP OK 

MOM $.U FAIL 

END OF MONITORING 

CONTINUE MON 

ERROR MESSAGE 

ALREADY MON MESSAGE 

NOT MOM 

RET USING SAVED RET 

PROCESSING OF DIAGNOSIS DATA 

  

   
INCT Ril INC FILE POINTER 

MOY ¢Ri+soNDF 1 DF 1 

MOY ¢Fi+soNDFe WE DFe 

  

BL #EIHEM1 60 TO BINARY TO HEX 
DATA NDF1sNDF11,NIFe,NDFee 

  

CONVERTER 
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SCR2. TRS »MBCPTP 3 FRIDAY: OCT 20, 1978. 

DATA >FFFF END ave DRER MARKER 
LT OFM1O 
133 MOF L 
EL aMVOUOP 

B eR12 

  

FULSE RATE DATA 
INC FILE POINTER 
SET PR DATA 
60 TO BINARY TO 

  

iz PULSE RATE 
ET R3sNPRL 
JMP  STINRR 

    

    

° 
eeeeee PROCE NG OF PATIENT STAT DATA 
PSD INCT R ' INC FILE POINTER 

MOV FR 1+sa!INPR SET PULSE RATE DATA 
MOY #R1+sSNDF1 GET 3 WORD 1 

  

MOV *#Ri+ssNDFe GET DIAGNOSI: WORD 2 
MOV Rit: SHMF1 GET MONITORING WORD 1 
MOY @Fi+saInnFe SET MONITORING WORD 2 
EL DEIHEML 50 TO BINARY TO HEX CONVERTER 

  

DATA MPRsNPR1sNDF1sNDFI1sNnFesHDre2 
DATA NMFisHMF 11> NMFesNMPoes >F FFP 
LI t2sOPM11 
LI RSsNDF11 

STIMRR EL anvOUOP 
EB eR12 

  

OEE 
° 
eooeoe VOU NOT R 

    

MRAM MIX OUTPUT 
VOUOP MOY Res WOBA GIVE OUT PUT ADDRESS TO VOU PROG 

SETO sRONRAM NOT MIXED 
BLWP ayvDUIOe 60 DIRECT TO YOU TASK 
RT 

° 
eoooee VT ROM-RAM MIXED O-P 
MYDUDP MOY 2: s'0PROM     SET PROM RESIDENT TEXT ADDRESS           

      

  

Nov SET RAM RESIDENT TEXT ADDRESS 
AES MINED DATA 
EBLUWIP 3 ADUIO2 60 DIRECT TO ¥DU TASK 
RT 

° 

eeeeeo WHICH UART SECTION 
WHICH oP? s SHEXONE IS IT PATIENT ONE 

JEG UARTL 
* INSERT PROGRAM HERE AS MORE PATIENT PROCESSORS 
* BECOME AVAILABLE 

E JERRORM 

   
   

URRT 2 LE OPFIL1 LOAD RS WITH OPFIL1 ADDRESS 
MOV ¢FRSsR0 IS O/P FILE ACTIVE 

FILEOK 
  

OFM? TELL OPERATOR OP ACTIVE 
    IMN50 OfP ME E 
SOUT 

FILEOK eRS+ SET OPFILE ACTIVE 
Rs THWAL LOAD Rk? WITH IHWAL TO BE USED 
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BINARY TO HEX CONVERTER 

1. DESCRIPTION 

This program is concerned with converting a 

16 bit binary word into the four ASCII character 

hexadecimal value of the word, needed for later 

transmission to a VOU terminal. 

2. IDENTIFICATION 

SUBROUTINE NAME BIHEX 

PROGRAM MODULE BIHEXP 

PERMANENT DATA MODULE POOO8D 

Soo SLE 

PROGRAM MODULE 64 Bytes. 

4. CALLS TO SUBROUTINE oe 

BL @BIHEX1 

S. INTERNAL DATA TRANSFERS 2: ee 

5.1. INPUT DATA 2S 

The input data for this subroutine is supplied 

after the BL @BIHEX1 statement by using the following 

statement, 

DATA ay (Dy ages EEE 

where a = address of word to be converted 

b = address where results are to be saved, and 

cath ak = end of data marker. 
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5.2. OUTPUT DATA 

As stated above, the output results from this 

program are saved at the addresses specified by 

"b" words in the input data format. 

5.3. ADDITIONAL DATA CHANGES 

The last character of each of the group of 

4 hexadecimal characters is made negative as an 

end of string indicator. 

This program makes use of register R2, R3, R4, 

RS and Rll in the currently active workspace area. 

6. TIMING 

The executing time of this program is dependent 

on the number of words to be converted. 

7. AUTHOR 

B.T.V. WARTON. 
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TET 
® PROGRAMME 

10T 
* TRANSFER 

DEF 
@ LINKED DATA MODULES 

REF 
REF 
RORG 
PSEG 

oeeereroe P 

BIHEX1 MOM 
Cl 
JEG 
mov 
CLR 
MoV 

BYTE MOVE 
SRL 
Al 
MOVE 
MOVE 
ANDI 
SRL 
Al 
nov 
INCT 
cl 
JEQ 
SUPE 
AMP 

NEG DEC 
CLR 

OVER 

VECTO 

  

* BINARY TO HEY 

FRIDAYs OCT 20s 1973. 

CONVERTER ” 
MODULE IDENT ¢TASK> 
“BIH 

  

   
BIH 

Pooosh 
RECDAT 

  

OR ENTRIES 

PROGRAMM E e¢¢eeeororoos 

*h11t+sRe 
Res >PFFF 
OVER 
@R2sR2 
R3 
*R1il+sR4 
R2:R5 
R5:12 
RSs ASCUAT 
oRSs oR4+ 
Re-RS 
RSs>0F06 
RSs3 
R5S:ASCDAT 
*hS: eR 4+ 
R3 
R3°4 
NEG 
Re 
BYTE 
R4 
Re 

$ @R4sR2 
Re 
fs ORF 
BIHEX1 

= S1L 

IS IT END OF DATA 

GET DATA 
COUNT 
GET ADDR TO PUT DATA 
GET FIRST BYTE OF WORD 

:I1G 4 BITS 
: COAT ADDRESS 

SAVE DATA 
GET FIRST BYTE AGAIN 
GET LS 4BITS MS BYTE 
MAKE INTO WORD 

    

SAVE DATA 
COUNT 
IS WORD CONVERTED 

SWAP EYTE IN CONYERTION WORD 

BACK 1 CHAR 

GET CHAR 
MACK -VE 
RET CHAR



BINARY TO ASCII DECIMAL 

2. DOfSCRTP TION 

This program is concerned with converting a 

16 bit word into the ASCII characters required to 

display the decimal value of the word on a VDU. 

2. IDENTIFICATION 

SUBROUTINE NAME ASCII 

PROGRAM MODULE ASCIIP 

PERMANENT DATA MODULE pOO08D 

Seu SiZE 

PROGRAM MODULE 100 Bytes. 

4. CALLS TO SUBROUTINE 

BL @ASCIIL 

5. INTERNAL DATA TRANSFERS 

Sl. INPUT DATA 

The input data for this subroutine is supplied 

after the BL @ASCII1 statement by using the following 

statement, 

DATA ay by ay by... >FFFF 

where a = address of word to be converted 

b = address where results are to be saved 

and >FFFF = end of data marker. 

5.2. OUTPUT DATA 

As stated above the output results from this 
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program are stored at the address specified by the 

"bl yords in the input data format. 

5.3. ADDITIONAL DATA CHANGES 

The last ASCII character expressing the value of 

the word converted, is made negative as an end of 

string indicator. 

This program makes use of registers R4, RS, R7, 

RB, RI and R1l in the currently active workspace 

areas 

6. TIMING 

The executing time of this program is dependent 

on the number of words to be converted. 

7. AUTHOR 

B.T.V. WARTON. 
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SCRE.T 

TITL 

* PROGRAMME 

1nT 
* TRANSFER 

TER 
* LINKED DA 

REF 
REF 

PHOHOSEO OOD 

ASCII MOV 

NEXTY CLR 
Mov 
cl 
JEG 
NOY 

Mov 
AES 
AGT 
JEO 
MOVE 
SMP 

    

DOSPAC 
TonIY DI¥ 

CLR 

  

OVER! £&F 
TZERO 

ie 

CONTA 

  

MOVE: 

ASELIP ots 

      

   

    

    

  

$. FRIDAY 

    

HET Ces Sie ru) ~ oo
 

    

* BINARY TO A i 

MO — IDENT 

“A TRe 
VECTO OF ENTRIES 

A 

TA MODULES 

SPACE s THOU, HUNDs TENs ASCNUM 

PROGRAMME PHOSSSOSOPEOOOD 

F1llsR3 SAVE DATA ADDRESS 

R4+ 
eRS+s RS GET DATA ADDRESS 

RS: >FFFF IS IT END OF DATA 

OVERI 
eRSts RO GET DATA RET 

oRSRS GET DATA 

RS PSG NES 

DOSPAC 

DOsPAC 

SMINUSs R2+ O-P MINUS 

DoODIv 

PACE: ¢RO+ INSERT A SPACE 

STHOU: R4 R4-1000 

RF ZERD P FLAG 

STZERD GO TEST FOR ZERO 

SHUNDs R4+ R4-100 

sTZERO 6D TEST FOR ZERO 

STEMS RS R4-10 

STZERD 60 TEST FOR ZERO 

i R5+330 
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MAKE LAST CHAR -VE 
SAVE 

RETURN 
TEST FLAG 

TEST R4 

INSERT A SPACE 

SET FLAG 
R44+>30 

SAVE 
RESET R4



VDU_INPUT/OUTPUT PROGRAM 

1. DESCRIPTION 

This is the lowest priority level task in the 

operator dedicated processor system. If the system has 

no other tasks active, control is passed to the 

VDU input routine. The output routine of the VOU 

program can be entered in two ways. The first is 

by activating the output routine as a task, which 

will be scheduled by the task handler program. 

The second method is direct entry to the VOU output 

routine, as is sometimes performed by the MOCcP task. 

The second method is quicker, and does not require 

the de-activation of the MOCP task before the VDU 

output routine will run. 

2. IDENTIFICATION 

SUBROUTINE NAME VDUIO 

PROGRAM MODULE vOUIOP 

GENERAL DATA MODULE cooo0sD 

GENERAL DATA MODULE GO013D 

PERMANENT DATA MODULE PO007D 

Os ShZE 

PROGRAM MODULE 248 Bytes. 

4. CALLS TO SUBROUTINE 

BLWP @VDUIOL 

BLWP @VDUIO2 

BLWP @INPUT 
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Se INTERNAL DATA TRANSFERS 

S.1. INPUT DATA 

The input data to this program is the address 

where the output string of characters can be 

found, plus software flags indicating if the 

characters are in both ROM and RAM memory (flag 

ROMRAM). If the output string is resident in only 

RAM or ROM the address is supplied in location 

VDUOBA. If both types of memory contain the output 

string, the addresses of their locations are given 

at locations OPROM and OPRAM. 

5.2. OUTPUT DATA 

The characters received from the VOU are stored 

in buffer BUFA. 

5.3. ADDITIONAL DATA CHANGES 

On leaving this program, the task active flag 

IOTF is reset. 

EXTERNAL DATA TRANSFERS 6. 

PERIPHERAL VOU 

6.1. INPUT 

CRU BASE > 1000 

TMS 9902 UART used in interface. 

6.2. OUTPUT 

AS ABOVE. 

Te TIMING 

The execution time of this program is dependent on 

the length of the character string to be output. 

8. AUTHOR B.T.V. WARTON. 
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SCRe. PROG. 5. YDUIOP 

* LINKED DATA MODUL 

* TRANSFER VECTORS 

16:22:27 

sie GR Ooms Ia aa 

IDT “¥DUTOP* 
OR ENTRIES 

DEF VOUIOLs    

  

    

  

        

   

      

REF GOH15D 
REF YWDUIO 
REF 
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PERMANENT DATA MODULE PO0070 

1. DESCRIPTION 

This data module contains VOU, UART programming 

data and control characters. 

2. IDENTIFICATION 

PERMANENT DATA MODULE P00070 

Biss Sore 

10 BYTES. 

4. AUTHOR 

B.T.V. WARTON. 
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PERMANENT DATA MODULE  POO08D 

1. DESCRIPTION 

This data module contains lists of allowed 

operator input instructions, inter-processor 

instructions, and a list of output messages for 

the VOU. 

2. IDENTIFICATION 

PERMANENT DATA MOOULE pooosp 

Se obeu 

440 BYTES. 

4. AUTHOR 

B.T.V. WARTON. 
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GENERAL DATA MODULE GO009D 

1.  OESCRIPTION 

This data module must be the first in RAM as 

it contains the label RAM used by the initialisation 

program (NSPIOP). It contains the Task Handler 

workspace area, the stack of storage locations for 

return vectors and task active flags. 

2. IDENTIFICATION 

GENERAL DATA MODULE GO009D 

Sen SUZe 

CLASS TWO : 74 ‘BYTES. 

4. AUTHOR 

B.T.V. WARTON. 
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GENERAL DATA MODULE GOO100 

1. DESCRIPTION 

This data module contains software flags which 

must be initialised to +l or -l, at system start up 

time. 

2. IDENTIFICATION 

GENERAL DATA MODULE Goo10D 

Siu SEZE 

CLASS TWO : 14 BYTES. 

4. AUTHOR 

B.T.V. WARTON. 
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GENERAL DATA MOOULE GO011D 

1. DESCRIPTION 

This data module contains the Queue Handler 

program workspace area, input and output queues etc. 

2. IDENTIFICATION 

GENERAL DATA MODULE Goollo. 

Seo SIZE 

CLASS TWO : (2 (BYTES. 

4. AUTHOR 

B.T.V. WARTON. 
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GENERAL DATA MODULE GO012D0 

1. OESCRIPTION 

This data module contains the Interrupt Handler 

workspace areas, Input/Output workspace areas, and 

input and output files, necessary for the number of 

inter-processor communications UARTs connected to 

the system (in this case 3). 

2. IDENTIFICATION 

GENERAL DATA MODULE G0012D 

3. SIZE 

CLASS TWO : S04 BYTES. 

4. AUTHOR 

B.T.V. WARTON. 
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GENERAL DATA MODULE GO0130 

1. DESCRIPTION 

This data module contains the Input/Output 

task workspace area, and the locations used by 

these tasks when swopping to new workspace areas. 

2. IDENTIFICATION 

GENERAL DATA MODULE G00130 

Sete SELLE 

CLASS TWO : 40 BYTES. 

4. AUTHOR 

B.T.V. WARTON. 
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GENERAL DATA MODULE GO014D0 

1. DESCRIPTION 

This data module contains the MOCP workspace 

area, and the locations used by the MOCP task to 

store received data. 

2. IDENTIFICATION 

GENERAL DATA MODULE G0014D0 

Sie SEZE 

CLASS TWO : 63 BYTES. 

4. AUTHOR 

B.T.V. WARTON. 
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GENERAL DATA MODULE GO015D 

1. DESCRIPTION 

This data module contains VDU workspace areas 

and buffers. 

This must be the last data module in RAM as 

it contains the RAMEND label used by the system 

initialisation task. 

2. IDENTIFICATION 

GENERAL DATA MODULE GOO15D 

Seo Ole 

CLASS TWO =: 192 Bytes. 

4. AUTHOR 

B.T.V. WARTON. 
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APPENDIX Es PUBLISHED WORK 

A DISTRIBUTED MICROPROCESSOR SYSTEM FOR THE DETECTION AND DIAGNOSIS OF 

CARDIAC ARRHYTHMIAS 

H. A. Barker, TD, BSc, PhD, AFIMA, MInstMC, CEng, FIEE* 

B. T. V. Warton, MSc, AMIEE* 

Summary 

The paper describes a system for the real-time monitoring of patients in 

coronary care units. A distributed approach allows the allocation of a” 

microprocessor to each patient for the purposes of electrocardiogram 

analysis, The functions performed by these microprocessors include digital 

filtering of the electrocardiogram, detection and measurement of each 

heart beat complex, and diagnosis of arrhythmias by decision tables. The 

patient-connected microprocessor systems may be operated as stand-alone 

units, or may be connected to a further microprocessor system for the 

centralisation of information storage and display and operator control of 

the distributed system. i 

1. Introduction 

In coronary care units (CCUs), the patients' heart rhythms are the principal 

indicators of their state of health. The detection and diagnosis of 

abnormalities in these rhythms, commonly known as arrhythmias, are therefore 

of prime importance in such units. 

The most common method for measuring heart rhythms is by amplification of 

the small potential differences associated with heart action, which occur 

on the surface of the chest, to provide electrical signals in the form of 

electrocardiograms (ECGs). In the past, conventional computers have been 

used to assist in the detection and diagnosis of arrhythmias in ECG data 

(vef. 1-8). The high cost of on-line systems for this purpose, however, 

has precluded their widespread use in CCUs. 

The advent of the microprocessor has now provided the possibility of 

providing a cheaper and more flexible system, not only by a direct 

reduction in the cost of information processing, but also by the concomitant 

possibility of distributing this processing throughout the system. The 

design and development of such a system is described here. Its object is to 

exploit the advantages which microprocessors can provide, and its results 

should benefit those whose dependence on the system may be literally a 

matter of life or death. 

2. Analysis of system function 

The overall function of the system may be sub-divided into a number of 

distinctly different types of function, broadly classified as follows: 

Signal acquisition: this function is concerned with the generation of 

a primary ECG signal (Fig. 1), by amplifying the chest electrode potentials. 

It is a function which is performed satisfactorily by analogue equipment in 

common 'bedside' use in CCUs, and will not be considered in detail here. 

Signal conditioning: this function is concerned with the processing of 

a primary ECG signal, to obtain a conditioned signal (Fig. 1) from which 

measurements may be taken with an appropriate degree of confidence. The 

advantages of digital methods for this purpose are such that this function 

is best performed by a microprocessor, and the approach adopted here is 

described in Section 4.1. 
  

* Department of Electrical Engineering, University of Aston in Birmingham 

Published in IERE Conference Proceedings No. 41. Conference on 
Microprocessors in Automation and Communications, University of Kent 
at Canterbury, September 1978. 
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Signal monitoring: this function is concerned with the extraction of 

parameter measurements from a conditioned ECG signal. Attention here is 

focussed principally on the length of the R-R interval and the width of 

the QRS complex (Fig. 2), as described in Section 4.2. 

Diagnosis: this function is concerned with the assessment of results 

obtained by monitoring. A decision table approach is used here, as 

described in Section 4.3. 

Display: this function is concerned with the presentation of 

information, such as ECG data, parameter values, diagnoses and trends, to 

an operator. 
Storage: this function is concerned with the retention of information 

concerned with display, using appropriate media. 

In addition to these specific functions, the general functions of 

communication and control are pervasive throughout the system. 

3. System structure 

In order to determine a suitable structure for the system, it is necessary 

to examine the functions ‘outlined in Section 2, and the information flows 

between them, as shown in Fig. 3. Only the signal acquisition function is 

of necessity distributed in the system, since this must be allocated on a 

one-per-patient basis. The remaining functions may be structured as 

required. Since the highest rates of data transfer occur permanently 

between the signal acquisition, conditioning and monitoring functions, the 

greatest benefits of distributed processing are obtained if each of these 

functions is allocated on a one-per-patient basis, and this arrangement is 

therefore adopted as the foundation of the system structure. 

Within this arrangement, the allocation of processors to functions, or 

vice-versa, is not a procedure capable of simple or precise quantification. 

Some indication of an appropriate form of solution may however be obtained 

by assessing the degree of utilisation of a typical modern microprocessor 

in the performance of each function. With this approach, a particularly 

simple form of solution is obtained because the assessments show that, for 

a single patient, total performance of all the functions shown in Fig. 3 is 

well within the capability of a TMS 9900 16-bit microprocessor. These 

considerations therefore indicate that a system completely distributed on 

the basis of one such processor per patient is the most suitable structure 

for this application. 

A structure in which all functions are distributed on a one-per-patient 

basis has the obvious advantage of flexibility, and for this reason each 

processor in the system is provided with the capability of operating in a 

stand-alone mode. There are, however, other factors which militate against 

complete distribution of the display and storage functions; these include 

the cost of peripheral devices associated with these functions and the 

management requirement for centralisation of the facilities which these 

functions provide. 

In the final system structure, therefore, all functions, except those 

concerned with centralised display and storage, are distributed to patient- 

dedicated processor systems. These systems, although capable of stand- 

alone operation if required, normally perform only those functions upto and 

including diagnosis, and the information obtained from their operation is 

communicated to the centralised display and storage facilities under the 

control of an operator-dedicated processor system(Fig. 4). 
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4, Patient-dedicated processor system design 
  

Each patient-dedicated processor system performs the functions of signal 
conditioning, monitoring, diagnosis and communication, under the control 
of an operating system in the form of a real-time scheduler, The only 

function in any way dependent on the structure of the remainder of the 
system is that of communication; this is normally concerned with inter- 

processor communication, but must be concerned with operator communication 
when in the stand-alone mode. 

4.1 Signal conditioning 

The purpose of signal conditioning is to improve the consistency of 
subsequent signal monitoring, by the removal of very low frequency 
components (d.c. and base-line drift), and the reduction of intermittent 
high frequency components (artifact), from the primary ECG signal. A 
sketch of the normal ECG spectrum, as obtained by Golden et. al. (ref. 9) 
is shown in Fig. 5S. 

The required signal conditioning is accomplished by an adaptive digital 
filtering algorithm, applied to samples of the primary ECG signal which 
are obtained, as recommended by Wartak et. al. (ref. 10), at a rate of 
250 Hz with 8-bit resolution. A block diagram of the digital filter is 

shown in Fig. 6. The d.c. and base-line drift is removed by a second-order 
high-pass filter with 0.5 Hz cut-off frequency, and the artifact is 

reduced by an adaptive arrangement in which the parameter settings have 
been determined experimentally. The presence of artifact is detected when 
the output of a second-order high-pass filter with 60 Hz cut-off frequency 
exceeds a threshold, in which case the output of a second-order low-pass 
filter with 25 Hz cut-off frequency is used in preference to an unfiltered 
signal. This approach allows the detection of artifact to be indicated 
(Fig. 1) through the diagnosis function to the operator, to show in a 
simple fashion that a temporary decrease in diagnosis confidence might be 
expected. 

The delays of N and n samples, shown in Fig. 6, are chosen to equalise the 
total delays through the 25 Hz low-pass filter and the direct path, and 
also to ensure that the filtered signal is introduced just prior to the 
occurence of the artifact to be reduced. The delayed hold ensures that the 

low-pass filter remains in continuous operation when rapid bursts of 
artifact are present. The filtering algorithm execution time is 1 ms, 
which is well within the 4 ms sampling period. A short execution time, 
together with a relatively simple programme, are due mainly to the 
availability of a single instruction for a 16-bit multiplication operation 

with the TMS 99300 microprocessor. 

4.2 Monitoring 

Measurements are performed on the conditioned ECG signal after the 
detection of each QRS complex (Fig. 2), which is accomplished by a delayed- 
difference threshold method. A signal is obtained as the difference 
between samples which are separated by 6 sample periods (24 ms), and 
compared with a threshold which is 60% of the average minimal negative 

value of the signal (Fig. 7), as suggested by Van Eyll et.al. (ref. 11). 
The measurements which are then performed are those necessary for the 
subsequent diagnosis of certain arrhythmias, using the method of Rabin 
et.al. (ref. 8). Although their particular approach has been adopted here, 

the scope of the measurements could easily be extended to provide the data 

for any diagnostic method. ¥ 

In this case, the primary measurements are the length of the R-R interval 

and the width of the QRS complex (Fig. 2). The R-R interval length is 

co sed with the average R-R interval, relative to which it is classified 
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as normal (N), short ($) or long (L). Normal R-R interval lengths are 

used to update the R-R interval average, which is compared with standard 

intervals corresponding to various pulse rates. The QRS complex width is 

compared with a standard interval of 120 ms, relative to which it is 

classified as wide (WQRS) or normal. 

The measurements are used, together with previous measurements, in a number 

of tests, as shown in Table 1. Each test has either a true or false 

result, corresponding to which bits are set or reset in two 16-bit words 

for subsequent use in the diagnosis function. A shorthand notation is used 

to specify certain sequence tests; for example, a sequence consisting of 

an R-R interval which is short, followed by a QRS complex which is wide, 

followed by an R-R_interval which is not short, all repeated 4 times, is 

written 4[S>wQRS?S]. 

4,3 Diagnosis 

Diagnosis is concerned with the recognition of specific arrhythmia 

conditions from the bit patterns of the words obtained by monitoring. The 

approach adopted here is to use decision tables (ref. 12), and an example 

of one of the tables used is shown in Table 2. The actual testing of bit 

patterns in a word is very simple with the TMS 9900 microprocessor, 

because of the availability of a single instruction (COC) for testing a 

word for a pattern of bits required to be set, and a single instruction 

(CZC) for testing a word for a pattern of bits required to be reset. To 

diagnose Bradycardia, a slow pulse rate condition, for example, the 

decision table in Table 2 defines the pattern required and it is only 

necessary to compare the first monitored word in Table 1 with C0,¢, using 

the COC instruction, and with 3F,,, using the CZC instruction, and if both 

tests are satisfied the diagnosis is established. On completion of a 

diagnosis such as this, other decision tables are then used to test for 

other possible diagnoses. 

4.4 Communication 

The communication function is concerned with the transfer of the 

information shown in Fig. 3, either to the operator-dedicated processor 

system in normal operation, or to the display and storage facilities 

directly in the stand-alone mode. In both cases an asynchronous serial 

data channel is used, and the receiver-transmitter is implemented by a 

dedicated TMS 9902 asynchronous communications controller specifically 

designed for use with the TMS 9900 microprocessor. 

4.5 Control 

All patient-dedicated functions operate under the control of a real-time 

scheduler, The operating priority of a function is the inverse of its 

position in the system hierarchy, and the signal conditioning function, 

which occupies the lowest position in the system hierarchy, therefore has 

the highest operating priority. This function is activated by an interrupt 

from the analogue-digital converter as each ECG sample is obtained, and 

each remaining function is then activated by the next highest priority 

function as the data flows through the system (Fig. 8). The real-time 

scheduler, however, suspends the operation of lower priority functions 

when a higher priority function is active, so each higher priority 

function is allowed to run to completion before the lower priority 

function is commenced. 
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8 
A QRS COMPLEX HAS OCCURRED DURING THE LAST 6 SECONDS 9 
CURRENT R-R INTERVAL IS NOT LESS THAN TWICE THE AVERAGE 10 
CURRENT R-R INTERVAL IS LONG ul 
CURRENT R-R INTERVAL IS SHORT 12 
CURRENT QRS COMPLEX IS WIDE 13 
MORE THAN 82% OF PREVIOUS QRS COMPLEXES ARE WIDE 14 

15 

WORD 2 
ee SET BIT 

a SEQUENCE 4[s>S] HAS OCCURRED ° 
A SEQUENCE 4[s>wQRS?S] HAS OCCURRED 1 
A SEQUENCE. 4[S+S>N] HAS OCCURRED 2 
A SEQUENCE 4[S*WQRS*S?N] © HAS OCCURRED 3 
A SEQUENCE  $+S?S HAS OCCURRED 4 
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A SEQUENCE $*SeL HAS OCCURRED 7 
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15 
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TABLE 2. EXAMPLE OF DECISION TABLE DIAGNOSIS 
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5. Operator-dedicated processor system design 
  

When the display and storage functions are centralised, an operator- 
dedicated processor system is required to act as a centre for 
communication and control between the patient-dedicated processor systems, 
and the display and storage facilities. As the majority of processing in 
the system is distributed, the data flows in the operator-dedicated system 
are low and consist mainly of routine information such as pulse rates and 
arrhythmia diagnoses. During normal operation, this information is simply 
repeated by the operator-dedicated system to a visual display unit, where 
it may be viewed by an operator. 

There is, however, the requirement for information storage in the system, 
and although this function has not yet been implemented, its general 

characteristics may be described. A particular requirement is for the 
storage of those parts of the ECG signals which contain significant 
arrhythmia events. The data rates required for this are somewhat higher 
than those concerned with routine information, but the occurrance of such 
events is normally intermittent. Therefore a serial data transmission 
channel to the appropriate magnetic media, under the control of the 
operator-dedicated system, will be a suitable implementation for this 
function. 

When the storage function is implemented, the control function will be 
extended to allow the recall of stored data to the visual display unit by 
an operator. At this stage it may be necessary to re-appraise the method 
of system management by the operator-dedicated system. It is not, however, 
envisaged that more than one TMS 9900 microprocessor will be required in 
the operator-dedicated system to service all the patient-dedicated systems 
in a normal CCU. 

6. Conclusions 

In an on-line system for the detection and diagnosis of arrhythmias in the 
ECGs of patients in CCUs, the use of microprocessors allows the data 
processing to be distributed as required. Examination of the functions and 
information flows within the system, in the context of modern 
microprocessor capability, indicates that in the preferred system structure 
the majority of functions are allocated to patient-dedicated 16-bit 
microprocessor systems, with the display and storage functions centralised 

in an operator-dedicated 16-bit microprocessor system, 

The design of a system with this structure has been described in this 
paper. Methods for realising each function have been examined, and the 
nature of a microprocessor implementation discussed. In particular, the 
advantages of the powerful instruction set associated with a 16-bit 
microprocessor has been demonstrated. 

The system is shown to be flexible, not only in respect of the hardware 
configuration, which allows each patient-dedicated system to operate ona 
stand-alone basis if required, but also in respect of the software 
functions. Although a particular diagnostic method has been adopted in the 
system described, the implementation of other diagnostic methods, involving 
further monitoring measurements, could be implemented in new software 

fairly easily. 
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