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Summary

This work describes the inplementation of a programmable
microprocessor for real time speech processing. Linear and adaptive
delta modulation systems for speech encoding and decoding are
presented. The systems are based on the Signetics 8X300 micrcprocessor
evaluation board. As this device operates under software control, this
feature allows for making as much modificaticons as required during
development at almost no delay or expense.

A PDP-11/03 minicanputer has been used for writing and generating
object programs for the 8X300 in a Cross Development System (CDS)
arrangement, and a camercial cross-assembler, the MCCAP, was used for
program develcpment.

The algozfﬂ:lm used for the adaptive delta medulator was the
SONG algorithm' ™.

The delta modulators described were tested with speech as the
input and also with scquare and sine waves, Construction details for
the system are provided as well as graphical results.

Speech has been band limited to 3.6 KHz and the encoding was
performed at sampling rates of 20, 30, 40, 50, 56 and 70 Kbits/s.
For further use in subjective tests, an audio taps was generated
containing speech 25 )the different sarpling rates and using phonetically
balanced sentences “’'. Subjective analysis of the encoded speech was
performed by two methods, direct camparison and category judgment method.
The results of this evaluation are presented.

Software similating the linear and the adaptive (SONG) delta
modulators has been developed and details of these are given.

Salient features of the 8X300 evaluation board are presented, for
ready reference,

Telve-bit resclution was used.
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l.le=Introduction

This chapter is intended to present a review of
the current techniques used to encode voice into digital for-
mat. A brief presentation is made for thé different methods
and techniques trying to underline the main features, the bit
rate required to obtain a known quality standard and code ef=-
ficiency. The main goal for researchers in the area is to be
able to encode speech with the highest possible guality and
also be able to transmit it over the least ppssible channel
capacity, keeping the overall cost low. Unfortunately, code
efficiency and channel utilization are positively correlated
with coder complexity, and complexity in turn, is positively
correlated with cost. However, recent rapid advances in Large
scale integrated circuits (LSI) are dramatically changing the
cost/perfomance ratio, particularly with the advent of pro-
gram controlled devices sucﬁ as microprocessors and microcom-
puters. The software aproach in designing speech coder devi-
ces permits the designer to include improvements such as ma-
king the algorithms more efficient and methods for reducing
the data rate further, at almost no additional delay or expen
se , which could not have bsen made in a hardwired hardware
design without insuring large costs and long lead times, It
is in most cases a matter of only modifying the software to

incorporate the changes or to try out new systems,

Figure 1.1 shows a spectrum of speech coding trars_
mission rates currently of interest and the associated quali-

t¥e

Digital coders that achieve telephone toll quali-
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Fig.l.1l.~Spectrum of speech coding transmi-
ssion rates and associated quality.

ty for speech signals at coding rates of 16 kbits/s and above
are well known. It has not been the case for coders that ope-
rats.at rates much below 16 kbits/s. Low-bit-rate speech-com=-
munication systems have been available for many years now,
but their application areas have ‘always remained extremely
specialised. Speech coding at rates within the range 9.6 to
7.2 kbits/s is still iktelligible but has some detectable dis
tortion, noticeable quality reduction, and lessened talker re
cognition (3). Coders which work in the range of 4.8 kbits/s
and below provide synthetic quality of speech whers the sig=-
nal usually has lost substantial naturalness, Within the last
few years, however, low-bit-rate speech communication systems
interest has been stimulated by the demand for digital commu-
nications. Efficient data-compression technigues are necessa-
ry since the increased bandwidth inhsrent in digital coding

is contrary to the philosophy that bandwidth conservation is

requisite.

l.2.-Waveform Coders and Source Coders

l.2.1.~Waveform Coders,-These form a broad class of speech co



ders which essentially strive for facsimile reproduction of
the signal waveform, Voice-waveform digitization methods ta-
ke samples of the speech waveform and represent the sampled
waveform amplitude by digital binary-coded values. At the re-
ceiving end, the digital signals are converted back to analog
form in an attempt to reconstruct the original speech wave=
form. Waveform coders can code equally well a variety of sig-
nals, speech, music, tones, voiceband data, and for the case
of speech , they tend to be robust for a wide range of talkers®

characteristics and for noisy environment.

Moderate economies in transmission bit rate are
achieved for waveform coders of low complexity but can be op-
timized for greater coding efficiency by tailoring them on
the basis of a statistical characterization of speech wave-

forms.

1.2.2.-Source Coders.-Also known as Vocoders (Voice-Coders)
when intended for speech. This class of-coders use a priori
knowledge about how the signal was generated at the sourcs.
The signal \is filled into a speech specific movld and parame-
terized accordingly. Vocoder methods make no attept to preser
ve the original speech waveform, Instead the input spesch is
analized in terms of standarized speech features each of which
can be transmitted in digital-coded form. At the receiving
end these features are reassembled and an output speech sig-
nal is synthesized. Ideally, the synthesized signal, as it is
perceived by the ear, closely resembles the original speech(4).
Vocoders can achiesve very high economies in transmission band

width, but generally the perfomance is often talker-dependent



rand the output speech has a synthetic quality(3). Source co-

ders work in the range of 4.8 kbits/s and below.

l,3.-Waveform Coding

There are several speech properties that can be
utilized in an efficient waveform coder design(5). These in-
clude, distributions for waveform amplitude and power, the
non-flat characteristics of speech spectra, the quasi-periodi
city of voiced speech and the presence of silent intervals in
the signal, The use of these properties requiresdifferent
amounts of coder memory, from zero-memory quantizers for am-
plitude and power distribution up to several seconds of enco-
ding delay for coding that utilize the silent intervals in

speech waveforms,

Waveform coding systems may be also based on dif-
ferent strategies for amplitude discretization. In this case
the strategies exploit a hierarchy of waveform properties
that are best decribed in a formal statistical framework. The
probability density function (pdf) of speech amplitudes, the
correlations that exist among amplitude samples of a speech
waveform, ie, an autocorrelation function (ACF)(long-time and
short-time autocorrelation functions), the average probabili-
ty of different frequency components, ie, the power spectral
density (PSD), and the spectral flatness measure (SFM)(long-

time and short-time values).

1.3,1.~Time~domain speech waveform coder algorithms
Speech waveform coder algorithms are categorized
into time-domain and frequency-domain classes. In some cases,

coders within these two classes can be equivalent in terms of



‘the properties of speech that they exploit.

1.3.1.1.-Pulse Code Modulation (PCM).-A Pulse Code Modulation

coder is basically a quantizer of sampled amplitudes of a sig
nal waveform. PCM coders quantize amplitude samples by roun-
ding of f each sample value to one of a set of several discre-
te values and then represent these values by a coded arrange-
ment of several pulses, In a B-bit quantizer, the number of
these discrete amplitude levels is ZB (a 7-bit quantizer im-
plies 128 discrete amplitude lesvels). As a result of the quan
tization process, there existsan irremovable error known as
gquantization error the power of which is proportional to the
square of the quantizing step-size. Since the step size is in
versely proportional to the total number of levels for a gi=
ven total amplitude range, a Signal-to-Quantization error ra=-

tio SNR can be defined that is proportional to 228,

The quantization distortion can be minimized by
choosing non-uniform spacing of the amplitude levels to suit
the statistical properties of the signal. Non uniform quanti-
zation uses the fact that average distributionsof speech am=-
plitudes are decreasing functions of amplitude. Fine quanti-
zing steps are used for the frequently occurring low amplitu-
des in speech, while much coarser quantizing steps take care
of the occasional large amplitude excursions in the speech wa

veform.

There are, in the main, two methods of achieving
non-uniform quantization(6). One is to compress the amplitudes
of the analogue pulses in a non-linear amplifier (companding)

followed by a linear encoder. The second method is that in



which the compression of the signal is carried out as an in-
tegral part of the encoding process (non-linear encoding). A
compression curve that is reasonible flexible and relatively
easy to implement is the logarithmic characteristic. The nor-

malized output and normalized input are related by the looa-

rithmic and linear expressions,

1+ 1n Ax
y = —m—ﬁ-— for l/ﬂ(!(l (l.l)

and 2 linear expression

s Ax 3
Y= .-l--:—l-ﬁ—-ﬁ-m for U<X<1/ﬂ (1'2)

These two expressions are continuos at x = 1/A as
seen in Fig. 1.2, and the compression ceoefficient, A, is a
constant chosen to suit the amplitude distribution of the sig
nal. It is customary to approximate the desired compression

curve with a multilinear segmental characteristic,

f i
+

I+ tnAr 1 "
b T R ai
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Fig.l.2.~Logarithmic encoding characteristic



c1e3.1.2.-Differential Pulse Code Modulation (DPCM) .=This co-

ding schemae takes advantage on the redundancies or predictabi
lity present in the spsech. (adjacent amplitudes in speech wa
veforms are often highly correlated). In DPCM, speech is re=-
presented not in terms of waveform amplitudes, but in terms
of the differences between waveform amplitudas. These diffe-
rences are quantized and then recovered as an approximation
of the original speech amplitudes by essentially integrating

the quantized difference samples,

Quantization error variance in DPCM tends to be
proportional to quantizer input variance, then SNR is inverse
ly proportional to the variance of the coding errors. By redu
cing the variance at the quantizer input by a factor G, the
variance of the coding errors is also reduced by G, and thus

the signal-to~noise ratio SNR is increased by a factor G.

Fig. 1.3 represents a practical predictive DFCM.
For any number of bits B, the SNR faor DPCM shows a gain over
that of pCM,

?"'=: Digitized
Wave
b > SAMPLER + QUANTIZER putnet

PREDICTOR *

Fig.l.3.-DPCM quantizer

What a DPCM system actually encodes is the diffe-

rence between a current amplitude sample and a predicted am-



. plitude value estimated from past samples (Figile3). This' ae
pproach represents an step toward the goal of redundancy re-
duction and implies a significant change comparsd to that of
basic PCM. A DPCM converter that uses one past sample requires
approximately one fewer binary bit per sample than an equiva-
lent PCM coder (4), and one employing three past samples can
generally eliminate 2% to 2 bits per sample over PCM. Lower
data rates are possible if the weights of the predictor are

changed with the speech statistics.

1.3.1.3.~Adaptive Predictive Coding (APC).- Due to the nonsta

tionary nature of speech signals, a fixed predicter cannot

predict the signal values efficiently at all times. Adaptive
Predictive Coding features a time varying characteristics to
cope with the changing spectral envelope of the speech signal

as well as with the changing periodicities in voiced speech,

Close observation of speech signals reveals that
there are two general causes of redundancy in the voiced
spesch waveform. The fundamental frequency of the guasiperio=-
dic pulses of air called the pitch of the voice signal (a li
ne spectrum). The air pulses in turn excite the vocal tract
establishing resonance conditions. These resonance conditions
concentrate the acoustic energy into specific areas of the
frequency spectrum known as formants. In terms of the short-
term power-frequency spectrum of speech, periodic excitation
creates a line spectrum while the vocal tract determines the
envelope of this spectrum. Z-transformscan be used to charac-
terize the prediction for both, the prediction method based

on short-time spectral envelops and the prediction based on



. spectral fine structure.

Fig.1l.4 shows the block diagram of an adaptive
prediction system and Fig.l1.5 shows the block diagram of the

predictor of eight order circuit.

Voice Digitized

Lt =(E)—-_—dn' QUANTIZER ENCODER LU

PREDICTOR | DECODER

Fig.l.4,-Adaptive prediction system

DELAY & GAIN ~
PREDICTOR P1

INPUT | ' i (}i)

Eight Order
PREDICTOR P2

1= P

Fig.l.5.-Adaptive predictor, Circuit p
predicts quasi-periodic speecﬁ
components, P, predicts short-
term voice spgctrum structurse,

A real-time computer implementation of a fourth-
order adaptive predictive coder (APC) has been reported(7).
This coder implementation operating at 6400 bits/s is said to
produce spsech with acceptable voice naturalness even in the
presence of acoustic background noise. It has also been refe-
rred (4) that computer simulation of APC at a -transmission ra
te of 7.2 kbits/s, yields speech quality squivalent to that

of a PCM system operating at 35-40 kbits/s.



1,3.1.4.,-Delta Modulation.~A delta modulation encoding system

has been chosen for the present work, for this reason an enti
re chapter has been devoted to this encoding technique. For
the sake of continuity some lines will be written here about

delta modulation.

Delta modulation is an special casa of DPCM with
one bit quantizer. In delta modulation systems the quantizer
and predictor have been reduced to a very simple form, The
predictor in the feedback loop consist of a gain circuit and

an integrator.

Various methods of gain control have given
rise to different forms of delta modulation. For instance,
Continuous Variable Slope Delta (CVSD) modulation adapts to
vary the gain A over a continuous rangse. Variable Slope Delta
(vSD) modulation adapts on the error signal, changing the
gain in steps of 28, Digital Controlled Delta (DCD) modula =
tion uses a digital comparator operatino on the error sequen=

ce to control the gain function.

Because delta modulation techniques uses only a
l-bit quantizer, its implementation can be stvsight Fforward
and inexpensive. This simplicity, combined with good voice
quality, has generated considerable interest in using delta
modulation for commercial telephone systems, military communi
cation systems,spatial vehicles communication systems, as well

as for using it in other areas.

Other coders such as Delayed encoding, Aperture
coding and Gradient-Search coding are more sophisticated

vaersions of DPCM and DM.

10



1.342.=Frequency~-domain speech waveform coder algorithms

In the time domain coders described in the pre~

vious pages, speech is treated as a single full-band signal.

In the frequency domain coders, the approach is
to divide the speech signal into a number of separate frequen
cy components and to encode each of these componants separate
ly., The number of bits used to encode each frequency compo- °
nent can be varied dynamically and shared with other bands,
so that the encoding accuracy is placed where it is needed in
the frequency domain, In fact, bands with little or no energy

may not be encoded at all,

A large variety of frequency domain algorithms,
from simple to complex are available in the frequency domain
technigue and the main differences are usually determined by

the degree of prediction that is employed in the technique.

1.3.2.1.-5ub~Band Coding (SBC)(B)(9).=In the sub-band codsr

the speech band is subdivided into typically four to eight
sub-bands by a bank of band pass filters., Each sub-band is
then low pass translated to zero frequency by a modulation
process. It is then sampled at its Nyquiet rate and diqitally
encodad with an adaptive-step-size PCM (APCM) encoder. On re-
construction, the sub-bands eignale are decoded and modulated
back to their original location. They are then summed to give

a close replica of the original speech signal.

In the sub-band coding process, each sub-band can
be encoded according to perceptual criteria that are specific
to that band. Separate adaptive quantizer step-sizes can be

used in each band. Bands with lower signal energy will have

11



lower quantizer step-sizes and therefore contributes less quan
tization noise. The shape of the quantization noise can also
be controlled by properly allocating the bits,in different
bands. In the lowar frequency bands, where pitch and formant
structure must be accurately preserved, a larger number af
bits/sample can be used, whereas in upper frequency bands,
whers fricative and noise like sounds occurs in speech, fawer

bits/sample can be used.

Fig.1l.6 illustrates a basic block diagram of the
sub-band coder. Newer filter technologies such as Charge Cou=-
pled Device (CCD) filters and digital filters provide marked

advantages in the digital implementation of this coder.
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Fig.l.6.-Block diagram of a sub-band coder

The perceptual advantages of sub-band coding are
put in evidence by the perceptual data of Fig.1.7 (3). Fig.l.
7a shows the relative preference of a 16 kbits/s sub-band co-
der versus that of an ADPCM coder at various ADPCM coder bit
rates, Fig.l.7b shows similar results for a 9.6 kbits/s sub-

band coder compared against an ADM coder at various ADM bit

rates.

12
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Fig.l.7.,-(a)Relative comparison of quality of
l6-kbit/s sub-band coding against
ADPCM coding. (b)Relative comparison
of guality of 9.6~kbit/s sub-band co
ding against ADM (From ref, 3).

1.5.2,2,-Adeptive Transform Coding (ATC)(10)(11)(12)(13).-

Transform coding involves block transformation of
windowed input segments of the speech waveform. £ach segment
ies represented by a set of transform coefficients, which are
separately quantized and trensmitted. At the recsiver, the
quantized coefficients are inverse transformed to produce a
replica of the original input segments. Succesive segments,

when joined, rspresent the input speech signal,

Fig.l.7 illustrates a basic block diagram of the
algorithm. The input speech signal is blocked into frames of
data (typically N = 128 to N = 256 samples long at 8 KHz) and
transformed by an appropiate fast-transform algorithm. The

transform coefficients Xx(k), k = 0, 1, 2, +sey N=1 are then
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quantized by a set of PCM quantizers whose step-
and number of bits b(k) are dynamically varied
to block to take advantage of known spectral pro-

speech production and perception.

In the quantization strateqy, ‘the transform coef-

ficients are usually quantized individually using a uniform

step size. The choice of the step size and the number of bits

for a given transform coefficient is of fundamental importan-

ce and it is determined through the aid of a separate "side

information" channel which models and parameterizes the local

spectral characteristics of speech in each block. Ideally,

the step-size must be large enough so that overloading of the

quantizer does not occur. The "side-information" is, also quan

tized and transmitted to the receiver for use in decoding.

Two basic adaptation techniques for ATC of speech
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hava been proposed. A technique referred to as 'Non-speech
specific' (10)(11), since it does not take into account the dy
namical properties of speech production and a more complex
adaptation technique referred to as 'speech specific'(12)(13).
The first adaptation technique is appropiate for spesch trans
mission at or above 16 kbit/s and the second one is more apro

piate for lower than 16 kbit/s bit rates.(9.6-16 kbits/s).

l.4.-5o0urce Coderse, Vocoders.-

Speech signals are known to be highly redundant,
The most effective method to reduce this redundancy and thus
reduce the channel capacity required for transmission of spe-
ech signals is to extract and transmit only the major charac-
teristics of speech at a regular interval (typically 10 to 30
me).. Unlike Dm, PCM, DPCM and APC techniques, vocoders do not
try to preserve the original voice waveform. Instead, the goal
is to preserve the perceptually significant properties of the
waveform. By analysing the input waveform on ite short-term
spectra, most vocoders compute parameters that describe a sim
plified model of the speech-production mechanism. The tradi-~

tional model is that shown in fig.l.9.
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Figsl.9.-Speech generation source-
syetem model,
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The source for voice sounds is represented by a
periodic pulse generator, and the source for unvoiced sounds
is represented by a random noise generator. The souUrces are
normally considersd mutually exclusive with a parametric sige-
nal indicating switching between voiced and unvoiced sources,
The intensity of sound excitation for each:-source is also re-
presented parametrically by an amplitude or gain signal, In
addition the periodicity or pitch of the voiced.pulss source

must be specified by a parametric pitch signal.

In general, the analyzer section of a vocoder de-
termines the resonant structure of the vocal tract, estimates
the pitch, and decides whether the speech segment is voiced ..
or unvoiced. The synthesizer section uses these speech featu-
res to reconstruct a new time waveform that sounds much like
the input., Various vocodersdiffer in their methods Ffor extrag
ting speech features as well as their methods for reconstruc-

ting speech using these features.
l.4,1.~Frequency-domain Vocoders

Rs in waveform coders, vocoders have also a broad

division of frequency-domain and time-domain vocodears.

l.4.1.1.-Channel Vocoder.-The oldest method for speech analy-

sis-synthesis employing a parametric description of the short
-time speech spectrum is the spectrum-channel vocoder(14), In
it, the spectral envelope is represented typically by 10 to
20 samples spaced along the freguency axis., The spectral fine
structure is represented by one additional parameter which
measures the fundamental frequency FD of voiced sounds and is

equal to zero for unvoiced sounds or silence.
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A block diagram of a channel vocoder is shown in

Fig.1l.10. The speech signal is
spectral bands with bandwidths

the frequencies from 200 Hz to

separated into 14 contiuous
between 100 and 400 Hz covering

3200 Hz. The output of each

filter is connected to a rectifier and lbw pass filter whose
output represents the time-varying average signal amplitude

for each frequency band . Together, these 14 channel signals
represent the envelope of the short-time spectrum of the 8pE=-

ech signal.

Also shown in Fig.l.l0 are a voiced-unvoiced de-
tector and pitch detector which determine the fine structure
of the speech signal and produce a corresponding narrow-band
signal. Thase 15 narrow-band signals are combined into a sin-

gle signal with a total bandwidth of 15x20 Hz = 300 Hz. Thus,
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the transmission bandwidth is only one-tenth of that required

for the original speech signal,

At the synthesizer, the original channel signals
are recovered and utilized to control the frequency response
of a time-varying filter (modulators and narrow band-pass fil
ters) to correspond to the spectral envelope measured at the
analyzer. The input of this time-varying filter is supplied
with a flat spectrum excitation signal of the proper spectral

fine structure, quasi-periodic pulses for voiced speech sounds

or white noise for unvoiced sounds,

At present, channel vocoder is a established SY8~
tem for low-bit-rate (2400 bit/s) speeach compression, Recent
advonces in analogue signal processing may produce a channel
vocoder attractive in terms of enginaéring premiums, One tech
nology which offers high-density low-powar analogue signal

processing is the charge coupled device (CCD)(15).

A recent paper(lé),.reports a vary low rate cha=
nnel vocoder. It is the authors opinion that at the lowest
rate value of 1200 bits/s, although dagradation is readily
apparent, the quality and intelligibility would be adequate

for many applications,

l.4,1,2.~Formant Vocoder.-The formant vocoder is similar in

concept to the channel vocoder. The major advantage of a for-
mant vocoder is that, unlike other vocoders, intelligible
speach quality can be obtained at a transmission rate as low
as BUb bits/s. This is possible because fewer transmission pa
rameters are required than for other vocoders,Instead of sen-

ding samples of the power spectrum envelope the formant voco-
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~der attempts to transmit the positions of the peaks of the
spectral envelope. These peaks positions are called formant
frequencies and correspond to the poles in the transmission

response of the vocal cavity.

The formant vocoder is ideally suited for trans-
mission of speech over an adverse channel where only low bit
rates can be supported, or in a situation where bandwidth com
pression is of prime importance. The price for the low bit ra
te is of some degradation of speech quality. However, no other
vocoder is known to produce bettar speach quality than the

formant vocoder at a transmission rate below 1800 bits/s .

The hardware for vocoders has normally been com-
plex, bulky, and expensive, However, recent advances in Larqe
-scale integrated circuits (LSI) and in microprocessor techno
logy have made it possible to build much smaller hardware at
a cost that is competitive with other spesch digitizers. A pa
per concerned with an all-digital formant vocoder system(17)
reports a reasonable good speech quality at 1200 bits/s, in
which most of the utterances are intelligible and speaker-re-

cognizable,
1.4,2.-Time~domain vocoders

1.4,2.1.~-Putocorrelation and cross-correlation vocoders(18)(14)

A speech sound can be characterized by a time-vary=
ing short-time autocorrelation function instead of its short

~time spectrum.

A block diagram of an autocorrelation vocoder is
shown in Fig.l.11 In the analyzer section, an equalized speech

signal is multiplied by itself delayed by various amounts Jo,
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Fig.l.1l1l.-Block diagram of autoco-
rrelation vocoder.

’Tl, ...,'Tn with a delay increment smaller than half. the reci
procal bandwidth. The products are low-pass filtered to about
20 Hz to form the respective channel signals. The time-varying
channel signals represent a short-time autocorrelation func-
tion and can be used to synthesize speech in the time domain.
The time-domain synthesizer of the autocorrelation vocoder
consists of a time-varying symmetric transversal filter whose
implulse response is a replica of the short-time autocorrela-
tion function for delaus between -3n and +Tn. The excitation
signal applied to the synthesizer has a flat spectrum envelos
pe and the proper fine-structure (quasi-periodic pulses for

voiced speech sounds and white noise for unvoiced sounds).

Autocorrelation vocoders produce cutput siognals
whose spectrum is the square of the spectrum of the input sig

nal, While spectrum squaring does not destroy the intelligi-
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bility of speech, it does give rise to an unnatural quality,
Rlso all level differences in the original spectrum are dousx.
bled. To overcome the adverse effects of spectrum squaring,
autocorrelation vocoders require special equalizers which per

form a spectrum square-rooting operation.

The spectrum squaring inherent in autoécorrelation
analysis can also be avoided by cross-correlation analysis,
In this, samples of the cross-correlation function between
the speech signal and a 'spectrally-flattened!® coherentsignal
are transmitted. In cross-correlation vocoders as well as in
aotocorrelation ones, the number of samples, and thug the to-
tal transmission bandwidth, are higher than in channel voco-
ders of comparable output speech quality, Also, for digital
transmission, the number of bits per correlation sample needs
to be about twice as high as for spectral samples (7-8 bits/
sample instead of 3-4 bits/sample for good speech fidelity)(3),

1.4.2.2,-0rthoqonal expansion Vocoders and the Cepstrum(3)(14),

In principle, speech signals or their spectra can
be expanded according te any of a large number of orthogonal
and complete system of functions. The choice depends on the
desired speech quality, available transmission facilities,
and on the state of the instrumentation art. For waveform ex-
pansion, the Laguerre polynomials are particularly suited be-
cause of the weighting function e~t  in conformity with the
time envelope of a speech formant., For the power spectrum,
the eigenfunctions of the autocovariance matrix are an optimu
mum set of expansion functions for minimum T'.MeBs BTrOor under

quantization. Such expansions are celled Karhunen-Loeve (KL)
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expansions.

Instead of expanding the power spectrum, its loga
rithm can be expanded into a cosine series. The sequence of
expansion coefficients is called 'cepstrum' and a vocoder ba-
sed on the cepstral coefficients is called a cepstral or homo
morphic vocoder. The advantage of cepstral vocoders is that
the cepstrum is often available 2lready for measuring voice

pitch and no additional analysis is neaded.,
le4,2:3.~Linear Prediction Vocoder(19)(20)(21)

The linear Predictive coding (LPC) approach is an
analysis~synthesis method of vecoding in which the excitation
(pitch) and the vocal tract modelling are treated separately.
In the LPC approach the vocal tract is modelled by a time-inva
riant, all pole recursive digital filter over a short time
segment (typically 10 to 30 ms). The time-variant character
of the speech is hendled by a succession of such filters with
different parameters. The excitation is modelled either as a

series of pitch pulses (voiced) or as white noise (unvoiced).

Linear predictive systems differ from the adapti
ve-predictive coding scheme discused earlier in that,in the
adaptive schemes, it is the error signal that is transmitted.
while in linear predictive systems only selected characteris-
tics of the error signal are transmitted. These parameters in
clude a gein factor, pitch information, 8nd voiced-unvoiced

deciszion information.

There are two types of linear prediction vocoders,
pitch-excited(22)(23) and residual-excited(24)(25)(26). The :
major difference betwesn these two types lies in how the exci

.
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.tation signal for the synthesizing filter is characterized.

In a pitch~excited LPC vocoder the vocal tract, glottal flow,
and radiation are represented by the prediction coefficients.
Those coefficients are transmitted together with the informa-
tion regarding excitation of speech, that is, the fundamental
frequency or pitch , the voiced/unvoiced decision, and a gain

extracted from either the residual signal or the speech input.

In the residual-excited LPC vocoder the vocal
tract is characterized in the same way as in the pitch-exci=-
ted one. However, instead of the excitation feature proper=-
ties (pitch, voiced/unvoiced decision, and gain) being extrac
ted and transmitted, the LPC inverse-filtered residual is low
~pass filtered, encoded for transmission, and used as the ex-
citation sourcs at the receiver. Typical examples of this vo-
coder type are adaptive differential pulse code modulation
(ADPCM) system with multitaps (24) and the adaptive predicti-

ve coder (ApPC) (23).

l.4,2.,4,-Related Uuéuder Devices

One of the more difficult tasks in speesch analysis
is the pitch dataction; ie, the extraction of the fundamental
frequency from a running speech signal. The basic fault lies
in forcing the speech signal into the simplistic model of voi
ced and unvoiced sounds. There are a number of vocoder devices
where the objective is to settle for less bandwidth conserva-
tion to avoid the problem and complexity of pitch detection.
The earlier examples of these are voice-excited vocoders (VEV)
(27)(14) and phase vocoders (gv)(28)(29). Hybrid arrangements

of sub-band coding (SBC), adaptive predictive coding (ARC)
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and linear predictive coding (LPC) are coming into use, where
a portion of the coding is accomplished by waveform techniques
and a portion,mainly the upper frequency bands, by voice-exci
ted vocoder techniques. A more recently developed approach(30)
for improving the perfomance of waveform coders is base’ on

coding a frequency scaled speech signal. It is the time-domain
harmonic scaling (TDHS) algorithm. Sub-band coding combined

with TDHS (SBC/HS) at 9.6 kbits/s has been found to provide a
quality eqguivalent to that of SBC alone at 16 kbits/s, ie., a
bit rate advantage of about 7 kbits/s. For the speech specific
adaptive transform coder (ATC) used, the combined system (ATC
/HS) is said to have achieved a bit rate advantage of &4 kbits

/s at 7.2 kbits/s.

1.5.-Some commants about Complexity and Quality of codsrs

The following comments related to complexity and
quality of speech coders have been drawn from reference (3).
These are based on the authors' experience since by the time
of the publication there were not comprehensive, quantitative
data on the subject. It is the belief of the author of the

present work that there is still not any to date,

The coders range widely in complexity. Table 1.1
shows a relative comparison about complexity which has been
made by estimating the complexity of several coders relative

to a2 simple adaptive delta modulator.

The values of relative complexity quoted in the
Table 1.1 are very approximate, and depend upon circuit archi=-

tecture.
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Table 1l.l.-Relative complexity of speech coders

Relative
Complexity Coder
1 ADM: adaptive delta modulator
1 ADPCM: adaptive differential PCM
5 SUB-BAND: sub-band coder (with cecd filters)
5 P-p ADPCM: pitch-predictive ADPCM
50 APC: adaptive predictive coder
50 ATC: adaptive transform coder
50 gU: phase vocoder
50 VEV: voice~-excited vocoder
100 LPC: 1linear predictive coefficient vocoder
100 CV: chennel vocoder
200 CRTHOG: LPC vocoder with orthogonalized coeff.
500 FORMANT: formant vocoder

As far as quality is concerned, the authors“xkxpe-
rience suggests that toll quality coding of speech can be ob-
tained with the following coders running at, or above,the trans

mission bit rates indicated in Table 152,

Table 1.2,-Toll-Quality Transmission

Coder kbits/s
Log PCM: 56
ADM: 40
ADPCM: 32
SUB~BAND: 24
Pitch predictive ADPCM: 24
APC, ATC, @v, VEV: 16

Similarly, communications quality can be achieved
by the combination of coders and minimal bit rates shown in Ta

blB 1.3.-

Table 1l.3,-Communications-Quality Transmission

Codet kbits/s
Log PCM: 36
ADM: 24
ADPCM: 16
SUB-BAND: 936
APC, ATC, PV, VEV: Tol

25



CHAPTER I1I

THE MICROPROCESSOR DEVELOPMENT SYSTEM (PDP-11/03 - 8X300)
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- 2.1.=-Introduction

This chapter describes the utilization of a mini-
computer, a PDP-11/03, in a microprocessor application deve-
loment system. The system is intended to aid the production
and testing of the 8X300 microprocessor software. This kind
of arrangement is known as a Cross-Development System (CDS)
(31) to differentiate from dedicated Microprocessor Develop-

ment Systems (MDS).

It is well known that microprocessors and other
forms of programmable microelectronics have caused a break-
through in cost/performence ratios. This reason and the flexi-
bility offered by these software controlled devices have cau-
sed a widespread use in instrumentation, industrial control,
computer peripherals and also in data processing. Development
and testing of microprocessor software is without any doubt,
becoming increasingly important, and has been recognized (32)
as being the largest single problem in microprocessor develop

ment systems (MDS).

2.2.-Minicomputer System Components

The availability of a minicomputer makes it possi-
ble to build up a powerful development workshop that can be

used in different microcomputers.

A basic system may comprise a DEC PDP-11 minicom=-
puter with 32 kbytes of memory, dual floppy disks with 512
kbytes storage, a console terminal device and input-output
ports, This basic system can be enhanced by the addition of a
range of peripherals such as v.d.u.'s and faster printers.

Figo 2.1,
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. 2,3.-Microcomputer System Components

The typical features provided by microcomputer

evaluation boards are shown in Fig. 2.2.

A computer is made up of three basic blocks. The
heart of thes computer is the C.P.U., capable of performing
arithmetic, logic functions, data manipulation, etc. Associa-
ted with the C.P.U. there must be some datasiorage facility
to store data that is being worked on and the results, and
the instructions which control the operation of the C.P.U.
The third block in the computer system is the input/output
(1/0) function.

The basic computer configquration is also used in
system design using a microprocessor device. When a micropro-
cessor is used to form the C.P.U. function in a system, the

system is referred to as a microcomputer.

To perform any useful task, the microcomputer
must interact with the outside world. The input/output (1/0)
devices provide the necessary data comunications link between

the microprocessor and its environment,

The microprocessor communicates with the input-
output devices and other parts of the microcomputer by sen-
ding information along groups of signal lines called buses,
It is common for more than one type of information to share
the same bus. The need for introducing a shared bus system is
due to the limited number of external pin connections that

are feasible on a standard integrated circuit package.

There are two basic types of memory devices used

in microcomputer systems. The data memory has data entered
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into it and read from it and hence must be capable of both

Read and Write functions. The common type of device used for
this form of storage is Random Access Memory (RAM). Most se-
miconductor RAM devices are volatile, i.e, when the power su-
ply is disconnected the data is lost. Program instructions,

however, need a storage device which will not change its con-
tent when the power is removed. Since the processor does not
need to write data into the memory area which is storing the
program, this area of memory can be made up of Read Only Me-

mory (ROM) devices,

2.4,.-Basic Workshop Software

Two modes of operation are posiblse for the mini-
computer/microcomputer complex(32)., The 'master/slave' rela-
tionship with the microcomputer as 'master'and with the micro
computer as 'slave',

In the first case, the microcomputer may view
the minicomputer like any other I/0 device, and by this means
may have access to the large ranqge of sophisticated terminals
and peripherals that may be connected to the minicomputer. In
the case the microcomputer is the 'slave'; the minicomputer
provides the driving force to enable the user to write and de
bug microprocessor software. The user is thus able to make
use of the powerful software facilities available on minicom-

puters.

2.4.1.-50ftware Development Aids(33)

The process of transcribing the source code into
the binary object code by hand is tedious and prone to errors.

Occasionally, small programs may be produced directly in ma-
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chine code,but this is unusual nowadays., For this reason the
microprocessor instruction set will almost certainly be su-
pported by an 'Asembler' program which converts the symbolic
code written by the programucr into machine language instruc-
tions which are executable by the processor. It further con-
verts the labelled machine addresses designated by the progra
mmer into real machine memory locations, pérforms some chacks
to determine whether the source code statements are valid and

provides some useful information about the program,

The mnemonics of the instructions, combined with
other control words recognised by the assembler program, cons
titute a language known as the 'Assembly Langquage'. It forms
a higher level language than programming in object code, but
is still a fairly basic and efficient method. Higher level
languages exist, e.g. FORTRAN, BASIC, COBOL, etc., and these
take care of more of the basic housekeeping functions of the
program, A 'Compiler' performs a similar function for 2 high
level language program as an assembler does for an assembly

language program,

The assembler and compiler programs are aidsto
the programmer, but are not part of the end system. Providing
they have been written accordingly, they can be run on whate-
ver computer the programmer has convenient access to. If they
operate in this method then they are referred to as a 'Cross-
assembler' and a 'Cross-compiler' and are known collectively
as cross-support. A cross-assembler converts the symbolic co-
de written by the programmer into machine language instruc-

tions that are executable not by the processor, but by ano=-

31



. =ther computer, such as a minicomputer or large scale compu=
ter. Usually, cross-software and test systems are the first

items available for a new microprocassor.

Another software aid to the programmer is a 'de-
bugger'. This is a system diagnostic tool that permits the
user to analyze the program while it is running. The progra-
mmer may insert breakpoints into the program and obtain infor
mation, such as register and memory dumps, at specific points
of program execution. If the program detects an error, some
debugging programs permit the user to make the appropiate mo-

dification and let the program continue to run.

A 'simulator' is a specialized program for per-
forming more sophisticated analyses of user programs. A simu-
lator allows the target system program to be run without the
target system hardware since it simulates or models the ti-
ming and characteristics of hardware, such as peripherals,
which may not be available for testing at the time the soft-

ware is tested.,

To assist the programmer in actually writing
the source statements in high level or assembly level and ma-
nipulating them,there exist another software aid known asén
'editor' program. An editor allows the user to meke textual
changes in his programysuch as adding or deleting a line or
a character without reloading or rewriting it. The process is
made automatically by the use of various edit commands via =a
terminal, Some means of saving output from the editor is re-
quired, Most commercial development systems now employ floppy

disks for storage.
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A program that initializes the processor to ena-
ble the user program to ,begin execution is called a 'loader’'.
Oter types of loaders permits separate groups of machine lan-
guage code to be linked together and executed by the procesor,
These more sophisticated types of loaders are referred to as

'linkage editors',

Having written the program, compiled or assem-
bled it, if necessary simulated it, and finally debuqgged it,
the resultant object code can be loaded into the program me-
mory of the microprocessor system. During development, the
program memory may be of the random access type (RAMLin which
case the program needs to be loaded into the RAM's for each
test, or Programmable Read Only Memory for which there is
the need of a PROM programmer., A PROM programmer is an inde-
pend .ent piece of hardware that is available with many deve-
lopment systems for the purpose of programming ROM's. Thess
devices includes such functions as program listing, program
by manual keyboard, PROM duplication and program verification

functions.

2,5.-Testing the Target System Hardware

There are three methods of hardware testing(3l).
External hardware emulation, Incircuit testing and direct
target system testing. In the first method,the program is
executed by the same type of microprocessor, but not the tar-
get system, It is suitable especially for testing target sys-
tems in which the hardware is relatively uncomplicated. Mock-
up of the necessary hardware on the test system will be requi

red for complete testing. In ' incircuit testing method, the
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. development system replaces the target processor temporarily.
Direct memory access techniques can be employed so that the
test system processor can perform all functions in parallel
to the target processor. Finally, in direct target system tes
ting,the object software is loaded into the target system
either by PROM, ROM emulation hardware or additional RAM.
Once in memory, the program is run on the target system. Down

loading interfaces are required for this test.

2.6.~The PDP-11/03 - 8X300 Development System

In order to develop the 8X300 microprocessor
software, the evaluation board was linked to the PDP-11/03
minicomputer through an interface bus., The attachment to the
minicomputer can be made via a standard serial communication
channel and also via a programmable paraljcl interface such
as the DRV~1ll in the PDP-11l., This paralicl interface was ac-

tually used in the link.

2.6.1.~The DRV=11 Paralic! Interface

The DRV-11 paralell line unit(34) is a general
purpose interface unit used for connecting parallcl 1line de-
vices to the LSI-1ll bus. It features 16 diode-clamped data in
put lines, 16 latched output lines, 16-bit word or B-bit byte
programmed transfers, logic compatible with TTL and DTL devi-

ces and user assigned device address decoding.

Four control lines are available to the periphe-
ral devices, New Data Ready, Data Transmitted, RQSTA (Request

A) and RQSTB (Request B)

Any programmed operation that loads sither a

byte or a word in the output Buffer (DROUTBUF) of the DRV=11
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~interface causes a New Data Ready H signal to be generated

informing user's device of the operation. When data is taken
by the processor, a Data Transmitted H pulse is sent to the
user device. This data is read on the IND - 15H signal lines
and must be htld on the lines by the user's device until the
data input transaction has been completed (at the trail ing
edge of Data Transmitted Pulse). This is because the input

buf fer DRINBUF is not capable of storing data.

RQSTA H and RQSTB H are request flags that can
be asserted by the user's device when servicing is required
and cleared by New Data Ready or Data Transmitted when com-

pleted .

2.6.,2,-Using the PDP-11 as an External Memory

In a first stage of the development, the PDD=~1ll
memory was used as replacement for ROM, The interconnection
between the PDP-11 and the 8X300 microprocessor board was ma-
de through a 3-state interface bus as illustrated in Fig.2.3.
The microprocessor instructions were executed by stepping the
processor with the New Data Ready pulse available at the out-

port, J2, of the DRV-11l paralell interface.

Address reading and instruction fetching is per-

formed according to the flow diagram of Fig.2.4.

Several programs were written to check the per-
fomance of the inteface. One of these was the diagnostic pro-
gram as it is written in the ROM's provided for the 8X300
evaluation board. This program verifies that the assembled
kit works correctly.

To monitor the progress of the diagnostic pro-
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Fig.2.4.-Flow diagram for the inter=-
face 8X300 - FDP=-11

gram, led.arrays were connected to the address and instruc-
tion buses and also to the input/output ports of the evalua-

tion board.

The BX300 code was written within a handshaking
routine in direct octal. Fig.2.5 shows the general scheme for
these programs and for handshaking.

Object code for tha B8X300 could be generated by
a cross-assembler butitwas not available at this stage of the

work.,

2.6.3.-Down Loading Interfacing

To integrate the software and the hardware and

37



s TITILE 8X300 USES FOP-11 MEMORY
3 303K oK oK KK KRR AR Kk SOk Sk 3Ok kOOIOK SRl Kk oK K
¥ THIS PROGRAM 15 INTEMIED YO IMTER ¥
#K CHANGE DATA BETWEEMN THE X300 M1 ¢
¥ CROFPROCESS0OR AMND THE FPOPr-11 MEMO X
s RY ¥
RS Ee e s BT S ETETEEEESEEEEEE S

+MOCALL U244 v s REGIEF

e s V2

cREGIEF

DROUT=1 467722

DRIN=167774

START$ CLR k1
Moy WL &HOO00 DROLT

3 ST T TN
BME el

i MOy KORL1 Dy DROUT
Moy BRINg R
ASIL 1
ER 8]

X3 » WO 3Ok et sl sk A e e e e ok ok ok
SWORD & MRk oK ok ok oK oK Kok sk ksl kR ok ok
s WORD ¢ THIS SPACE IS5 FROVIDED
« WORD :OFOR OTHE DATA TO BE FRO
o WO y CESSELN BY THE BXI0G -~
o WORD : MICROFROCESSOR
« WO § koK R R OOk R Ak ek g ok ok K
CWORD 8 R AORORR KR OR R Kok Kk Rk Kok
« ENI START

¥

Fig.2.5.-8X300 uses PDP-11 memory. Hand-
shaking and data for the BX300

to perform a direct testing of the target system, data being
developed in the PDP-11 has to be transferred to the esvalua-
tion board. To hold the instruction program a set of RAM's

were added to the board.

Fig.2.6 shows a system using a group of four
RAM's, providing for 250 x 16 bit instructions, and Fig.2.7
shows an arrangement using two groups of four RAM's, 500 x
16 bit instructions. The interfaces for interchanging data
between the minicomputer and the B8X300 evaluation board are

also shown in these figures., As seen, two program controlled
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. bits, csr0 and csrl, are used to chip select proeess, to con-
trol the write and read operations, to step the microproce-
ssor to make it place a new address on the address bus,
since it is used as an address counter in the in the douwn-
loading process, and to disable the 3-state Data Transfer and
Instruction Bus. This last function is important once the pro
cess of loading has been completed, in order to separate the
evaluation board from the minicomputer and have it running as

a stand-alone device.

In order to achieve speseds of processing compa-
tible with the maximum speed of the BX300 microprocessor of
250 nsec. per instruction, th- RAM's to be added to the micro
computer board have to have an access time compatible with

the required speed of processing.

Fairchild TTL isoplanar 931422 Random Access Me-
mories were used., These are fully decoded 1024-bit organizad
256 words by four bits.(256x4-~bit). Word selection is achie-
ved by means of an B-bit address, A0 through A7. Two Chip Se=-

lect are provided. The device typical address access time is.

45 ns. (35)
Table 2.,1. 931422 TRUTH TABLE
INPUTS QUTPUTS
OE CSy €Sy WE Dy -4 93L412 93L422 MODE
PIN18 PIN19 PIN17 PIN20 PINS9,11,13,15 0.C. 3-STATE
X H X X X H HIGH Z Not Selected
X X L X X H HIGH Z Not Selected
L L H H X 0704 0704 Read Stored Data
X G H L 8 H HIGH Z Write 0"
X L H L H H HIGH Z Write “1"
H L H H X H HIGH Z Output Disabled
H L H L L H HIGH Z Write “'0" (QOutput Disabled)
H L H L H H HIGH Z Write 1" (Qutput Disabled)

H = HIGH Voltags; L ~ LOW Voltage; X = Don't Care (HIGH or LOW); HIGH Z = High Impedance; OC = Open Collector
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- 2.,6.4,-Douwn~-loading System Interfacing Softwars

Two subroutines are called by a Main Fortran pro
gram (36). Fig.2.8 shows the flow diagram for this Main pro-
gram, Subroutine 'CODEIN'(36), written in Fortran, places the
data to be transferred to the RAM's in an array in the PDP=-1ll
memory. The bidimensional array also contains the number of
16-bit words to be transferred which is used later as a loop
counter in the loading routine. The flow diagram for CODEIN

is shown in Fig.2.9.

The soubroutine LOADBX has been written in Assem
bly Language. This subroutine provides the control signals
for the handshaking and transference of data in the PDP-11/
8X300 interface. LOAD8X loads the RAM's of the 8X300 evalua-
tion board and set it running from address zero. Fig,2.1l0

shows the flow diagram of the LOAD8X subroutine,

The data to bs transferred to the RAM's, i.e.,
the object code for the B8X300,is generated by using a modi-
fied version (36 ) of the Signetics'MCCAP' cross-assembler,
and placed in a file from where it can be fetchad by the sub-

routine CODEIN,

Once the process has been completed, a message
such as 'Transfer to 8X300 Complete' is returned. From this
point the evaluation board can be physically separated from

the minicomputer and work as a stand-alone system.

The whole process of loading the RAM's and having
the system running separated from the minicomputer takes as
much as five minutes, provided the object code has been gene-

rated previously and placed in a file.
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(:FORTPAN PROCRAMj)
CALL CODEIN _j)

ERROR
FLAC
SET 7

YES

( CALT, LOADSY )

YES

WRITE MESSAGE
FRROR/RAMs READY

|

8X300 TAKES CONTROL
WHEN RAMs READY.

Fig. 2.8.-Flow diagram for the process of loading
the 8X300 RAMs from the PDP-11l minicom-
puter. Two subroutines, CODEIN and LOAD
8X are accessed by a Fortran Program.
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Fig.2.9.4Flow diagram for the subroutine
'CODEIN'.
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Fig.2.10.-Flow diagram for the sub-
routine LOADBX.
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CHAPTER II1

THE 8X300 MICROPROCESSOR EVALUATION BOARD
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3.1.-Introduction

This chapter presents a brief review of some of
the important features of the Signetics 8X300 microprocessor
evaluation board,such as its software capabilities, havdware
facilities, architecture, etc., aiming to introduce the rea-
der to the main tool used in the developing of the real time

speech encoder.

The development of a real-time speech processing
system demands a quick response to requests for information.
This task can be fulfilled by using very fast and also very
expensive general purpose computers, Fartunatély, newly deve-
loped and commercially available microprocessors boards and
microprocessor slices allow us to do the same job at very
low cost. These special purpose computers have the software -
capabilities and the speed required for real-timse speech pro-

cessing(37).

3.2.-The BX300 Evaluation Board (38)(39)(40)

The B8X300 microprocessor is a fixed instruction

bipolar microprocessor, packaged as a 50=-pin DIP.

Fig.3.1 shows the schematic diagram of the eva-
luation board which includes, 4 1/0 ports for external device
interface, 256 bytes of temporary (working) data storage and
512 words of program storage where development routines may

be entered.

Two operating modes are available with the B8X300,

the WAIT and the RUN modes.

In the WAIT mode, the program may be on board

or externally single stepped. On board, instructions may be
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Fig. 3.1.~-5chematic diagram of the 8X300 esvalua-

tion board. (from Signetics 8X300 user's
manual).
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executed one at a time by depressing the STEP key, Externally,
it can be stepped by a master controller such as the PDP-~11
minicomputer by acting on the same circuit as the STEP key
does. In this asynchronous arrangement, the speed of the mi-
croprocessor to process each instruction may be kept at its
maximum rate, the overall speed of processing, however, is

dictated by the master controller.

Instructions for the microprocessor can be read
from either the PROM's, added memory or the instruction swit-
ches. Instructions may also be fetched from the mamory of ang
ther processor when interfaced with the 8X300., 3-state data
selectors have to be used in some of these cases to prevent

interference between the differents sources.

The addressing capabilities of the 8X300 micropro
cessor is 8192 program instruction locations,as there are 13
bitsavailable for addressing. There are also 9 .bits for input/

output port addressing,providing for up to 512 1/0 ports.

To control the input or output of data to and
from the 1/0 ports, two bits named Bit Input Control (BI1C)
and Bit Output Control (BOC) are used. The 1/0 ports contain
8 data latches accesible from either the microprocessor or
the user port and,to avoid conflicts at the data latches, in-
put from the microprocessor port is inhibited when BIC is at
low level, in other words, user port has priority ower the

microprocessor port for data input,

3.2,1.-8X300 Architecture
The 8X300 is a complete processor on a single

chip. The clock generator circuit oscillates at a frequency
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determined by an external crystal or timing capacitor. The en

tire processor operates from a single +5 volts suply.

Fig. 3.2 illustrates the 8X300 architecture. As
seen, this includes eight B-bit working registers, an arithme
tic logic unit (ALU), an overflow register, and the B-bit In-

terface Vector Bus (IVB).

The Auxiliary register can be used a2s a normal
working register but it is used as the implied operand in ALU
operations that require two data inputs such as in the ADD,

AND, and XOR (Exclusive-0r) instructions.

The control registers include the Program Coun-
ter (PC), The Address Register (4R) and the Instruction Re-

gister (IR).
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The Program Counter is thirteen bits wide and at
all times, this register addresses the next program memory

location from which an instruction will be fetched,

The Address Register is a 13-bit register contai-
ning the address of the current instruction being accessed
from program storage. This is not a programmable register but
a.location within which effective program memory addresses
are computed before being output to the pragram memory. Its
contents, as in the Program Counter, can be changed as the

result of special instructions,

The Instruction Register is a l6-bit and it holds

the instruction word currently being executed.

All data input to or output from the 8X300 goes
via the Interface Vector Bus (IVB). The Interface Vector Bus
serves both as an address and data bus,being its function de-
termined by the control signals SelectCommand(SC) and Write

Command(WC),

Two banks for data movment are available. These
are the Left and Right Banks,(LB), (RB). Because the Left and
Righ Banks are independent, one IV byte on each bank can be

enabled simultaneously.

Figure 3.3 shows a typical configuration using
the B8X300 microprocessor, The concepts of Left Bank (LB),
Right Bank (RB), Interface Vector Bus (IVB) control, Select
Command(SC), Write Command(WC), and user 1/0 control, Bit In=
put Control(BIC), Bit Output Control(BOC), are clearly seen

in this figure.
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Fig.3.3.~Example of control system
(from 8X300 user's manual)

3.2.2.-Instruction Cycle (Fig 3:4)

The instruction cycle may be viewed as having tuwo
halves, an input and an output phase. During the first half
of the instruction cycle, data «re. brought into the processor
and stored in an interface vector latch. Storage is completed
during the first quarter cycle, and in the next quarter cycle
the data is processed through the ALU. In the second half cy-
cle, the data is presented to the bus and finally clocked in-
to the designated 1/0 port.The instruction address for the
next operation is presented at the output of the processor du

ring the third quarter of the instruction cycle. The instruc-
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tion returns to the processor during the first quarter of the

cycle in which it is to be executed.

342.5.=5ystem Clock

The BX300 has an integrated oscillator which ge-
nerates all necessary clock signals. The oscillator is connec
ted directly to a series resonant quartz crystal via pins X1
and X2. The crystal resonaut frequency is 8.00 MHz -for a 250

nsec, system.

In lower speed aplications, where cycle time need
not to be precisely controlled, a capacitor may be connected
between X1 and X2 to drive the oscillator. If cycle time is
to be varied, X1 and X2 should be driven from complementary

outputs of a pulse generator.

3.2.,4.-HALT and RESET
HALT and RESET signals are available to stop internal

operation of the microprocessor and to set to zero the con-
tents of the Program Counter and Address Register, respecti-

vely.
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5.3.=-Instruction Set Summary

The BX300 instruction set is composed of eight
classes of instruction, each with variations depending upon
the operand specifications. These instructions provide for:
Arithmetic and Logic operations, ADD, AND, and XOR (Exclusive
OR), Data movement, MOVE and XMIT (Transmit), Context altera-
tion, JMP (unconditional Jump), MZT (Test and branch on Non-
Zero) and XEC (Execute the instruction at the address speci-

fied without program counter alteration).

Table 3.1 shows the instruction mnemonic codes

and their actionson the operands.

code mnemonic

0 MOVE data to another place

1 ADD two sets of data

2 AND AND operation on two sets of data

= XO0R perform an £X-UR op. on two sets of data
4 XEC execute an instruction at a given address
5 NZT test data field for Non-Zero contents

6 XMIT transmit a constant to a data field

7 JMP jump to another instruction sequence

Table 3.1.-8X300 Instruction summary

Every BX300 instruction has a single 16-bit ob-
Ject code, the 3 high-order object code bits define the ins-
truction class, while the next 13 bits provide additional ope
rand or qualifying data. The operand may consist of the follo
wing fields; Source (5) field, Destination (D) field, Rotate/
Length (R/L) field, Immediate (I) Uperand field, and(Program

Storage) Address (A) field.
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The MOVE, ADD, AND and XOR instructions have iden-
tical object code format, This format is illustrated in Fig.
3.5.

19w 13 12110409 -8 9" 5 % K 3 2.1 .0

L v L\ —— P = < N\ 4
A T Destination definition

Source Rotate or Mask, and destina-
tion Merge definition

Source definition

000 MOVE
001 ADD
010 AND
011 XOR

Fig.3.5.~0bject Code Format for the MOVE
ADD, AND and XOR instructions

Two instructiohobject code formatsare possible for
the XEC, NZT and XMIT instructions. These two formats A, and B

are illustrated in Fig.3.6 (a) and (b).

ihcdae x5 12 11 109 87 . 95 5 & 3 2 3.0
X[X ]| X

i 1™ S\ 7
Tt e N

T B bits of immediate data
Register specified by XXX
100 XEC, 101 NZT, 110 XMIT

(a) Format A

VT T S oy O Ly R T o T S A ¢

\-——-\,—.—.—_JM__\/__/L v RN v RS = /

N T 5 bits of immediate data
Mask or Merge specificat.
Right Rotate or Left Shift

10 Left Bank IV Byte
11 Right Bank IV Byte

100 XEC, 101 NZT, 110 XMIT

(b) Format B

Figs3.6.~0bject Code Formats for the XEC
NZT and XMIT instructions.
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The Format A object code uses bits 8 through 12
to specify a general purpose register or the auxiliary re-
gister,.

The Format B instruction object code uses bits 5
through 12 to specify the currently selected left bank or
right bank IV byte, where byte contents will be subject to a

mask and a rotate.

The JIMP (jump) instruction when executed, the 13

operanabits are loaded directly into the Program Counter, per
forming in this way a simple unconditional jump to any loca-

tion in program memory. Fig.3.7.

1514 15 121} 10 9 B 7 6 5 4.3 2 1.0

vV =
_/I\ Address

111 JmMp

Fig.3.7.-0bject Code Format for the
IMP instruction

For instructions where both the Source and Desti-
nation are registers, only the Rotate function is available.
The Mask function allows selection of the least significant
L (Length) bits of the rotated IV bus source data for subse-

quent processing.

3.4,-8X300 Cross Assembly Program (MCCAP)

The 8X300 microcontroller (40) counts with.a pro=-
gramming language, the B8X300 MCCAP, which allows the user to
write programs for the BX300 in symbolic terms, This Cross-
Assembly program translates the user's symbolic instructions

into machine-oriented binary instructions.
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The programmer is allowed to define symbolic va-
riable names for data elements by means of the Assembler De-
claration Statements, Individual bits and sequences of bits
in working storage on the Interface Vector may be named and

operated upon directly by 8X300 instructions.

The MCCAP, apart from standard features such as
mnemonic opcodes and address labels, includes macros, automa-
tic subroutine handling and conditional assembly. After assem
bling the source input, MCCAP produces an assembly listing
and an object module, Information, such as memory addresses
and their machine code contents, the original source code,
error indications and the programmer comments, may be obtained

from the assembly listing.

As MCCAP is written in ANSIFORTRAN IV, it can be

run on large computers and most 16-bit minicomputers,

Written literature (41) aboutfiicrocumputar Cross
assembly program (MCCAP) describes details about syntax and
format rules, symbolic references, assembler declarations,
assembler directives, executables statements, macros, the

assembly process and examples,
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CHAPTER IV

DELTA MODULATION
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. 4,1.-Introduction

Delta modulation has received widespread attention
in this decade and it can be said that it is now well introdu-
ced into the telecommunication field and being introduced in
many other areas. Adaptive delta modulation (ADM) is replacing
PCM in some parts of telephone communications where PCM has
been used exclusively(42), The use of delta modulation as a
source encoding scheme has been shown to be a viable and effi-
cient technique for use in a packet voice system(43), Applica-
tions such as programmable digital filters, remote motor con-

trol, speech scrambling, havwe been recently reported(44).

ADM has proved to be very simple for hardware rea-
lization withalower level of complexity than other forms of

speech encoding systems, for comparable quality of speech.

With the advent of high speed microcomputer sys-
tems, the way is open for the implementation of these encoders
with the flexibility and other advantages that microprocessor
usage implies. By using the microcomputer technology it is ve-
ry easy to try out new systems, new algorithms or to produce

alterations on them in a speedy way.

4,2.,-Linear Delta Modulation

The basic delta modulator is shown in Fig.4.1(45).
At the input of the encoder the incoming analogue signal M(k)
is compared to the quantized approximation of M(k) in the com-
parator, If M(k) is greater than M(k), the comparator output
e(k) becomes a logic 1, for the duration of a clock period,

while if M(k) is less than ﬁ(k), the comparator output e(k)
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FIXING
INTEGRATOR
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Fig.4.1.~-The basic delta modulator

becomes a logic 0, ie, the system then tracks the analog input
sional M(k) with the locally demodulated feedback signal M(k)
in the attempt to minimize the error signal, and encodes this
error into binary form e(k). The voltage e(t) is sampled at

the delta modulator bit rate FS and then transmitted.

The step size 5s, by which the quantized feedback
signal M(k) is increased or decreased gvery sampling period is
constant in conventional (linear) delta modulation. If M(k) is
geater than M(k) then M(k) is increased in the following sam-
pling period by the fixed step size 3s = 50, while if M(k) is

less than ﬁ(k), M(k) is decreased by 50.

Fig.4.2 illustrates the case when the input analog
signal M(k) is a amplitude variable sinewave of frequency P
being sampled at the rate of fg =16f_ in (a), (b), and (c),
and at the sampling rate of fg = 32f_  in (d). The step size

is kept fixed in all these cases.

Fig.4.2 brings out the distinction between two ty-
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pes of encodinn errors in delta modulation, viz, granular or

quantizing noise and slope overload distortion.

Granular noise is produced by the difference be-
tween the original and reconstructed analog signals in the
quantizing process. This type of error can be reduced by in-
creasing the sampling frequency and decreasing the magnitu-
de of the step size. As seen in Fig.4.2 (a) the comparatively
large step size (50 = A/2) creates a significant amount of
quantization noise as the feedback signal M(k) makes substan
tial variations about the small input signal. The result is

that the lower the input power the lower the 5/N ratio.

Fig.4.2 (b) shows a different case in which the
slope of the sine wave is now too steep to be followed by the
linear delta modulator. Any fast increase or decrease in the
input signal can no longer be tracked by the feedback signal
and the signal recovered at the output of the decoder may be
very different from the original input signal. The difference
between M(k) and M(k), ie the noise, is due in this case to
slope overload condition. Once slope overleoad has occurred noi
se power then increases more rapidly than the signal power.
fs a rasult)the 5/N ratio decreases with increasing signal po-

wer after slope overload has occurred.

In Figures 4.2 (c) and (d), it can be seen that
the feedback signal M(k) follows the input analog signal.
There is at this point an optimized compromise between the
step size, the amplitude of the sinewave, the frequency of the

analog input and the sampling rate.

A graphical description of all that has been said
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(a)
The amplitude A of the sine-
wave is A = 2 GStep size Ss,
The sampling frecuency, f ,
is fs = 16 sinewave frecuen-
CY, an

(b)

The slope of the sinewave

is too step to be followed
by the LDM at the sampling
rate of f5 = 16 f_. The am

plitude is AR = B 54.

(c)
Signal amplitude to step-size
ratio has been optimized.
The sampling frecuency is still
16 times the sinewave frecuency.

(d)

As the sampling rate is now

fs = 32 fpy, the LDM is able

to follow the input sinewave.
The sinewave amplitude to
step-size ratio is 8 as in (b).

Fige4.2.-A sinewave of frequency FE is being

sampled at bit rates of 1

The step-size is kept fixed



.about signal-to-noise ratio and amplitude of the input signal
is represented in figure 4.3, This is related to the d namic

range of the lineal delta modulator.

Outpyt Signal=to=MNoise Ratio (dB)

dptimum input

prd
-

Relative Input Signal(dB)

Fig.4.,3.-Dynamic Range of the Linear
Delta Modulator

Figure 4,3 shows that the system is optimum for a
very narrow range of input signal power, ie, for an acceptable
signal-to-noise ratio. The slope for low-input power is duse to
the granular noise produced by the finite step size. The down-
ward slope for high-input signal power is accounted for by the

inability of the accumulator to follow the input,

The dynamic range of linear delta modulator has

been found to be about 12 dB(46).

If we consider a sinswave input
m(t) = A sin Wm t (4.1)

its maximum slope is given by AWm.

The maximum slope of the linear delta modulator
with step size So and sampling frequency fs, is Sofsg. Then
slope overload can be avoided if

Sofg > 2T A (4.2)
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This equation sumarizes what is seen in Fig.4.3.
Linear delta modulation is more tolerant of large, low fre-

quency signals and less tolerant to large, high frequency sig-

nals.

4,3.,-Adaptive Delta Modulation

Since the invention of the delta modulation, re-
search workers have been presenting new approachg, and tech-
niques such as adaptive delta modulators (ADM) aiming to im-

prove the coding efficiency of the basic system.

Linear delta modulators suffer the disadvantage
of a limited dynamic range for an acceptable signal to noise
ratio. Quantization noise and slope overload distortion seve-
rely limit the usefulness of this scheme. Even when the step
size is optimized, the perfomance of these modulators will
only be satisfactory at sampling frequencies that may be unde

sirably high.

Fig.4.4 .illustrates the mechanism of an adaptive
delta modulator and demostrates how suitable increases and de
creases of step.size facilitate better encoding during steep
and flat regions of the input waveform. For comparison purpo-
ses the tracking of a linear delta modulator is included in

the figure.

In the slope overload region the step size increa
52
ses'contraned by a suitable algorithm to ensure good tracking,
In the flat region of the input waveform the step size reco-

vers its smallest size to minimize quantization noise.

Many adaptive algorithms have been presented in

the literature within-the instantaneous companding, sylabic
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Fig.4.4.-(a)Tracking of an adaptive delta
modulator. (b)Tracking of a li-
near delta modulator.

companding and hybrid companding adaptive schemes, and avery
strategy either intended for speech or for rapidly varying
signals such as television signals results in a considerable
improvment in efficiency. fig.4.5 shows the signal to noise
ratio variation with input power for a linear and an adaptive

delta modulation system.

- S S — — S — —

/. ADAPTIVE
/7
/

LINEAR

Qutput Signal=to=Noise Ratio (dB)

Relative Input Signal (dB)

Fig.4.5.-Comparison between dynamic ranges
of linear and adaptive delta mod. (Y44)
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The ratio is relatively constant in an adaptive
modulation system, but in a linear delta modulation system it

depends on signal level.

4,4.,-The SONG Voice ADM Algorithm(43)(46)(47)

The reason for chosing the Song voice adaptive
delta modulator is that it is very easy to implement and pro-
duces good quality speech at fairly low bit rates. 99% word
intelligibility at 16 kbit/s bit rate with a dynamic range of
40 dB has been reported(43).

The basic arrangement of the Song adaptive delta
modulator is shown in Fig.4.6.

The Song algorithm produces the step size S(k)
which minimizes the mean sgquare error between the incoming
signal M(k) and the signal estimate M(k) at each sampling ins
tant.

The equation describing the Song algorithm is,
X(k+l) = X(k) + S(k+l) {4.3)

where X(k) is the digital estimate of the incoming analog sig
nal at the sample time k/fg, where fq is the sampling rate,

and S(k+1), the current or new step size at time (ksel)/Fgqe
The equation for the step size is
S(k+l) = S(k)e(k) + Sye(k=-1) (6.4)

where e(k) is the sign of the current error which occurs at
k/FB, 8(k=1) is the sign of the previous error, S(k) is the
previous step size and S, is the voltage associated with the
minimum step size. If M(k) is the signal value at time k/fs,

then
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Fig.4.7.-Response of the Song ADM to an
step input. Bit pattern.

67




e(k) = son[M(k) - Fi(k)] (4.5)

As seen in equation (4.4) the current step size
S(k+¢l) differs, in magnitude, from the previous step size by

-

Fig.4.7 shows the changing step size and bit pa-
ttern generated for an step input. As seen in the figure,
when the input siqgnal reaches the steady state, the response
of the Song ADM is an estimate signal which exhibits a perio-
dic pattern repeating itself every four samples. The corres-
ponding error pattern generated is ...llUDllDU...,thus, an os
cillation with a fundamental frequency of Fs/h is present in
the reconstructed output of the Song ADM. The amplitude of
the oscillation depends on the step size at the time of the
oscillation,but it is usually 25, when voice signals are enco
ded. For a band limited speech signal of 300 to 3600 Hz, if
the Song operates at fg = 40 kbit/s, fg/4 = 5khz and there-
fore within the rejected band. For lower sampling rates, say
20 kbits/s, the effect of the oscillation within the band can
be eliminated by using a digital low pass filter at the out-

put of the ADM decoder,

In the actual implementation of the Song system,
the maximum signal level was is V, and the minimum step size
with 12 bits of arithmetic (4096 different step-sizes) was

2.4 mV. (50 = 2.4 mV),
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CHAPTER Vv

THE SOFTWARE FOR THE LINEAR AND SONG ADAPTIVE DELTA MODULATORS
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S.le=Introduction

Software for both linear and Song adaptive delta
modulators was developed. The Microcomputer Crossassembly pro
gram MCCAP was used to generate the object code for the BX300.
The host computer was a PDP-11/03 with v.d.u. and fast prin-

ter facilities.Floppy disk was used for mass storaoge.

5.2.-Linear Delta Modulator Software

Fig.5.1 shows the block diagram for the linear
delta modulator process. The algorithm includes encoding-deco
ding process with 12-bit arithmetic, clipped output for the

estimate signal, and samplinqrate selection.

A set of 51 16-bit instructions wd: needed to im
plement the linear delta modulator algorithm,although actua-
lly only 35 are used in each encoding path. The actual pro-

gram is enclosed in appendix A.

Dummy instructions were necessary in the algo-
rithm in order to balance each different path and thus keep
the sampling period at a steady rate, for whatever action is
taken by the processing algorithm. Since the B8X300 is crystal
c ntrolled, all the encoding process timing was derived from
it via timed software. The time between successive sample out
puts to the D/A converter was set by adding up the time taken
by the necessary code and then adding wait loops to make up

the desired sampling interval.

5.3.-S0ong Adaptive Delta Modulator Software

The software flow diagram for the Song ADM is
shown in FigQ.5.2., This is also a 12-bit resolution process

with clipped output for the estimate signal, clipped output
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INITTALIZE COUNTER,
PREVIOUS ERROR E(k-1),
AND CURRENT ERROR
E(k).

SELECT
LINEAR / ADAPTIVE

LINEAR

FIX SPEP SIZE

TP

READ CURRENT ERROR

-
v

DECREMENT COUNTER IF
E(k) = 0. INCREMENT
IF ELSE

+

CHECK FOR COUNTER OVER
N FLOW AND CLIPP TIF NECE

SSARY . _

OUTPUT COUNTER CON-
TENTS AND STROBE THEM
INTO D/A CONVERTER

!

READ SELECTED DATA
RATE AND DELAY ACCOR-
DINGLY .

Fige5.1.~-Flow diagram for the Linear
Delta Modulation process.
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INITIALIZE COUNTER,
STEP SIZE Ss,PREVIOUS
ERROR E(k-1) AND
CURRENT ERROR E(k).

SELECT
LINEAR/ADAPTIVE

ADAPTIVE
2

READ CURRENT ERROR

|

SAVE E(k=1) AND E(k)
FOR LATER COMPARISON

1

UP DATE
PREVIOUS ERROR

COMPARE E(Kk) AND
E(k-1) DEC. OR
INC. STEP S1ZE Ss.

l

CHECK FOR STEP SIZE
OVERFLOW AND CLIPP
IF NECESSARY.

COMPARE E(k) WITH ZF
RO TO INCREMENT OR
DECREMENT COUNTER

CHECK FOR COINTER
OVERFLOW AND CLIPP
1F NECESSARY .

OUTPUT COUNTER CON-
TENTS AND STROBE THEM
INTO D/A CONVERTER.

i

READ SELECTED DATA
RATE AND DELAY ACCOR-
DINGLY.

Fig.5%.2.-Flow diagram for the Song Adaptive
Delta Modulation Process.
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for the step size, and selection from 6 different sampling ra

tes, 70, 56, 50, 40, 30 and 20 kbits/s.

A complete code conversion for the Song ADM algo-
rithm is computed entirely in 11.75 microsec. This implies a
maximum data rate of 85 kbits/s. For a sampling rate of 20
kbits/s this allows for up to four audio channels to be multi
plexed and encoded,

Additional increase in speed can be achieved by
using a tabulated step size determination, for instance, but
would probably regquire the addition of memory depending on

the maximum step size itself,

The probability density of the step-size S(k+l)
for a male voice bandlimited at 2500 Hz and sampled at 32
kbits/s has been experimentally determined(46). The result
has shown that for 10-bit arithmetic the most likely step-si-
ze is 25p, and it rarely exeeds 645,, this probability being
0.002, For 12-bit arithmetic lower values than these are ex-

pected.

Any variable step size ranging from 15, to 256507
where So is a 1 1lsb, will need an B-bit register to hold this
this variable. Since lhig is the case for the registers of the
8X300,a maximum step size of 25650 was chosen for the adapti-

ve algorithm.

Dummy instructions, waiting loops and timed soft
ware are also used in the Song adaptive delta modulator soft-

ware, The actual program is annexed in appendix B.
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CHAPTER VI

DELTA MODULATION ENCODING SYSTEM HARDWARE
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6.1l.~-Introduction

This chapter describes the architecture of the
delta modulation encoding system, showing the major compo-

nents of the subunits as well as their interconnecting paths,

The whole of this encoding system has been cons-
tructed in the form of two boards, one containing the analo-
gue input unit 710 comparator, the D/A converter, DAC-HK12BGC,
algorithm selection switch and data rate selection switchés,
and the other being the 8X300 microprocessor evaluation board

with set of four RAM's added to the wrapped area.

The twelve-bit encoding system is shouwn in the
schematic diagram of Fig. 6.1. Linear or adaptive processing
is implemented by means of software and externally selected
by a switch. Sampling rate is also selected by a set of three

switches using a binary code that the program recognizes.

6.2.-5ystem Operation

The bimary error signal resulting from the compa-
rison made between the low pass filtered audio signal and the
estimate output from the coder, is sent to 1/0 port 2, bit 6.
According to this error signal,action is taken by the proce-
ssor to increment or decrement the step size in the adaptive
algorithm, and to increment or decrement the accumulator. The
contents of the accumulator are then transmitted to I/0 ports
l and 3 as two consecutive data bytes. Port 3 uses all its
B8 bits and port 1 uses only its 4 lsb. The 12 bits in 1/0
ports 1 and 3 are sent to the D/A converter through a set of
latches where the two bytes are reassembled as a single word,

Clock control for these latches is provided through 1/0 port
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Fig.6.1.-Schematic diagram of the Delta Mo-
dulation encoding system, using
the 8X300 micropr cessor. (12-bit
resolution).
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4, bit 0, and derived by timed software.

The output signal from the D/A converter is pas-
sed through a reconstruction filter to smooth out discrete
changes in the slope of the estimate signal and remove out-of
band quantization noise. The filtered signal is then stored

in an audio tape.

The estimate signal from the D/A converter is al-

so sent to the 710 comparator for a new process.

The original speech is derived from a tape recor-
der and then undergoes an appropiate amount of bandlimiting

following the real time acquisition and coding process.

An alternative way of doing the job is converting
the incoming analogue signal to a digital format by using an
A/D converter. The whole process is then performed digitally,
ie, the microprocessor will generate the error signal instead
of the external comparator. Fig.6.2 shows the block diagram
for a delta modulation encoding system of B8-bit resolution.
for a 12-bit resolution encoding system, it will be nescessary
to have more 1/0 ports than the encoding system of fig.6.1,
to input and output data and control signals, and also to in-

clude a few more instructions to implement the algorithm.

As seen in Fig.6.2, 1/0 port 1 is set as a dedi-
cated input only. For this, the control bits BIC (Bit Input
Control) has to be low and BOC (Bit Output Control) has to be
high., The eight bits output from the A/D converter are taken

through this port.

Port 2 is a CPU controlled bidirectional I1/0.
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Fig.6.2.-Delta Modulation Encoding System
using digitized input.(B-bit re-
solution).
Control data can be used to select a processing algorithm,
bit data rate, minimum and maximum step size, etc. The digi-
tal output from the delta modulator is also sent through this

port.

Forts 3 and 4 are dedicated output only. Port 4
sends to the D/A converter the processed 8-bit byte to form

the analogue estimate output from the delta modulator.
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7T.l.=-Introduction

The perfomance of the actual real-time microprocg
ssor-based encoding system is presented in the following sec=
tion. Several photographs were taken to show the system perfo
mance capabilities, and an informal subjective test was per=-
formed to have a rough idea of the speech quality obtained

through this encoding system.

7.2.~Linear Delta Modulator Perfomance

Fig. 7.1 shows the tracking of the linear delta
modulator to an 800 Hz sinusoidal input being sampled at 70
and 40 kbits/s. It is seen that for this 2V p=-p input signal
the encoder is correctly tracking it. The step size is in
this case 125 mV, ie, 50 times greater than the step for the
least significant bit for a 12-bit 5y D/A conversion. This
step size has been made onpurpose in order to see the stairca-

se-like waveform result of the encoding-decoding process.

Slope overload distortion dapenﬁé on the slope of
the input signal rather than just on the signal amplitude.
This effect can be seen in Fig. 7.2(a) and (b), where the fre
quency of the input signal has been rewsed to 1800 Hz. Fig.7.2
(a) shows the slope overload effect for a 4V p-p sinewave in-
put with frequency of 1800 Hz, sampling rate of 70 kbits/s,
and step size of 125 mV. In (b) the sineswave ampLiéLdE{has
been reduced to 2V p-p and the sampling rate to 30 kbits/s.
It should be noted that two factors of £q. (4.2) ha..been re-

duced simultaneously by approximately the same amount,

Fig. 7.2(c) shows the steady state or idling sta-

te estimate output of the linear delta modulator for 0OV. in=-
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put, 50 kbits/s sampling rate and step size of 250 mV.

7.3.~Adaptive Delta Modulator Perfomance

Fig. 7.3 shows the tracking of the Song ADM to a
3V p-p B0O0 Hz sinewave input at bit rates of 70, 56, 40, 30,
and 20 kbits/s. In Fig. 7.3(e), slope overload bscomes appa-
rent for the sampling rate of 20 kbits/s, and the tracking is
much better when the signal amplitude is reduced to 1.4V p-p

a8 in Figs 7.3(r),

The response of the system to a 200 Hz square wa-
ve input is shown in Fig, 7.4, for sampling rates of 70 and

20 kbits/s, and input signal amplitude of 1V.

Voice signals were also input.. to the enceding
system and photographs taken‘From the real time process. In
Fig. 7.5, the upper trace shows the filtered audio input, the
middle trace the estimate output from the delta modulator and
the lower trace the estimate output after being filtered. The
sampling frequencies from (a) through (d) are 56, 56, 40 and
20 kbits/s respectively. Clipping effect is seen in (b) where

the amplitude of the input signal is greater than %sy.

7.3.1.-5ubjective Evaluation

It has to be stressed here that the following eva
luation of the speech encoding system is not in?gndﬂd\tp cons
titute a formal one, but to give a rough idea of the speéch;
quality at various speed rates., This is bacause it was not
possible to fulfill all the pre requisites necessary %or
a formal and total speech quality evaluation. Among other rea

sons, the test was carried out with a reduced listening group

with a limited time available to be trained., A group of un-
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(a) F, = 800 Hz., f_ = 70 Kbits/s., 1V/div

(b) f_ = BOO Hz., f_ = 40 Kbits/s., 1V/div

Fige.7.l.~Tracking of the linear delta modulator
to a 800 Hz. sinewave input



(a) £, = 1800 Hz., f_ = 70 Kbits/s., 2V/div.

(b) f. = 1800 Hz., f_ = 30 Kbits/s.. 1V/div.

(c) zero input, g = 50 ¥bits/s., 0.2V/div.

Fig.7.2.-(a) and (b) shows slope overload dis-
tortion of the LDM. (c)idling state
output.

(s 9]
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f_ = 20 Kbits/s. (f) fq = 20 Kbits/s,

Fig.7.3.-Tracking of the adaptive algorithm to a
B00 Hz sinewave input at different sam-
pling rates. Upper trace sinewave input.

(2v/div.)



(a) 1V/div., Fy .70 Kbits/s.

(b) 1v/div., fg = 20 Kbits/s.

Fig.7.4.-Response of the adaptive algorithm
to a 200 Hz. square wave input.
Upper trace input signal. Lower
trace, encoder output.



(a) 1 msec/div., 2V/div. (b) 1 msec/div., 10 V/div.
fg = 56 Kbits/s, Fq = 56 Kbits/s,

clipped output.

(c) 1 msec/div., 2V/div. (d) 1 msec/div., 2 V/div.
fg = 40 Kbits/s. fy = 20 Kbits/s.

Fig.7.5.-Response of the adaptive delta modulator
to voice at various sampling ratss.
Clipping effect is shown in (b). Upper
trace is the filtered audio input. Lower
trace is the filtered DM output.
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trained listeners probably should consist of no less than 50
listeners(2). For the same reason, the test was realized in

only one run, It is advisable to repeat the test several

times with one-week intervals, to have time-independent re-
sults., There was a lack of number of sentences as to avoid re

petition of them during test and the number of methods was 1i

mited to two.

The IEEE Subcommittee on Subjective Measurements
has written an engineering practice(2) that describes several
preferent measurement methods for the measurement of speech
quality. For the convenience of the reader, Appendix C con=-

tains a short description of these methods.

7.3.1.1.-Speech Material and Listeners

The speech material used for the tests consisted
of three phonetically balenced sentences, 'It‘s easy to tell
the depth of a well, These days a chicken leg is a rare dish,
A large size in stocking is hard to sell'., These sentences
were spoken by a male speaker using British accent English.
The sentences were encoded using the system of Fige. 6.1, at
bit rates of 70, 56, 50, 40, 30, and 20 kbits/s, and recorded
on a single track tape at 7% in/s.

To be used as a source of comparison, a second
set of coded speech signals were included in the tape. This
speech material consisted of the sentence 'Grab auefy.ﬂish of
sugar' coded also through an adaptive delta modulation system
at the bit rates of 32 and 16 kbits/s. This speech ;aterial
was taken from a record prepared for a damostrat}on of speech
coding systems(3). The voice recorded used American accent

English and a male speaker,
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The test tape was presented to twelve listeners,
professional and student, through headsets in a languages la-
boratory room. All of the listeners were native English spea-
kers and none had any previous experience in subjective tes-
ting of speech material, Their ages renged from 20 to 44
with mean age slightly over 30. Nine of them used American

accent English and seven of them werse male.

7¢3+.1.2.~-5ubjective Evaluation Procedure

The evaluation was started with a dirsct forced=-
pairs comparison of two sentences. The pairs were formed by
the sentence 'It’s easy to tell the depth of a well' coded
through the system being evaluated; and the sentence 'Grab
every dish of sugar' from the record. Thess sentences will be
known here as sentence (a) and sentence (b), respectively.
Sentence (a) was presented at the bits rates of 704 56, 50,
40, 30, and 20 kbits/s against two bit rates, 32 and 16 kbits
/s of sentence (b). In all there were 12 combinations presen-

ted randomly to the listeners.

Prior to this session, the listeners were given

the following instructions.

'In this test you will hear pairs of sentences

(A,B) repeated twice, according to the pattern shown in the

* ~

following figure.

5 to 7 seconds 5 to 7 seconds 5
A B A B| rest period A B AB|rest period A B.AB

As you can see from the pattern, each set of sentences ABAB

is separated by a 5 to 7 seconds rest period, After listening

to the repeated pairs, specify which sentence you would pre-
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fer to hear (A or B) marking it with an "X" in the appropiate
box below. This must be done during each rest period. If both
sentences sound equally good make an arbitrary choice. The

first and third sentences in the pattern is the same sentence

"A", and the second and fourth, the same sentence "B".'

After this initial step an absolute method, the
Mean Category Judgement method was utilized to evaluate the
quality of the speech samples. This tima'only the material
processed by the system under svaluation was used. The test
was done in two runs using the following sentences: 'These
days a chicken leg is a rare dish’ and ‘A large size in sto=

cking is hard to sell'.

Prior to this session, the listeners were given
the following written instructions.

'For this test you will not hear pairs of senten-
ces as in the former test, but single sentences separated al-
so by rest periods of 5 to 7 seconds.

This time you will specify the quality of each
sentence by chosing one of the categories ﬁn the scale, Exce-
llent, Good, Fair, Poor and Unsatisfactory and marking it with
an "X" in the appropiate box below,

You are going to hear an example of an "Excellent"
sentence and an "Unsatisfactory” sentence. The‘pﬁi; inl be

repeated., Use them as points of reference for ynu} judgements!.,

There were in total 12 samples to be evaluated, 6

for each sentence corresponding to. 6 different bit rates.

.

For an excellent sentence, the original sentence

was used as recorded from the speaker without undergoing any
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coding process and filtering. For an unsatisfactory &entence
the low-pass filtered original sentence was used after being
re-recorded several times on a low quality cassette tape at
high recording level, plus some low-pass filtered white noise
added to it. The resultant sentences although still recogniza

ble, had a very annoVing noise-like structure.

7.3.1.3.-Results and Discussions of subjective evaluations
Table 7.1 shows the results for the direct compa-
rison test between signal (a) (6 bit rates), and signal (b)(2
bit rates). The first and third rows in Table 7.1 show the
number of listeners who voted favourable to signal (a), and

the second and fourth rows the same but in terms of percenta-

ges.
[able 7.,1l.-Preference for direct comparisons (a,b)
signal
.~ (a)| 70 56 50 40 30 20
o kbits/s | kbits/s | kbits/s | kbits/s | kbits/s | kbits/s
0N~
8 8 9 8 9 8
32

kbits/s 66.6% 66, 6% 75 .0% 66 . 6% 75.0% 66 . 6%

9 10 B 9 10 9
16

kbits/s 75.0% 83.3% 66.6% 75.0% 83.3% 75.0%

Fig. 7.6 shows the percentage of listeners who
preferred the test sample signal (a) to signal (b), against
the sampling bit rate of signal (a) and sampling bit rate of

signal (b) as a parameter.

.

The results from Fig. 7.6 indicate that the speech
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samples of signal (a) are consistently better than those of
signal (b), from the record. The listeners showed a clear pre
ference to these even for signal (a) at 20 kbits/s, but the
results do not appear to be very discriminable at the diffe-
rent bit rates of signal (a). The expected results should ha-
ve shown a negative slope in both traces, indicating lesser
preference for signal (a) as the bit rate was decreasing to-

ward 20 kbits/s.

It is not known whether the record had been recor
ded by means of a high-fidelity process. In fact, the volume
level of the sentences taken from the record was too low and
had to be elevated during recording on tape, to make it compa
rable to that of signal (a). This obviously implied a rise in
the inherent noise in records, such as surface and static
electricity noise. It is also difficult to judage the gffect
on the listeners of the difference in tone and.éeﬁént oF'Fhé
two speakers.

An additional feature that can bé seen in Fig.7.6
is that for signal (b) sampled at 16 kbits/s, the percentage
of votes favourable to signal (a) is actually slightly higher

than those for signal (b) sampled at 32 kbits/s. This repre-
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sents an expected result since signal (b) sampled at 16 kbits
/s presented a more noticeable noise degradation, and thus re
ceived less favourable votes.

Fige 7.7 su ri es the results of the tests of
the two sentences evaluated by the Mean Category Judgment me-
thod. This Fig. shows' the overall rating of the answers for

each bit rate (vertical bars), and the Mean Opinion Score(MOS)
for each bit rate (dot within the bars).

The Mean Opinion Scores calculated in the fo=-

llowing way. Each category used in the test is given a number,

n

I N

w

%]

MEAN OPINION SCORE (MOS)

—

il

I:I?O khits/s

1 'II'|

Figs 7.7.~Mean opinion scores against bit
; rate. (a) first sentence, (b)
second sentence.
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8.9., Unsatisfactory = 1, Poor = 2, Fair = 3, Good = 4, and
Excellent = 5, The number of listeners choosing each category
is multiplied by the number assigned to that category. Thess
totals are then added, and divided by the total number of lis
teners. The number then obtained is the mean opinion score

(MOS) for that condition(2).

S

|
1 .[
1
|
|
{
)

i Ll el aagea g dise Raegatted pRARRBRERY ELTREC
60 50 40 30 20 kbits/s

Fig. 7.8.=Mean opinion scores for
both sentences

Fig., 7.8 shows the MOS for both sentences and it
can be seen that the subjective quality at the different bit
rates are gquite close to each other., In both cases, the de-
crease in the quality of the speech samples when going from

70 kbits/s through 20 kbits/s is quite evident.

Fig. 7.9 presents the mean taken over the mean
opinion scores of Fig. 7.8. It can be seen that the slope of
the trace is steeper from 40 kbits/s to 20 kbits/s, indica-

ting a more rapid decrease in the relative quality of the

speech,

It can be said that the results obtained by the

mean opinion score method are more significant than the re-
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70 60 50 40 30 20 kbitess

Fige 7.9.-Mean over the mean
opinion scores.

sults obtained by the direef comparison method. This is be=-
cause for the direct comparison method there were serious li-
mitations in c0ntrolling some factors such as tone, volume,
noise other than that produced by the encoding process, and
as it was pointed out earlier, it is difficult to judge the
effect on the listeners of the difference in tone and accent
of the two speakers,It is also not known the type of algo=-
rithm used in the adaptive delta modulator.presented in the

record,
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CONCLUSIONS

A real-time microprocessor-based speech encoding
system has been implemented. The system is based on the Signeg
tics BX300 microprocessor evaluation board which features

high speed of processing.

Delta modulation was used as the encoding scheme,
and the adaptive algorithm used for the delta modulator was

the Song algorithm, which proved to be very easy to implement

by means of software,

The development of this software controlled enco-
ding system has been supported by a POP-11/03 minicomputer,

and the MCCAP crossassembler.

The resulting system is easy to program and can
be used not only for real-time signal processing purposes but
also for decision and control applications or combinations of
these. Different programs can be stored in memory and be selec

ted according to an external code or interrupting routine.

The entire microprocessor-based delta modulation
encoding system was found to be comparatively simple to cons-
truct and useful for practical applications.

In general, the system is sufficiently flexible
to allow experimentation and development of a particular co-
dec algorithm. As this device operates under software control,
this feature allows for making as much modification as requi
red during development at almost no delay or expense. Instan
taneous parameter alteration is easily achieved by program
control and has the potential to incorporate many different

code conversions within the same harware facility.
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A complete code conversion for the adaptive delta
modulator actually implemented is computed entirely in 11,75
usec. This allows for up to four audio channels to be multi-
plexed and encoded at a sampling rate of 20 kbits/s. Data ra-
tes as high as 85 kbits/s were possible for the adantive algo
rithm. This means that there is room for more elaborate en=-

coding algorithms with adequate output data rates.

Since the microprocessor is crystal controlled,
it was convenient to derive all the encoding process timing
from it via timed software. The time between successive sam-
ple outputs to the D/A converter was sst by adding up the ti-
me taken by the necessary code and then adding wait loops to
make up the desired ampling interval. As there were multiple
data-dependent paths through the code, the execution times of

these were also made equal by adding dummy instructions.,

Non-rigorous tests or evaluation of the proposed
design has been carried out, but some graphical results are
presented as an illustration of the capabilities of the sys-
tem. One of the most important outputs obtained from this en-
coding system is an audio tape containing speech which has

been processed at various speed rates.

Results and discussions from an informal subjecti
ve test are presented in sub-section 7.3.1.3. These results
have indicated the following.

(a)After a direct forced-pair comparison between
speech samples processed by the system under evaluation and
speech samples processed by another system also based on adp-

tive delta modulation, the listeners showed a clear preferen=-
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ce (70% in average) to the former, even at sampling rates of
20 kbits/s against 32 kbits/s. Nevertheless, it has to be said
that the evaluation conditions were not quite the same for
both systems,Particularly, the recording volume of the senten-
ces taken from the record were quite low, and these were spo-
ken with a different accent and tone.from those from the sys-
tem being evaluated. It has also to be poinﬁed out that of a
group of twelve listeners, nine of them used the same accent
as that used in the record. |

(b)From fhe subjective evaluation by the Mean Ca-
tegory Judgment method, the speech processed by the system un-
der evaluation, in the mean,has been categorized within the
fellowing levels, Speech encoded at 70, 56, 50 and 40 kbtits/s,
as 'good'. Speech encoded at 30 kbits/s, as 'fair} and speech
encoded at 20 kbits/s, slightly better than *tpoor'. The com-
plete range of response categories being, excellent, good,

fair, poor, and unsatisfactory.

To have a more complete visw of the perfomance of
the microprocessor-based delta modulator, objective measure-
ments should be carried out. The objective measurements should
include the following. Bandwidth (Output level Vs. input fre-
quency), for different input levels and sampling frequencies,
Idle Channel Noise below the maximum inﬁut signal considering
channel errors and considering no channel errors. A C-message
weighted filter should be used at the output of the coder, Dy-
namic Range using a single tone (SNR VUs. input level at various
bit rates). SNR VUs. Bit Rate. Linearity (Variation of the output

to input amplitude ratio).
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FROG LINESS MICROCONTROLLER CROSS ASSEMBLER VER 1.1.6

3 KK KK R OR K K ACHIOK OR KR JOKR K CRCROR R ROR K
THIS FROGRAM WILL SIMULATE A

o * X
&5 ¥ LINEAR DELTA MODULATOR WITH A X
4 % HBIGGER STEF SIZE THAN ONE LSD X
by % THIS STEF SIZE 1S INTENDED TO %
& ¥  SHOW THE STAIRCASE~-LIKE WAVE- X
7 £ FORM RESULT OF THE ENCOGING-DE X
B % CODING FROCESS *
o ¥ SIX BIT RATES ARE AVAILARLE %
10 ¥ BY EXTERNAL SWITCHES REQUEST ¥
11 ¥ 70+ 54y 50, 40y 30 AND 20 b 4
12 ¥ KILOBITE-SECOND ¥
13 K 050 2K NS N AR KK R oK K KON SO R OR O R K
5 KRR R R KRR R AR AORROK K R X K
14 ¥ THE FROCESSOR IS THE 8X300 X
17 ICTLLLLEPE SRS TLCEETESREEEEE LS |
1% PROG LINESS

1 K R K OK K O R OK O CROR R OR O K KOK K

2 ¥ DATA AND ADDRESS DECLARATIONS X

23 ARKREEK KRR RO RS R KRR KR KRR KKK KR KK

L 000001 INC EQU 1

24 000377 DEC EQU 377H

27 001 7 0O ouTs LIV  1+748

i 002 .6 1 IN2 LIV 2446

2y : 002 5 3 FORT2 LIV 2253

3 002 2 1 SWIT2 LIV 2,2

31 003 7 0 auTE LIV Srieg

g2 004 7 ¢ OUT4 LIV 4:7:8

34 3K KK KK R KK R K KOR K OKCROR RRRRORA R R OK R K

39 ¥ MAIN FROGRAM b 4
36 oA ST 3K 05 00 240 28 256 36 25 3K K 2K KK G B K K KK R K HOK B RCROR
18 ORG 0

39 00C00 & 01000 LINEAR XMIT 0©O:R1

46 00001 & 02010 AMIT 10HsR2

41 YCOUNTER HAS BEEMN INITIALIZED TO ZERO OFFSET
42 3K KK K ROK A O K o o 2508 oK R R R KK K K KKK R R K KR K K
43 00002 & 07004 SEL ouT4
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FROG LINBSS MICROCONTROLLER CRODSS ASSEMBLER VER 1.1.06

44 00003 & 27001 XMIT 1,0UT4

45 ¥REGISTERS OF THE D TO & IN HOLD DATA STATE
46 3 K KK 3K K KKK KK K T OKOK K KKK K KKK K KKK KKK X KK & K KK
47 00004 & 03304 XMIT Z04HsR3

48 00005 & 07002 HERE SEL SWIT2

49 00006 O 22106 MOVE SWIT2:Ré

50 00007 & 00001 XMIT  1sAUX

51 00010 3 04000 XOR  RésAUX

52 00011 S5 00013 NZT  AUX:BASIC

53 00012 7 00170 JHF  ADAFTV

54 00013 & 07002 BASIC SEL  IN2

55 00014 O 2610% MOVE IN2sRS

54 00015 S 05103 NZT  RS5»NONULL

57 *¥1S CURRENT ERKOR = 0O 7

58 KKK KR KKK K KKK KKK K KKk

59 00016 6 00017 XHIT  17HyAUX

60 00017 2 02002 AND  R2yR2

61 KFLACE ALL 0°S IMN NON-USED BITS OF R2
b2 KK OK KKK KK ROK KKK KKK KK KKK K K KK K K XK XK
63  G0020 & 00377 XMIT DEC»AUX

64 00021 3 03004 XOR RIs»R&E

65 00022 6 00001 XMIT INC»AUX

66 00023 1 04000 ADD RésAUX

67 00024 1 01001 ADD R1yR1

68 00025 0 10011 MOVE OVFyR11

49 00026 6 00377 XHIT DECyAUX

70 00027 1 10000 ALD OVF »AUX

71 00030 1 02002 ADD R2yR2

79 KDECREMENT COUNTER BY STEF SIZE

73 : KRR KK KKK K KKK KK K 0K % KK KK K

74 00031 5 10034 NZT OVF»STILL

75 00032 S 11036 NZT R11sSTILL

76 %¥IS COUNTER < TO ZERD TO CLIP IT 7

77 KK KR K KK KKK K KKK KKK KKk K 0 K

78 00033 & 01000 XMIT OsR1

79 00034 & 02000 XMIT Os»R2

80 00035 7 00042 JHF OUT

B1 00036 & 11000 STILL XMIT OsR11

82 00037 & 11000 XMIT 0sR11

83 00040 & 11000 XMIT OsR11

64 00041 & 11000 XMIT OsR11

85 00042 & 07003 uT SEL  OUT3

896 00043 0 01027 MOVE R1,0UT3

87 00044 & 07001 SEL  DUT1

88 00045 0 02027 MOVE K2,0UT1

89 00046 & 07004 SEL  OUTA4

90 00047 & 27000 XMIT 0,0UT4

91 00050 & 27001 XWIT 1,0UTA4

92 XOUTFUT COUNTER CONTENTS AMD STROEBE THEM INTO D TO A
93 KKK KKK KK HOK K KKK KKK oK KKK KKK KKK KK KK XK KKK KKK KAk KKK K K
94 00051 & 07002 SEL FORT2

95 00052 0 25311 AGAIN MOVE FORT2sR11

96 00053 & 00000 XMIT 0sAUX

97 00054 3 11000 XOR R11,AUX
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FROG LINBSS MICROCONTROLLER CROSS ASSEMBLER VER 1.1.06

98 00055 5 0005 NZT AUXINEXSS
99 00056 7 00127 JMF  DATA70
100 00057 & 00001 NEXS5é XMIT 1,AUX
101 00060 3 11000 XOR  R11,AUX
102 00061 5 00043 NZT AUXsNEXS0
103 00062 7 00134 JHF DATASé
104 00063 & 00002 NEXS0 XMIT 2sAUX
105 00064 3 11000 XOR R11sAUX
106 00085 5 00047 NZT AUXyNEX40
107 000446 7 00142 JHP  DATASO
108 00067 & 00003 NEX40 XMIT 3sAUX
109 00070 3 11000 XOR R1isAUX
110 00071 S 00073 NZT AUXsNEX30
111 00072 7 00147 JUF DATA40
112 00073 & 00004 NEX30 XMIT 4sAUX
113 00074 3 11000 X0R  R11sAUX
114 00075 & 00077 NZT AUXsNEX20
115 00076 7 0015% JIiF DATA3Z0
116 000727 & 00005 NEX20 XMIT S»AUX
117 00100 3 11000 XOR  R11sAUX
118 00101 & 00052 NZT AUXsAGALN
119 00102 7 00162 JHE DATAZ0
120 00103 & 00340 NONULL XMIT 340HsAUX
121 00104 32 02004 AOR R25K4
122 00105 2 02000 AND R27AUX
123 00106 3 04002 X0k R4rR2
124 ¥FLACE ALL 1’8 IN NON-USED BITS OF R2
1295 K KKK K KO K KO KKOK SR KK XK K K 0K K AOK KKK KOk X
126 00107 0 03000 HOVE R3rAUX
127 001310 1 DloO1 ADD R1sR1
128 00111 0 10000 MOVE OVF»AUX
129 00112 1 02002 ALD R2sR2
130 00113 6 11000 XMIT OsR11
131 00114 6 11000 AMIT OsR11
132 00115 &6 11000 XrMIT OsR11
133 KINCREMENT COUNTER BY 1 LSEB
134 K AOK 44K KKK KKK AR K KK KOk kK K
13% 001186 S 10123 NZT OVF»YES
136 ¥HAS THE COUNTER OVERFASS 7777H VALUE 7
137 K R KK KK O KK K KK KK K 30K 0K KK KKK K kKKK K K Kk
138 00117 & 11000 XMIT OsR11
139 00120 6 11000 XMIT OsR11
140 00121 6 11000 XMIT 0sR11
141 %2 INSTRUCTIONS DELAY TO MAKE FATHS EQUAL
142 KK KR A KR K KKK R KOE K KOR R0 SORKOKKOK KRR R KRR KK
143 00122 7 00042 JHP ouT
144 ¥TO OUTFUT COUNTER CONTENTS
145 R AR A 3K K KKK KK 30KOK K K HOK K KKK X
146 00123 & 01377 YES XMIT 377HsKi
147 00124 6 02377 XMIT 377HsR2
148 0012% & 11060 XMIT OyR1i
14% ¥CLIF COUNTER TO 7277H AND DELAY BY 2 INSTR.
150 O K ORCRCROKOR KOK 30K K K K K0K o8 280K ok 0K 3K K0 R0 K K OK KK K K Kk
151 00126 7 00042 JMF ouT e 52
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FROG LINESS MICROCONTROLLER CROSS ASSEMBLER VER 1.1.6

182 00127 & 04367 DATAZ0 XHIT 3&7HsRé
153 00130 & 00001 AMIT 1:AUX
154 00131 1 06006 RINGL ADD Ré6rRé
155 00132 5 04131 NZT Ré&»RING1
156 00133 7 00005 JHiPF  HERE
157 00134 &6 06362 DATASS XMIT 3462HsRéE
158 00135 &6 00001 AMIT 1sAUX
159 001346 1 06008 RINGZ ADD R&rRé&
160 00137 S 06136 NZT Ré6sRINGZ
161 00140 & 11000 AMIT OsR11
162 00141 27 00005 JitP  HERE
163 00142 & 04357 DATASO XMIT 357H,Ré
164 0©€0143 &6 00001 XHIT 1s:AUX
165 00144 1 06004 RING3 ADD R&XRE
166 00143 O 06144 NZT R&sRINGE
167 00146 7 00005 JHF  HERE
148 00147 6 06347 DATA40 XMIT 347HsRé
1492 00150 & 00001 AMIT  1»AUX
1720 00151 1 06004 RING4 Al RéyR6E
171 00182 5 06151 NZT R&6rRING4
172 00133 6 11000 XMIT OrR11
123 00154 7 00005 JHP  HERE
174 00135 & 06327 DATAJ0 XMIT 327H:Ré
175 00186 & 00001 XMIT 1yAUX
176 00157 1 06006 RINGS ADD R&rRé
177 00160 S 06157 NZT R&PRINGS
178 00161 7 00005 JIP HERE
179 00162 & 06247 DATAZ0 YMIT 267HsRé
180 00163 & 00001 AMIT 1sAUX
181 001464 1 06004 RINGé ADD  R&rRéE
182 00145 5 06164 NZT R&sRINGS
183 001646 & 11000 XMIT OsR11
184 00167 7 00005 4P HERE
185 ¥TO QUTFUT COUNTER CONTENTS
186 FORR R KKK KRR OR KKK K KK KK KK KK X
187 00170 & 01000 ADAFTV XMIT Osk1
188 END LINBSS
TAL ASSEMBLY ERRORS = 0
IF
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APPENDIX B
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FROG LISONG MICROCONTROLLER CROSS ASSEMELER VER 1.1.

1 KKK KK KKK KK KK KKK KK KOK K K K KK KK K Kok K
2 ¥ THIS FROGRAM WILL SIMULATE A %

2 ¥ LINEAR DELTA MODULATOR AND AN %

4 ¥ ADAFTIVE DELTA MODULATOR USING X

5 ¥ THE SONG ALGORITHM., BOTH DELTA X

p ¥ MODULATOR ALBORITHMS ARE 12EIT ¥

7 X RESOLUTION - CLIFFED OUTFUTS %

8 ¥ & BIT RATES ARE AVAILABLE EY %

9 X EXTERNAL SWITCHES REGUEST, X
10 X 70» S6» 50» 40, 30s AND 20 ¥

11 X KBITS/SECOND X
12 KKK KK KK KKK K KKK KKK KK KO KKK KK KKK K K
14 KKK ORK KO K KK AR KK KKK X KKK K KKK Kk KKk
15 X THE FROCESSOR IS THE 8X300 X
16 KO XOK KKK KK KKK KKK KK KKK KK Kok KK KK K K
18 FROG LISONG
20 KK KKK KKK KKK OK K KK KK KKK KKKk KK KKk
21 XDATA AND ADDRESS DECLARATIONS X

22 AOKHO0K KKK KKK KKK KK KK KKK KK KKK KK K K
24 000001 INC EQU 1
25 000377 DEC EQGU 377H
26 003 7 0 OUT3 LIV 37,8

4% 001 7 OUTL LIV 1,748
28 002 6 1 IN2 LIV 2,4

29 002 5 3 FORT2 LIV 2,5,3
30 002 2 1 SWIT2 LIV 2,2

31 004 7 0 OUT4 LIV 4,7,8

33 FRKRK KKK K A KKK KKK KKK KK KKK KKKk

34 ¥ MAIN FROGRAM X

35 FAOKKK KKK KK KKK K KKK K KK KKK KKK K K KKK X

37 ORG 0

38 00000 & 01000 XMIT 0sR1

39 00001 & 01000 ADAFT XMIT OyR1

40 00002 & 02010 XMIT 10HsR2

41 XCOUNTER HAS BEEN INITIALIZED TO ZERO OFFSET
42 KKK KKK KR KKK KKK KKK KKK KK K KKK KK KKK KKKk K K KKK K K
43 00003 & 07004 SEL  0UT4 :
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FROG LISONG
44 00004 &6
45
46
47 00005 &
48
49
50 00006 6
91
w2
93 00007 6
54
o9
56 00010 6
57 00011 O
8 00012 4
59 00013 3
40 00014 S
41 00015 7
62 00016 &
63 00017 O
44
65
66 00020 O
67 00021 3
68 00022 O
69
70
71 00023 S5
72
73
74 00024 4
7% 00025 1
76
A7
78 - Q0026 5
7
80
81 00027 4
82
83
84 00030 7
85 00031 6
86 00032 ¢4
87
88
89 00033 §
20
?1
922 00034 4
93 00035 2
?4
75
926 00036 &
77" 00037 3

27001

03001

04000

05000

07002
22106
00000
06000
00014
00213
07002
26105

05000
04000
05004

00143

00001
03003

03031

03377

00033
11000
11000

00017
02002

00377
03006

MICROCONTROLLER CROES ASSEMELER VER

XMIT 1,0UT4
¥REGISTERS OF THE I TO A ARE DISABLED
AKCKOR 3K 0K KK K 30K KK KK 0K K 30K KK K K 0KCKOK 0K KOk Kok Kk X

XMIT 1»R3
*XSTEF SIZEIMAX 8 BITS
FOK KK KOKCK OO KOOI OKROROK ROk K

XMIT OsR4
¥FREVIOUS ERROR,E(K-1)
KKK K K KRR AR XOR KRR K KKk Kok

XMIT O!RS
¥CURRENT ERRORsECK)

AR O ROR X ROROKRAOR KRR X XK
START SEL SWIT2

MOVE SWIT2:Ré

XMIT 0,AUX

X0R RésAaUX

NZT AUXrSONG

JHF LINEAR
SONG SEL IN2

MOVE IN2yRS
¥ERROR HASE BEEN READ
KARAKKKKORRR KRR KRR KK

MOVE RSsAUX
XOR  R4sAUX
MOVE RSsR4
¥UFP DATE FREVIOUS ERROR
KKK KKK KKK KKK OK KOK K0K XCKOKK X
NZT AUX,DIFF
¥IS CURRENT ERROR = FREVIOUS ERROR 7
3K OK KKK KK KK KK K KK K KK A K KR KOK 0K 0K K OK K KOk
XMIT INC»AUX
Al R3yR3
XYESy» THEN INC. STEP SIZE BY 1 LSBH
KKK K K KK KR K AOK KK KKK OK K OK 0K K K K K K KK X
NZT R3sNOYET
XIS STEF SIZE BEYOND 377H 7
KK 0K KK K 3K oK K K K K K K KK KK KK K K 4Ok ok
XMIT 377HsR3
XYES»THEN CLIP IT
KK K K K K OK K KK K K KOk K X
JHMF DECRM
NOYET XMIT OsR11
XMIT OsR11
¥LAST TWO ARE DUMMY INSTRUCTIONS
KK 3K K K K KK K K 0K 0K K OR RO KKKOK KOk K K
DECRM NZT RS,NEQUAL
¥IS CURTRENT ERROR = 0 7
KK KK 30K K 0K HOK 3K0K K0k 0Kk K 0k Kok X
XMIT 17HsAUX
AN R2sR2
¥KYESsTHEN PUT ZEROS IN UNUSED RITS IN R2
HAOKAORAOAIOKR KK KKK KO KOK K KOK K KO0 K 0K KK KK KRR K KKK K
AMIT DECyAUX
XOR R3rR6&
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FROC LISONG
98 00040 &
99 00041 1

100 00042 1
101 00043 O
102 00044 6
103 00045 1
104 00046 1
105

106

107 00047 5
108 00050 S
109

110

111 00051 &
112 00052 6
113

114

115 00053 7
1146 00054 6
117 00055 &
118 00056 6
119 00057 6
120

121

122 00040 6
123 00041 ©
124 00062 &
125 00063 0O
126 00064 6
127 00065 &
128 00066 &
129

130

131

132

133 00067 6
134 00070 ©
135 00071 &
136 00072 3
137 00073 5
138 00074 7
139 00075 &
140 00076 3
141 00077 S
142 00100 7
143 00101 &
144 00102 3
145 00103 5
146 00104 7
147 00105 &
148 00106 3
149 00107 S
150 00110 7
151 00111 &

00001
06000
01001
10011
00377
10000
02002

10054
11054

01000
02000

00060
11000
11000
11000
11000

07003
01027
07001
02027
07004
27000
27001

07002
25306
00000
06000
00075
00152
00001
06000
00101
00157
00002
06000
00105
00165
00003
06000
00111
00172
00004

MICROCONTROLLER CRDSS ASSEMBLER VER 1.1.0

XHMIT INCsAUX
A RérAUX
Al R1:R1
MOVE OVF»R11
AMIT DEC,AUX
AL  OVF»AUX
ADD  R2sR2
XAND DEC COUNTER BY THE STEF SIZE
30K KK K K 3OK K OKOKOK A CHOK KK K KOK KKK KK KKK K K K
NZT OVF,OKDHM
NZT R11,0KDM
¥HAS THE COUNTER GONE BELOW ZEROD 7
0K 0K 7K K K KKK K K 30K 30K 30K 3 8OKOKAOK KK KKK
XMIT OsR1
AMIT OsR2
XYESy THEN CLIF IT TO ZERO
K OK K AOK K AR OO R KRR KRR KKK
JHF  OK
OKDM XMIT O:R11
XMl OrR1l
XMIT 0OsR11
XMIT 0OsR11
XLAST FOUR ARE DUMMY INSTRUCTIONS
3K O KKK KK K K K KK KK KKK RO K KKK K KK KOk K
OK SEL 0OUT3
MOVE R1y0UT3
SEL. OUT2
MOVE R2,0UT1
SEL 0UTA4
XMIT 0,0UTA4
AMIT 1,0UT4
¥OUTFUT COUNTER CONTENTS AND STROBE THEHWM TO /A CONV.
KKK KKK R KOKR KK A OK KOR K OK KKK 3K KKK OK KKK 3 30K KKK K KK K0k % K KKK
*NOW START CHECKING FOR EXTERNAL REQUEST OF BIT RATE
KKK 20808 K KK KK K KKK KK KKK K 0K 30K 0K K08 5K K H0K K 40K 30K K K KK KOk K00k K K
SEL 'PORT2
REPT MOVE FPORT2sRé6
XMIT OrAUX
XOR RérAUX
NZT AUX»yNEXTS4
JMF KBITZ70
NEXTSS XMIT 1,AUX
X0RK Ré s AUX
NZT AUX»NEXTSO
JMF KBITSS
NEXTS0 XMIT 22,AUX
XOR Ré&r»AUX
NZT AUX»NEXT40
JiF KBITS0O ’
NEXT40 XMIT 3sAUX
X0OR Rér»AUX
NZT AUXsNEXT30
JMP KBIT40
NEXT30 XMIT 4rAUX
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FROG LISONG
152 00112 3
153 200118 O
154 00114 7
155 00119 6
156 00116 3
157 - lgotlA o5
158 00120 7
159 00131 6
160 00122 6
1641 00123 &
162
163
164 00124 6
165 00125 3
166 00126 2
167 00127 3
148
169
170 00130 O
71 00180
172 00132 0O
173 00133 1
174
173
176 00134 S
177
178
1A% 003 A% SNE
180 00136 6
181
i82
183 00137 . 7
184
185
186 00140 6
187 00141 6
188
189
1920 00142 7
191 00143 6
192 00144 1
173
194
195 00145 S
196
197
198 00146 6
199
200
201 00147 7
202
203
204 00150 6
205 00151 7

06000
00115
00200
00005
06000
00070
00205
11000
11000
11000

00340
02006
02000
06002

03000
01001
10000
02002

10140

11000
11000

00040

01377
02377

00060
00377
03003

03150

03001

00033

11000
00033

MICROCONTROLLER CROSS ASSEMELER VER 1.1.06

XOR RérAUX
NZT AUXsNEXT20
JMF KEIT30
NEXT20 XMIT SrAUX
XOR Ré&rAUX
NZT AUXsREFT
JMF KEIT20
NEQUAL XMIT OsR11
XMIT OsR11
XMIT ©OsR11
¥LAST TWO ARE DUMMY INSTRUCTIONS
KK KKK KK K 0K K K K KK 3K KKK K0K KKK KKK KKK K
AMIT  3J40H»AUX

XOR R2+R6
ANDL R2yAUX
XO0R R&R2

¥SEND ALL ONES TO NONUSED BITS IN R2
KKK KK KKK KKK K AOKK K KKK AR KRR K KK
MOVE R3sAUX
ADDN R1sR1
MOVE OVF»AUX
ADD R2yR2
¥AS ERROR IS NEQUAL TO ZERO INC COUNTER BY STEF S8IZ
KK KOKOK K oK K K oK K K oK K K K oK oK oK K K K K K K OR OK KR K OK OO KCIOKOKR R KRR K
NZT OVF,SORRY
¥HAS COUNTER GONE GREATER THEN 7777H 7

AOKAOK K KK KR OKOKK 0K 0K 308K K0K 30K 0K 30K K KKK R KKK KKK K
XMIT OsR11
XMIT OsR11
XLAST TWO ARE DUMMY INSTRUCTIONS
30K K 3K KKK K KK KK K KKK KK KK KKK KK KR KKK X
JMF OK
¥NO» THEN QUTFUT ITS CONTENTS
K OR K OK K KO AR O K KKK KK KRR KKK X
SORRY XMIT 377HsR1
XMIT 377H»R2
XYESs THEN KEEP IT AT 7777H
FOKKOK KKK KKK RO KKK RO KOO R kKR Kk ok

JHF 0K
DIFF XMIT DEC,AUX
ADD  R3yR3

sE(K) DIFF. FROM ECK=1) THEN DEC. STEP S1ZE BY L3838

KK KOKOKOK K K K K K K K 3K 3K K K 30K 3K K KKK K OK KKK KKK 0K 3 KK K08 K 0K K K K K K
NZT R3,0KEY

¥IS STEP SIZE = 0 7

K KK KKK K KK KKK KKK KOk KKK KKKk
XMIT 1+R3

XYESy THEN RESTORE 1T TD 1 LSE

KKK KKK K KOK R AR KRR KR KRR KRR Rk K K

JMP DECRM
¥CARRY ON
KEXKKERKKX
OKEY XMIT OsR11

JMF  DECRHM
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PROG LISONG MICROCONTROLLER CROSS ASSEMBLER VER 1.1.06

204 00152 6 06371 KBIT70 XMIT 371HsRé
207 00153 &6 00001 AMIT 1sAUX
208 00154 1 06006 LOOFP1 ADD RérRé
209 00155 S 06154 NZT Réy»LOOF1
210 ¥DELAY TO ALLOW A BIT RATE OF 70 KBITS-S
211 K OKOK KK KK KOKOKIOK KK R KKK KKK KKK KRR R KR KKK K
212 00156 7 00010 JHFP  START
213 XGET A NEW ERROR
214 KKK K 0K K KK KKKk K Ok
215 00157 &6 06374 KBITS6 XMIT 374HsRé
216 00160 &6 00001 XMIT 1,AUX
217 00161 1 06006 LOOF2 ADD RérRé
218 00162 5 061461 NZT Ré,LOOF2
219 ¥DELAY TO ALLOW A BIT RATE OF 56 KRITS-5
220 KKK KK K K K K KKK K K KKK KKK 30K K AOK KKK K KOk 30K K K KOk K
221 00163 6 11000 XMIT O»sR11
222 00164 7 00010 JMF  START
223 00165 &6 06364 KRITSO XMIT 364HsR6
224 00166 6 00001 XMIT 1,AUX
2259 001467 1 06004 LOOF3 ADD RérRé
226 00170 5 06167 NZT Ré&,LOOF3
227 ¥DELAY TO ALLOW A BIT RATE OF S0 KBITS-S
228 KK 0K KKK 40K KK 0K KK K K OKOK KRR RO K K RO KK KK X
229 00171 7 00010 JHMF  START
230 00172 & 046354 KBIT40 XMIT 354HsRé6
231 00173 & 00001 XMIT 1»AUX
232 00174 1 06006 LOOF4 ADD RésR6
233 00175 S 06174 NZT Ré&sLOOF4
234 ¥DELAY TO ALLOW ARIT RATE OF 40 KEITS-S
235 KEEEERKXKKEKKEKKRRKKEKKE KR KKK KRR XK KKK Kk
236 00176 6 11000 AMIT 0O,R11
237 00177 7 00010 JMP START
238 00200 & 06334 KBIT30 XMIT 334HyRé
239 00201 & 00001 XMIT 1,AUX
240 00202 1 04006 LOOFS ADD Ré&vR6
241 00203 5 046202 NZT RésLOOFPS
242 ¥DELAY TO ALLOW A BIT RATE OF 30 KRBITS-S
243 KKK KKK 0K KKK K08 KKK 0K KK 50K K XK K K X0OK 0K X K K K ¥
244 00204 7 00010 JMF START
245 00205 & 06275 KBIT20 XMIT 275HsRé
246 00206 6 00001 AMIT 1,AUX
247 00207 1 06006 LOOFP6 ADD Ré6rR6
248 00210 5 06207 NZT Ré&»LOOFS
249 ¥DELAY TO ALLOW A BIT RATE OF 20 KBITS-S
250 KKK XOKOK KKK KKK ROK KX KK KKK IR K KRR KRRk KK kK
251 00211 6 11000 AMIT 0O,R11
252 00212 7 00010 JMFP  START
2533 00213 6 01000 LINEAR XMIT 0OsR1
254 END  LISONG
TAL ASSEMBLY ERRORS = 0
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APPENDIX C

(?u.{-uencc Measorement Me thod's)



C.-Methods of Subjective Measurements of Speech Quality

Ciele= Introduction.-For convenience of the reader, brief des-
criptions of four preference measurement methods will be gi=-
ven. More details can be found in references (2), (48), (s8),
(59) and (60). The following has been taken directly from (2)

and (48).

C.2.-Relative Methods

C.2.1.-Isopreference Method

The term 'isopreference' in this context states
that two speech siganls are isopreferent when the votes ave-
raged over all listeners show an equal preference for the

speech test and speech reference signals.

The speech test éignal is compared in a forced-
choice test procedure directly with a high-fidelity speech re
ference signal that is subjected to variable degrees of degra
dation.. Thus the isopreference level of the speech test sig-
nal is defined as the signal-to-noise ratio of the speech re=-
ference signal at which preference votes of a listener group
are squally divided. The test and reference signals are then
'isopreferent'. The preference of the test signal is descri-
bed by the signal-to-noise ratio in decibels of the degraded

reference signal. ! y

e
f

Two types of reference signals are prppasaﬁ;,ﬁath
of them utilizing shaped random noise for the generation of
their respective degradation signals, Thess reference éignala
are fundamentally different, not only with regard tu the gene

ration principle, but also with regard to their audltury im-

pression,
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A reference signal r(t) is generated by adding a
certain amount k of a degradation signal d(t) to a high-fide-

lity speech signal s(t).

r(t) = s(t) + k.d(t) (C.1)
The degradation that are used are, ADDITIVE random noise, for
which the respective reference signal will be referred to as
'additive reference'

d(t) = ny(t) (.2}
or MULTIPLICATIVE random noise, for which the respective refe
rence signal will be referred to as 'multiplicative reference!’

d(t) = s(t)un,(t) (c.3)
ng(t) in Eq. (C.2) and (C.3) should be A-Weighted Pink Noise.
(UsSA Standard S1,4-1961)

The reference signal used should be adjustable
over a S/N range of about 60 dB to cover the total quality

range. The test results are given by isopreference lesvels,

C.2.2,~Relative Preference Method

In this method, the quality of-the test signal is
measured relative to the quality defined by several reference
signals that represent different types of speech distortion.

Typically, five reference systems are used.

The selected reference signals are‘plageé'ﬁn'an
arbitrary rating scale by considering how often each referen-
ce signal is preferred to the other reference signals. This
can be done by isopreference tests as well as by direct compa
rison of all the possible pairs among the set of selected re-
ference signals. The test signal is located on the same ra-

ting scale by considering how often it is preferred to any rs
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ference signal. For instance, test signal A is presented toge
ther with each signal Bi out of the set of referencs signals

in repeated signal pairs ABiABi. Comparisons are performed in
a random sequence with all the apirs of speech signals possi=-

ble in both the forward and the reverse order of presentation.

The test results are expressed as preference ra-
ting numbers (PRN) between zero and ten on a dimensionless

preference rating scale.
C.3.-Absolute Methods

Ce3.1l.-Category Judgment Method

The quality impression of a speech test signal is
described by the listeners in terms of five response catego-
ries, Excellent(5), Good(4), Fair(3), Poor(2), and Unsatisfac

tory(l).

The experiment consists of two phases, familiari-
zation and evaluation. The test start with the familiariza-
tion period during which the test signals are introduced to
the listeners, and one or two reference signals are presented,
of which the 'correct' category svaluation is identified to
the listeners. The reFerenca signals may be those defined by
the experimenter as representative of the extreme categories,
and by means of these the listeners can establish their points

of reference for their responses.

In the evaluation phase the test signals are pre-
sented in a random order and the listeners ara.asked towmark
the one category that correspond to their quality ;Tpressinn
of the speech signals presented. From the listeners' respon=-

ses a Mean Opinion Score (MOS) or Cumulative Preference can
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now be calculated.

If there are many speech test signals to bs eva-
luated, it is advisable to intersperse identified speech refe
rence signals to refresh the standard of reference of the lis

teners.

-

Ce3.2.-Absolute Preference Judgment Method

The main advantage of the category judgment me=
thod, its capability to describe preference in terms of a ve-
ry small number of categories, can be construed to also be
its main disadvantage. At first, the listeners sometaimes
find it annoying to describe their complex impressions of
speech quality in terms of only five categqories, Often the
listeners would prefer to get-a chance to describe their im-
pressions with higher accuracy. Second, a quantization of
judgments to a small number of categories does not offer any
advantage if the final goal of the absolute rating is a mean
score, which is normally given as an unquantized decimal num=-

ber.

The absolute preference judgment method avoids
the above disadvantages of the category judgment method. Here
the listeners are requested to evaluate the test signals in
terms of numbers from zero to ten, mhgre zero is the.yqrst
signal and ten correspond to the best signal. fﬁé listaﬁeyé
may use decimal fractions between integers if they think they
can improve the accuracy of their judgments. Obviously, no
quantization of these listeners responses is useful or necesa
ry if the goal of the test is an evaluation in terﬁg of a

mean score.,
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