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Abstract

Responsible Al is a tech driver of sustainable economic growth
that protects democratic liberties. The systematic design, imple-
mentation, and deployment of Al for good are demanding tasks,
given the diversity of those impacted. Engaging a representative
sample of AI's heterogeneous user base to gauge the benefits it
expects requires innovative participatory activities interspersed
throughout the stages of the Al development process. Translating
stakeholder input from the jargon-free vocabulary in which it is
collected to coherent, comprehensive, industry-standard artefacts
that experts can use to build responsible Al in practice is also chal-
lenging. Developing a robust assessment framework with objective
metrics for evaluating intelligent tech adds to the overall difficulty.
We capture these aspects in seven key challenges which we address
by proposing a novel, systematic, participatory approach to co-
designing and co-assessing responsible AT. We apply the approach
to architect an Al recommender system that supports transport
authorities, industry, policymakers, and the public with their urban
mobility decisions. Throughout three workshops, representatives
from the four stakeholder categories worked with domain experts
to co-develop a system blueprint featuring complementary tech
from across the Al spectrum and an evaluation framework with
robust blueprint assessment metrics. This paper presents the two
artefacts alongside a detailed account of the innovative workshop
activities leading to their co-creation.
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CCS Concepts

« Human-centered computing — Collaborative and social
computing; « Information systems — Decision support sys-
tems; « Computing methodologies — Model development
and analysis; Planning and scheduling.
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1 Introduction

Balancing the drive to build ever more powerful ATl that supports
economic growth and improves the standard of living with incen-
tives to make public-facing intelligent tech as safe and inclusive as
possible is a strategic target of most governments and organisations.
To realise that goal, it is imperative to develop and consistently
apply systematic approaches to building value-adding responsible
AT ensuring that all stakeholders (end users, tech experts, policy-
makers, etc.) are involved throughout design, development, and
assessment, and that their requirements are collated in coherent
formats well-suited to informing AT tool production.
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We address this need by proposing an innovative, principled
participatory research process that prescribes the design and eval-
uation of Al recommender systems which are trustworthy, ethi-
cal, explainable, sustainable, equitable and inclusive, in one word,
responsible. Without restricting its generality, we apply the pro-
cess to the intelligent urban mobility problem domain to prove its
effectiveness in the real world. The case study consists of three
residential workshops that feature a carefully constructed sequence
of stakeholder-centric activities designed to optimally engage het-
erogeneous audiences, creating ideal conditions for collaborative
and impactful work. The work’s aim was to architect an Intelligent
urban Mobility (iU&Mi) digital platform that issues actionable, ac-
curate, and explainable recommendations for (1) the public making
travel arrangements, (2) the city’s transport authorities managing
road infrastructure, (3) the service industry operating vehicle fleets,
and (4) the policymakers in transport governance. The workshops
elicited stakeholder requirements, i.e., iU&Mi’s real-world impact
from the viewpoints of its target audiences, led to co-designing an
architecture underpinning iU&Mi’s implementation, and enabled
co-evaluating, with objective metrics, the architecture’s potential
to yield a functioning, fit-for-purpose recommender system. To
make the three workshops successfull, the authors faced seven key
chalenges.

C1 In order for the finished recommender system to meaning-
fully benefit all stakeholder categories, iU&Mi’s heteroge-
neous target audience needed to be adequately represented
amongst a carefully calibrated mix of workshop participants.

C2 All urban mobility needs had to be elicited via engaging,
meaningful activities, systematically structured to chan-
nel the stakeholders’ creative and critical reflection efforts
towards producing insightful outputs, genuinely helpful to
system developers when producing the finished product.

C3 Effective residential activities rely on a carefully calibrated
number of participants, large enough to provide a diver-
sity of views leading to insightful results and small enough
to give everyone a chance to contribute.

C4 Continued stakeholder involvement throughout the scop-
ing, design and assessment of the recommender system ar-
chitecture is a cornerstone of participatory research.

C5 Workshop tasks needed to be set in an accessible vocabu-
lary that is jargon-free and straightforward to translate to
the standard formats and templates systems engineers use
in their development work.

C6 Powerful recommender systems exploit the strengths and
mitigate the weaknesses of several complementary Al com-
ponents, from across the evolutionary and deep learning
spectrum, expertly selected and assembled into a coherent
design, one that can be implemented in practice.

C7 The recommender system’s architecture needed to be sys-
tematically and comprehensively evaluated throughout the
various iterations of the design process via a robust set of
metrics forming an assessment framework co-defined by
the target audience (requirement owners) and the experts
(architecture authors).

The workshop series successfully addressed these challenges and
produced a coherent and comprehensive requirements document,
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capturing the diverse range of iU&Mi features and non-functional
characteristics that the stakeholders deemed beneficial. It also led
to the creation of an innovative template illustrating iU&Mi’s con-
ceptual architecture, one that coherently combines expertise from
across the Al spectrum (evolutionary, deep learning, AT ethics,
etc.) and conforms to the principles of system engineering, human-
centric computing, and data science. The stakeholders and experts
also developed a systematic assessment framework to objectively
measure the template’s quality.

In this paper, we present the iU&Mi case study (section 3) and
its outputs (the requirements document, the recommender system
architectural template, and the evaluation framework) through
the lens of responsible Al The focus of the paper is not on the
algorithmic achievements, but on the participatory, stakeholder-
centric way these were developed. Section 5 summarises the lessons
learnt from applying the proposed participatory research approach
to the intelligent mobility case study.

2 State of the Art

AT is ubiquitous in the public domain where recommender sys-
tems permeate people’s digital lives. On social media platforms,
likes and posts are analysed to suggest relevant content. Wearable
devices monitor biometrics and mobility patterns to recommend
behavioural changes that help users reach fitness goals or health
targets more easily. Intelligent algorithms process historical data to
inform medical diagnoses, court sentences, and credit score calcula-
tions. The escalating rate at which Al is being adopted across society
has prompted growing concerns over the safety of intelligent tools
[19, 30], with governments and industry across the world champi-
oning legislative, operational, technological, and social initiatives
to regulate the design, development, deployment, and long-term
use of AL The UK AI Safety Institute, the EU AI Act and similar
initiatives in the US, China, and several other major tech-intensive
economies are only a few examples of such efforts. Researchers are
also active in this field, showing a growing interest in the impact of
Al on sociotechnical systems [3, 21], contributing to an expanding
body of work on the systematic evaluation of Al trustworthiness
[7, 18, 38], and collaborating with a thriving community of scholars
and practitioners to promote digital fairness, accountability, and
transparency [6, 13, 17]. Big Tech is following suit, with respon-
sible Al research and development gaining momentum at Google
[4, 11, 37], Meta [1, 2, 14], major streaming platforms [24, 32, 35],
and Microsoft [10, 27].

The interplay between the creators, vendors, legislators and con-
sumers of responsible AT, together with the implications on society
as a whole are thoroughly investigated in techUK’s most recent
white paper on the Al profession [33]. The report stresses the impor-
tance of approaching the development of intelligent algorithms in
a methodical, participatory fashion where practitioners, consumers
and regulators collaborate to embed ethical principles throughout
the scoping, design and evaluation of Al tools for the benefit of all.

Whilst this acute need for systematic ways of co-creating re-
sponsible AT has been addressed from relevant yet disjointed per-
spectives such as explainability [31], environmental sustainability
[22], and impact on cognition [12, 20], integrated approaches that
tackle the problem from a holistic standpoint are relatively rare.
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Several participatory research strategies, frameworks and best prac-
tice attempt to bridge that gap. Action research [9], asset-based
community development [25], community-engaged research [16],
decolonising and emancipatory methodologies [34], pragmatic ac-
tion research [15] and user-centred design [23] are established ways
routinely employed by scientists and stakeholders when co-creating
solutions with a transformative social impact. The next step, not
yet taken, is to adjust and combine components of these various
frameworks and strategies to construct a bespoke methodology, and
refine it by adding original elements. This is the rationale behind
our principled participatory approach to co-designing responsi-
ble Al systems, a timely contribution towards a strategic goal of
governments, organisations and urban communities everywhere.

3 The iU&Mi Case Study

Qur systematic approach to developing responsible Al recommender
systems was applied to a concrete participatory research study con-
sisting of three structured workshops where a diverse group of
stakeholders engaged in innovative activities to express their urban
mobility requirements (3.1), design the architecture of a city traffic
recommender system called iU&Mi (3.2), and produce an evaluation
framework with concrete metrics for measuring the architecture’s
quality (3.3). We present the way the workshops were planned and
run, and the outputs of the workshop activities. The discussion
around each workshop activity, apart from ice-breakers, will cover
a brief description of the task, the specific challenges it addresses
(out of the seven in the introduction), and how it fits within the goal,
reality, opportunities, work, evaluation (GROWe) process (adapted
from [29] by adding an evaluation stage).

3.1 Requirements elicitation workshop

Participants Attendees included ten members of the general public
(commuters, fitness professionals, motorists, pedestrians, public
transport users), two representatives of urban traffic administration
(one senior departmental lead within Transport for West Midlands
and an infrastructure and sustainable engineering expert), three
industry stakeholders (from British Telecom and a Birmingham-
based family-owned bakery), and two policy professionals (one
key contributor to West Midlands transport governance and one
specialist in AT tools for public engagement with Government).
Ice breaker Participants stated their professional and personal dri-
vers, interest in intelligent urban traffic recommendation systems,
and expectations from the day. This addresses challenge C1 and is
a precursor to tackling challenge C2.

Demo The facilitators demonstrated GENTLER (GENetic program-
ming with Transfer LEarning and Randomisation) [28], the intel-
ligent traffic prediction algorithm meant to power iU&Mi, on the
simple junction topology illustrated in Fig. 1. The algorithm'’s output
is a straightforward mathematical model equating outflow traffic to
a combination of the three inflow volumes. The facilitators showed
the audience how each term of the equation reveals valuable insight
about real world traffic: likely congestions, potential delays at stop
lights and lane occupancy. This engaging, accessible demo about a
relatable situation routinely experienced in day-to-day traffic was
more meaningful to the mix of specialist and non-specialist par-
ticipants than going through conventional algorithm specification
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documentation; this addresses challenges C2 and C5. Within the
GROWe approach, the demo maps against the goal and reality-
setting phase, allowing the facilitators to clearly define the overar-
ching aim of the workshop series, namely embedding GENTLER,
a tool requiring technical know-how to run in order to generate
models that take specialist expertise to interpret and use, into a ver-
satile recommendation system, providing value to all stakeholders,
irrespective of their level of digital skill.

v = 0.42xy + 0.42lag(x,) +
0.176lag, (xg) + 0.074lag, (x,) +

xy + 0.42x; + 0.074ag, (x;) +
0.596

Figure 1: Map: junction in Darmstadt, Germany; black ar-
rows: inflow traffic; blue arrow: outflow traffic. Equation:
GENTLER-generated traffic model of inflows combining into
outflow. The model reveals tratfic patterns that GENTLER
learns from historical sensor data (retrieved from https://
datenplattform.darmstadt.de/verkehr/apps/opendata/#/): (1)
X0 and X2 vehicles are stalled before exiting the junction (as
indicated by the lags in the model); (2) X1 traffic has the great-
est influence on outflow (coefficient is 1); and (3) X4 traffic
does not impact the outflow at all. Decision makers can draw
valuable insight from these patterns to: (1) lighten conges-
tion by reprogramming the junction’s stop lights, widening
the lanes or adding overflow arms to distribute inflow; (2)
consider other topologies where all arms are relevant; and
(3) repurpose X4 as a pedestrian or bicycle lane.

Requirements synthesis In the TREQ (TREe of reQuirements) activity
(adapted from [29]) the participants filled in tree-shaped diagrams
with their transport-related problems (trunk), their causes (roots),
proposed solutions (branches) and their envisaged positive and
detrimental impact (fruit). This engaging, visual, problem-solving
exercise (Fig. 2) is more structured than an open ended discussion,
where contributions are less likely to coalesce into coherent out-
puts, yet less rigid than formal requirements elicitation (e.g., survey,
interview, focus group, etc.) that may intimidate participants or fail
to spark their enthusiasm. The original activity proposed in [29]
was enhanced with three innovative mechanisms. Firstly, the partic-
ipant groups switched work stations after completing their TREQ
to provide feedback on their peers’ trees. Groups then returned to
their original stations and addressed peer comments. Finally, teams
shared their final TREQ and reflect on its genesis. The enhanced
TREQ activity promotes collaboration in a relatable, visual and invit-
ing manner, free of technical jargon, addressing challenges C2 and
C5. The exercise prompted participants to consider both positive
and (unintended) negative impacts of proposed solutions (healthy
and wormy fruit, respectively), provide and address peer feedback
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(work station switching), and share critical summaries of their
work (final presentations). The professional execution of the activ-
ity, the structured collaborative work involved and the polished
outcomes produced reassured stakeholders that their resources
were invested in a worthwhile enterprise and not squandered on
playing whimsical games. The work station switching mechanism
achieved a trade-off between group size (small enough to allow
everyone a chance to contribute) and inclusivity (output of one
group is reviewed by peers to ensure all views are accounted for).
This addresses challenge C3. The inclusivity afforded by switch-
ing and critical summary presentations eliminated most conflicts
and redundancies between the groups’ TREQs making it easier to
translate the trees into one coherent requirements document, set
in the standard format that software engineers can work with (a
precursor to addressing challenge C6). Adding MoSCoW priorities
[26] and evaluation metrics (challenge C7) were also simplified as
a result. The TREQ activity fits within the opportunities phase of
GROWEe: it sets out ways to turn goals into reality.

El e

B -] 9

Figure 2: Requirements synthesis. The participant groups co-
developed the generic TREQ outline (left) into concrete TREQ
instances. The TREQ on the right led to requirements R5 and
R10 (Fig. 3). The latter expanded the scope of the TREQ prob-
lem from national governance to the wider policymaking
community (urban transport administrators, vehicle fleet
managers and pedestrians planning day-to-day travel also
tend to work in silos). Requirement R5 mitigates the TREQ’s
negative impact (next to the wormy apple).

Requirements assessment The participants applied the PESTLE tech-
nique to reflect on political, economic, social, technological and
environmental aspects of their requirements’ impacts (the fruit in
Fig. 2). This scenario-based method for strategic decision making
enabled the participants to derive coherent, realistic metrics for
each requirement, as opposed to a “wish list’ of nice-to-haves. Com-
bining the structure afforded by PESTLE with the relatable, intuitive
TREQ (C5) allowed for a multi-faceted impact analysis (C2) at a low
risk of intimidating or overwhelming the non-technical audience
(more likely to happen when PESTLE is applied in isolation). Thus,
the participants seamlessly transitioned to a mindset conducive to
systematic assessment, making it easier for the facilitators to ex-
plain the principles of quantitative and qualitative analysis without
relying on textbook definitions and risking alienating the audi-
ence. Guided by these gently introduced theoretical concepts, the
participant groups engaged in informed collaborative work and for-
mulated metrics largely free of conflicts and redundancies, therefore
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easier to collate in a coherent requirements evaluation framework
(C7) that experts could directly refer to in the application design
stage. As before, work station swaps and final group presentations
ensured that substantial and varied peer feedback was provided
to all and reflected upon constructively (C1, C3). Within GROWe,
requirements assessment is the object of the evaluation stage.
Output The requirements document (excerpt in Fig. 3 shows three
out of the eighteen entries) translates the TREQs put forward in
the synthesis activity to the standard format used in traditional
requirements engineering (that lists labelled requirements against
associated metrics) enriched with annotations derived from the
stakeholders’ collaborative work.

3.2 Architecture design workshop

Participants The experts in attendance comprised four specialists
in evolutionary Al and four from complementary fields: deep learn-
ing, agent-based modelling and optimisation, and self-adapting,
self-organising socio-technical systems. They were joined by four
colleagues with expertise in trustworthy Al, human-computer in-
teraction, data science, and software engineering.

Introduction The ice breaker followed the same structure as in the
previous workshop. This consistency was designed into all sessions
to prepare the diverse participants for efficient collaborative work
by observing familiar practices (challenges C1 and C2).
Requirements fine-tuning The experts contributed their specialist
perspectives to constructively analyse stakeholder requirements
and translate them into specific, measurable, achievable, relevant,
and time-bound objectives. A standard tool in professional soft-
ware project management, the SMART framework [5] enabled the
experts to eliminate the subtle ambiguities, redundancies and con-
flicts in the requirements document, getting it ready for the iU&Mi
implementation phase. The requirement priorities and metrics pro-
posed by the stakeholders were also revised (challenge C7); for
instance, the data sources mentioned in R3 in Fig. 3 were further
discussed to clarify the difference between data owners (i.e., the
organisations collating and publishing road sensor readings and
user devices monitoring mobility patterns) and data types: ordinary
(vehicle counts, etc.), realtime (accidents, weather, maintenance
works) and contextual (metadata such as sensor location, time of
day and year, co-occurrence with major sporting events or festivals,
proximity to landmarks, etc.). The fine-tuning of the stakeholder
requirements by translating their initial versions into SMART ob-
jectives and then turning those back into (final) requirements was
a collaborative, interdisciplinary exercise underpinned by a group
work methodology similar to that applied in the requirements elici-
tation workshop: experts were assigned to groups that were diverse,
i.e., included representatives from most disciplines (challenge C1),
and compact, such that all members had opportunities to contribute
to the discussion (challenge C3). As before, the work station swaps
and group presentations enabled the provision of and reflection on
peer feedback in the lead up to communicating the revised group
work outputs to the entire audience and collating those to form
the finished requirements document. In the GROWe framework,
requirements fine-tuning is part of the work stage.

Architecture design This task presented three key difficulties.
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Requirement [The traffic prediction algorithm]

Learns, in real-time, from heterogeneous data
sources: organisations, sensor feeds, and personal.

avg(l) = r < avg(H)

GoodIT "25, September 03-05, 2025, Antwerp, Belgium

Real-time ESITGRGETEN hood of mee 3

L = set of the 20% shortest traffic transition
intervals [min] available in area
r = prediction refresh interval [min]

Legitimate organisations: online data repositories
maintained by Transport for West Midlands,

H = set of all traffic transition intervals [min]
available in area

Conditional upon adding an additional block to the
backend layer that draws from personal data: past travel

heh,

data

National Highways, MET Office, etc.

Sensor feeds: induction loops at road junctions,
P ing P , etc.
Personal: travel habits, health goals (if user allows
sync with fitness tracker), etc.

"

Heter
As a minimum, periodically monitor data
positories maintained by National
Highways, Transport for West Midlands, BBC
{incl. MET Office).

and travel preferences (speed, scenery, safety,
sustainability, etc. and their relative importance). This is

akin to the way a fitness app tracks exercise, diet, and
health goals. The personal data processing block should
feature additional privacy safeguards.

Periodically crawl the web in search of
additional transport data sources

(appropriately certified).

Scope of specific groups coverage Low likelihood of meeting RS

No of end-users from each category (based

Is inclusive: caters to the specific requirements of
all society groups, including neurodiverse,
financially vulnerable, elderly, and technology-
averse communities.

month

on profile data) increases consistently each

Quality of specific groups coverage
Survey filled in by representative samples

from each group

ble travel behaviours

Unlikely to be meaningfully addressed within the traffic
prediction algorithm. The frontend ‘skins’ {i.e., Google
Maps, Power B, etc.) selected by the user interface
manager are better suited to cater to inclusivity
requirements.

Caters to a variety of stakeholders, simul ly:
provides recommendations that support SMEs as
well as major haulers with reaching their
organisational goals (including green policies), that

M help individual drivers and pedestrians navigate
traffic efficiently, according to their personal
definitions of efficiency, and that cultivate
environmentally sustainable habit formation
supportive of net zero policy.

A green travel option is available for at least
one leg of the recommended route

Stakeholder range

No of end-users from each category (based
on profile data) increases consistently each

month

Quality of bespoke support

Survey filled in by representative samples

from each group

Figure 3: A sample from the final requirements document. The three requirements shown illustrate the way stakeholders
formally assessed the iU&Mi architecture’s capacity to yield a finished product that delivers on their needs. The likelihood of
that outcome is high (green), medium (amber), or low (red). Calculations are annotated with justifications

Frontend interface Although commonalities exist, public adminis-
trators, industry representatives, members of the public and, respec-
tively, policymakers require the app to deliver recommendations
specifically tailored to their contexts, in interpretable formats di-
rectly applicable to their bespoke circumstances (challenge C1).
This calls for several iU&Mi frontend variants, following a consis-
tent yet flexible design that can adjust the app’s output according to
the profile of the current user. Providing the recommender system
with these interchangeable ‘skins’ demands technical insight as
well as human-computer interaction expertise.

Core functionality Actionable and reliable recommendations are
based on robust traffic predictions drawing from historical and
current data collected from the area of interest or transferred from
a topologically similar one. This level of predictive quality requires
the cumulated functionality of several complementary AI com-
ponents expertly combined to form a working software platform.
Specialists from across the Al spectrum (evolutionary computation,
deep learning, responsibility-driven Al design) worked with system
engineers to select suitable components and integrate them into
a holistic architecture, where the weaknesses of individual parts
(e.g., the opaqueness of deep learning models) are mitigated by
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the strengths of others (the intrinsic explainability of evolutionary
algorithms) (challenge C6).

Data processing The recommender’s data layer is responsible for
the acquisition, storage, and low-level processing of heterogeneous
urban mobility inputs: pedestrian and motorised traffic sensor read-
ings, personal travel preferences, imports from third party apps
on user devices, high-level policy and city-wide transport adminis-
tration strategy, etc. These are essential sources of knowledge for
training robust models that can yield reliable predictions. The plat-
form’s data management element thus needed a hybrid architecture
blending together established data analytics modules (relational
records of sensor readings labelled CDF in Fig. 5) with bespoke
components creatively designed to meet stakeholder requirements
(the persistent models in Fig. 5) (challenge C6).

To tackle these design complexities, the experts started with the
industry-standard three-layer app construction: a frontend, a mid-
dle tier hosting the algorithms underpinning the system’s function-
ality, and a data processing backend. While the familiarity of this
established architecture instilled confidence, it also presented the
risk of complacently following ‘the trodden path’ and unintention-
ally omitting potentially superior design alternatives. To prevent
that, the activity featured a prompt to consider wildcard structural
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variants, should they emerge during group discussions. The wild-
card prompt placed the experts in an innovative mindset, helping
them creatively combine tailored frontend interface instances, evo-
lutionary and deep learning elements in the app’s middle tier, and
specialised data processing back-end modules, all non-standard
architectural elements that a traditional approach bound by the
standard practices of mainstream software engineering would have
made less likely to consider (challenge C2). Experts were put into
three groups each assigned a layer of the architecture. The frontend
group included human-computer interaction specialists, the one
working on the middle tier gathered experts in systems engineering
and Al algorithm developers, whilst the majority of the back-end
team consisted of data scientists. Al ethicists and responsibility-
driven design experts were appointed to each group. This carefully
calibrated group membership (challenge C3) successfully prevented
working in silos (i.e., drawing exclusively from specialist knowledge
directly applicable to the assigned architecture layer) which would
have most likely resulted in three disconnected sub-designs diffi-
cult to assemble into a coherent holistic architecture. The groups
underwent two rounds of swaps, such that frontend design con-
siderations could be infused into the middle tier and, respectively,
back-end construction and vice versa (challenges C2 and C6). Each
group conveyed the findings from their summative reflection on
peer feedback during lightning presentations. Designing the iU&Mi
architecture fits into the opportunities, work and evaluation stages
of GROWe, as it illustrates a path (blueprint) to get from goals to
reality, involves collaborative work to develop said blueprint with
its practical implementation in mind, and is informed by the metrics
proposed in the first workshop to measure its ability to deliver on
stakeholder requirements.

Preliminary architecture evaluation Following the assembly of the
three layers into a coherent architecture blueprint, the experts
engaged in an evaluation activity to refine and calculate the stake-
holder metrics. To ensure consistency, the activity was organised
in the same fashion as previous ones: the experts worked in groups,
switched stations to input into their colleagues’ outputs, reflected
on peer feedback and presented their conclusions in brief talks. The
work produced during the preliminary blueprint evaluation activity
contributed towards the work and evaluation phases of GROWe.
Output The design workshop resulted in a revised version of the re-
quirements and associated metrics (Fig. 3). The iU&Mi architecture,
the second artifact developed by the experts and further refined in
the evaluation workshop, is illustrated in its standard UML format
(Fig. 4) and in a visually engaging rendition (Fig. 5). The two are
logically equivalent: the former is ready to use in the software de-
velopment stage, whilst the latter was specifically created for the
benefit of the non-technical stakeholders and to simplify the third

workshop’s evaluation tasks.

3.3 Evaluation workshop

Participants Industry representation was kept at the same level with
new joiners from two transport consultancies and one community-
centric immersive arts organisation. The urban transport adminis-
tration group welcomed a senior strategy consultant for Midlands
Connect, whilst policymakers were joined by a research gover-
nance expert with Innovate UK. Four new participants enriched
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Figure 4: The iU&Mi architecture diagram in UML. Produced
by the experts in the second workshop and revised by the
stakeholders in the evaluation workshop (revisions in red).
The frontend (above the top dotted line) dynamically changes
the system ‘skins’ depending on current user profile: the gen-
eral public views travel recommendations in the familiar
Google Maps format, whilst policymakers, public admin-
istrators and industry receive insight in business-standard
interfaces (PowerBI). All iU&Mi output is accompanied by
a natural language explanation of how it was obtained. The
middle tier (between the two dotted lines) assembles evo-
lutionary Al (the Traffic Model Generator block) and deep
learning components (the Feature Aggregator) to process,
merge and enhance pre-existing traffic models and, if nec-
essary, produce new ones. The predictive output of these
models underpins the frontend recommendations. The back-
end (under the bottom dotted line) collects and aligns mixed
tratfic data from road sensors, user devices, etc. and trains
the models. The historical library stores building blocks for
future models, avoiding the need to train from scratch.

the general public stakeholder group by contributing their day-
to-day urban traffic experiences as well as expert insights into
transport-relevant Al and cybersecurity. This slightly larger yet
still manageably-sized mix of legacy participants and newcomers
maintained the proportionality of representation across all stake-
holder categories as well as the project’s structural and thematic
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continuity, all the while injecting fresh perspectives into the au-
dience. This trade-off proved conducive to efficient collaborative
work leading to outputs which incorporated previous workshop
deliverables as well as novel inputs.

Introduction Besides the opportunity to get re-acquainted with each
other and meet new participants, the introduction also included
a brief summary of project developments to date, refreshing the
stakeholders’ memory of the requirements elicitation workshop,
updating them on the experts’ progress and re-accustoming them
to collaborative work patterns. This addresses challenges C1 and
C2 and sets the scene for C4 and C7.

Architecture discussion The facilitators explained the traditional
architecture diagram (Fig. 4) and its more visually engaging variant
(Fig. 5). Whilst the latter increased the accessibility of an otherwise
dry and intimidating software development artefact (challenges C2
and C5), the former served as concrete proof that stakeholder input
was standardised to drive specialist work. This assuaged concerns
over the intentional whimsy of the visually-engaging blueprint
variant. The activity contributed to the opportunities and work
phases of GROWe.

Architecture evaluation The participants discussed the expert-refined
metrics and approved, altered or reverted their suggestions. This
task completed the first iteration of the evaluation cycle, which
started with the metric definitions proposed in the requirements
elicitation workshop, continued with the experts’ refinement of
those metrics and their preliminary calculation, and concluded
with the stakeholders’ second round of edits (challenges C4 and C7).
Once reviewing the blueprint’s evaluation criteria was finalised,
the stakeholders collaboratively calculated the revised metrics by
answering the question “What is your level of confidence that the
digital tool(s) to be built from the proposed blueprint will achieve
the metric associated to each requirement?’. Putting the evalua-
tion task in the form of a question formulated in plain, accessible
language (challenge C5) as opposed to a complex mathematical
calculation streamlined the stakeholders’ work, encouraging their
engagement (challenge C2). For each requirement, the groups se-
lected a likelihood of successful implementation (low, medium or
high), with explanatory notes to justify their verdict and suggest
future improvements. To continue addressing challenges C1, C2
and C3 consistently with previous practice, both exercises in the
architecture evaluation activity followed the familiar structure: the
stakeholders worked in teams with appropriate representation from
all four categories, switched work stations to review and provide
feedback on their colleagues’ metrics and calculations, returned
to their original stations to reflect on their peers’ comments and
presented their final outputs to the entire audience before the work-
shop’s conclusion. The activity completed the initial iteration of
GROWEe's evaluation stage.

Output Besides performing metric calculations, the stakeholders
reflected on their assessment and suggested ways to improve their
success estimates, captured in the annotations shown in Fig. 3. The
first change they suggested involved adding a filter to the frontend
pipeline producing travel recommendations for the general public
which are to be tailored in accordance with urban administrators’
policy (e.g., even though driving may be the fastest option, iU&Mi
would provide cycling and walking alternatives to promote the city
council’s green mobility strategy). This filtering would ensure that
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meeting user preferences is not at odds with the city’s sustainable
development policy and long-term planning. The second change
introduced a backend training data stream supplying the core mod-
elling and prediction algorithm with contextual knowledge on the
users’ historical mobility patterns, health targets and biometrics,
etc., imported from other apps and wearable devices. This would
increase the algorithm’s sensitivity to personal circumstances, such
as being a wheelchair user or a caretaker, leading to travel recom-
mendations better suited to individual profiles. iU&Mi’s inclusivity
would thus improve. Both changes are shown in red in Fig. 4; their
logical equivalents in the graphical version of the blueprint (Fig. 5)
are rendered as an annotated funnel in the frontend and, respec-
tively, a personal data graphic encased in a dotted wedge stemming
from a magnifying glass in the backend.

4 Lessons Learnt and Preliminary Evaluation

We analyse the strengths and areas for improvement of the proposed
participatory approach to co-designing and co-assessing responsi-
ble Al recommender systems, by reflecting on lessons learnt from
the iU&Mi case study. The practical value of our core innovations
is discussed in relation to the seven key challenges and in terms of
the added benefits relative to established participatory co-design
techniques [8, 29]. This affords a preliminary evaluation of our pro-
posal, setting the foundation for the robust participatory research
methodology the authors will develop and quantitatively assess.
Participant selection A diverse group of stakeholders was on site
at all workshops (their testimonials in [36]). This successfully ad-
dressed C1, by reflecting the target audience’s wide range of opin-
ions, and C3, by creating work groups small enough to enable all
voices to be heard yet sufficiently large to yield meaningful outputs.
Each session was attended by a kernel of previous participants and
received a controlled influx of newcomers ensuring a healthy mix
of ‘legacies’ (continuity) and ‘joiners’ (fresh perspectives).
Collaborative tools Leveraging established tools and frameworks
(MoSCoW, PESTLE, SMART, three-tier software architecture model)
increased task professionalism. This engendered stakeholder trust
in the process, encouraging them to confidently contribute their
efforts towards meaningfully driving the apps’ implementation,
knowing that their energy investment was not squandered on whim-
sical games (C2). Moreover, the experts’ pre-existing knowledge of
established techniques afforded them the comfort of starting work
from a familiar place. Far from stifling innovation, this made par-
ticipants more at ease with proposing new ideas than they would
have been if confronted with completely unexplored spaces. En-
hancing established tools and models with original adjustments
(GROWe, TREQ) to fit the workshops’ agile working style estab-
lished a creativity-prone environment, fostering ideation and lateral
thinking. The experience taught us that the mix of established tools
and innovative techniques could be fine-tuned to better prescribe
the requirements definition task and reduce some of its ambiguities
which, in this instance, have complicated the experts’ design work.
Activity design The demo provided a practical showcase of the
proposed tech on a simple relatable example, which grounded the
requirements elicitation process without overly constricting it. The
work station switches and summative presentations embedded into
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activity design addressed C2 whilst accompanying the UML ar-
chitecture diagram with a visually engaging equivalent met C5.
These original task-underpinning mechanisms achieved a suitable
trade-off between efficiency and creativity which enabled the ex-
perts to unpack the requirement owners’ thinking and assumptions,
identify and align stakeholder needs that were formulated at incon-
gruous levels of abstraction, and build a cohesive app design (C6).
New collaborative work techniques will be considered to refine
the efficiency-creativity trade-off: role playing, story boarding, and
other classic and emerging approaches are promising candidates.
Continuous evaluation Co-defining concrete metrics to form a ro-
bust framework for evaluating iU&Mi’s design in terms of its ability
to meet stakeholder requirements is key to responsible AT develop-
ment. Involving participants early-on in the app assessment process
and periodically seeking their input in subsequent stages (i.e., after
the experts’ revision of the initially proposed metrics and through-
out implementation and deployment) successfully addressed C4
and C7. It also revealed an area for improvement: the three-tier
quality metrics that the iU&Mi blueprint was assessed against (Fig.
3) afforded a coarse preliminary evaluation which could benefit
from a more finely-grained grading system (perhaps numerical
rather than nominal). This would warrant a more insightful view
into the strengths and vulnerabilities of the proposed architecture,
which would steer the app’s implementation more efficiently.

5 Conclusions

In answer to seven key challenges associated with the develop-
ment of Al for good, we propose a novel, systematic and respon-
sible approach to the co-design and co-evaluation of intelligent
recommender systems. Our method integrates ethical principles
and software engineering best practice throughout system develop-
ment, enhancing the finished product’s potential for social good.
We demonstrate the strengths of our approach on the iU&Mi urban
mobility case study, where we combine, adjust and innovatively
improve established development methodologies (SMART, PESTLE,
MoSCoW) and participatory research best practice (GROW, TREQ)
to create and conduct a series of engaging, collaborative activities
over three workshops. These events gathered representatives of
iU&Mi’s target audience and the experts tasked with developing it
who followed our principled process to co-design the recommender
system’s architecture and co-evaluate it, yielding (1) a system blue-
print that creatively combines complementary components from
across the Al tech spectrum and (2) a rigorous evaluation frame-
work with calculated metrics assessing the blueprint’s quality. Our
contributions, i.e., the participatory process and the two workshop
outputs, form the basis for the development of a fully articulated
methodology that prescribes the responsible development of AT for
social good, which the authors will complete in the next phase of
their work.
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Figure 5: The iU&Mi architecture diagram in a non-technical rendition. Logically equivalent to the UML diagram in Fig. 4, it
provides the iU&Mi audience with an intuitive view of the recommender system’s inner-workings.
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