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Abstract

In a rapidly evolving business landscape, the success of software development (SD) projects
is increasingly impacted by uncertainty, which poses significant challenges for project
managers. Despite the known influence of uncertainty on project outcomes, its types,
causes, and challenges in software remain inadequately understood. This review conducts
a systematic analysis of previous related SD projects and related research to clarify these
aspects, ultimately identifying key research gaps and proposing future research directions.
By adopting a mixed-methods review that integrates scientometric analysis and systematic
review methods, this study analysed 60 articles from the Scopus database. The results
reported nine causes, six types, and nine challenges associated with uncertainty in SD to
provide insights for project managers and researchers in understanding and managing
uncertainty more effectively. Additionally, this study proposes four areas for further
research to enhance focus and innovation in SD project management.

Keywords: SD projects; uncertainty analysis; systematic review; scientometric review;
project management

1. Introduction
In today’s business landscape, rapidly advancing technologies have shortened product

and service life cycles, while a constantly evolving market and increasing security threats
have intensified competition [1]. Project management has become central to business
process management [2], with strong project management capabilities now seen as critical
for building competitive advantages [3]. In such an environment, companies must contin-
ually enhance their ability to innovate and adapt, keeping pace with a shifting business
context by strengthening project management practices. Despite theoretical and practical
advancements, however, projects frequently face an array of challenges, including time
and cost overruns, unmet business objectives, stakeholder dissatisfaction, and sustainabil-
ity issues [4]. Since project management was first applied in industries such as defence,
aerospace, construction, and pharmaceuticals in the 1970s, scholars and practitioners have
examined how to manage projects effectively from various perspectives [5].
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A central focus in project management has long been the successful completion of tasks
within specified time, budget, and quality constraints—often termed the “iron triangle” [6].
Extensive studies have highlighted reasons for project failure. For example, according to
Ika and Pinto [7], there are no clear guidelines for evaluating success, and the meaning of
the organisation’s strategic objectives is not widely spread and has not reached a consensus
within and outside the organisation. Furthermore, there is no clear distinction between
project success and subsequent earnings, and definitions of success are rarely updated
to reflect current realities [7]. Achieving success and satisfying stakeholders has thus
become a primary research focus within project management [6]. According to relevant
studies, approximately 50% of software projects fail to meet the satisfaction of CEOs and
are therefore deemed unsuccessful [8]. Although numerous studies have investigated the
factors contributing to project success [9], the issue of project success remains significant.
Experts and scholars have called for further research in this field [10]. However, uncertainty
and risk are frequently overlooked by project managers and practitioners, often leading to
project failure [11].

Uncertainty arises from the very inception of a project and persists until its completion,
particularly when there is significant ambiguity surrounding the scope and delivery mech-
anisms [12]. Ref. [13] defines uncertainty as the discrepancy between the data wanted and
the data actually produced. Uncertainty is an inherent characteristic of projects, manifesting
within technological, organisational, and social contexts [14]. Uncertainty is negatively
correlated with 24 July 2025 project success [15], meaning that higher levels of uncertainty
significantly impact success and often lead to project failure. When SD reaches a certain
level of complexity and uncertainty, the use of various techniques, practices, and project
management tools is prevalent in software engineering. Yet, despite the development of
various tools aimed at managing complex projects, numerous instances of deviations from
project plans and project failures persist. For instance, in a study conducted by scholars [14]
surveying 5400 software projects, findings revealed that over 50% of projects exceeded their
budgets, more than half of the projects reduced their scope, and nearly 20% of projects
failed to achieve the desired outcomes.

Uncertainty is often conflated with risk management, with some even regarding
them as synonymous [11]. However, a distinction exists: uncertainty is generally more
challenging to analyse and control than risk. Uncertainty represents what remains after
risk has been identified; though it poses a potential threat, no action can be taken until
it materialises—otherwise, it can be regarded as a risk [16]. As described in the PMBOK,
uncertainty affects project activities, leading to various outcomes [17]. A simplified under-
standing would posit that uncertainty can only be termed as risk when it materialises into
adverse consequences.

Scholars have proposed different approaches to addressing uncertainty in software
projects from diverse perspectives. According to [18], uncertainty in software projects
can be tackled through a four-step process: constraint, modification, classification, and
resolution. However, the effectiveness of this approach is uncertain, as it lacks empirical
validation. Although [11] developed a method for categorising, identifying, perceiving, and
managing uncertainties in software projects and conducting semi-structured interviews,
their process is complex and lacks internal consistency. In software projects, sources of
uncertainty are diverse, which has led scholars to investigate both internal and external
organisational factors [19] or to focus on specific aspects [20]. Meanwhile, risk management
is a scientific process to manage all the unexpected results during the development of new
software. Several review studies have systematically examined risk management practices
across SD methodologies. Ref. [21] extracted and classified 148 risk factors according to
the SD taxonomy developed by the Software Engineering Institute. More recently, ref. [22]
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conducted a systematic literature review of risk management in SD projects, synthesising
key practices, tools, and research gaps. These reviews reinforce the close relationship
between risk and uncertainty in the software domain. Although risk and uncertainty
are conceptually distinct—risk involving known probabilities and uncertainty involving
unknowns—many scholars and practitioners even use the terms interchangeably. However,
there is a noticeable gap in the literature regarding review studies that specifically explore
the uncertainty in the context of SD projects.

Herein, there is an urgent need for a framework to enhance the overall success of
software projects by effectively managing the uncertainty that may arise throughout the
project lifecycle. Before doing this, foundational work is required to investigate the source,
types, and challenges of uncertainty in software projects and their impact on project
outcomes. Therefore, this review study aims to conduct a systematic literature review
and scientometric analyses to discuss the causes, types, challenges, and future research
directions of uncertainty in SD projects. The findings are intended to provide software
project managers with a comprehensive understanding of uncertainty, ultimately improving
project success rates. To this end, this study refines its research questions as follows:
(1) What are the current causes and types of uncertainty in SD projects? (2) What kinds of
uncertainty challenges are critically examined to facilitate the reduction in uncertainty in the
SD projects? (3) What are the research gaps and potential future directions in uncertainty
research for SD projects?

This review study adopts a systematic literature review method by following the
Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines,
combined with scientometric analysis, to investigate the causes, types, challenges, and
future research direction associated with uncertainty in SD projects. A systematic literature
review is a suitable method to understand the current research status and future research
direction within a given field [23]. It is a structured, reproducible step to search, classify,
organise, and synthesise results from the existing literature. Furthermore, systematic
literature reviews can effectively identify future research trends and synthesise a large
body of research findings [24]. The systematic literature review method can scientifically
select the literature according to certain steps [25], rather than allowing researchers to
pick relevant articles based on their preferences [26], which is the traditional literature
review method. Ref. [27] posited that conducting a literature review is like constructing a
factory: it involves clearing away what is unnecessary and arranging insights from similar
studies to build knowledge. So, in order to know the causes, types, and challenges in the
SD projects, this study adopts a systematic literature review. The research objectives are
hence as follows: (1) To explore keywords, publication trends, and countries contributing
to uncertainty research in the field of SD projects. (2) To identify and analyse the current
causes and types of uncertainty in SD projects. (3) To examine and critically assess the
challenges posed by uncertainty in the software industry to facilitate its reduction. (4) To
identify research gaps and suggest potential future research directions related to uncertainty
in SD projects.

Following the introduction, this review study is structured as follows. The second
section outlines the research methodology, introducing the rationale behind the mixed
review methods in this review study and detailing each procedural step. The third part
presents the main findings, including the main results of the studies reviewed. The fourth
section is the discussion, which critically examines the main findings, summarises the types,
causes, and challenges of uncertainty in SD projects. The final part draws conclusions
based on the main content of findings, identifying research gaps, and suggesting directions
for future research on uncertainty in software projects.
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2. Research Methodology
This paper adopts a combination of a systematic literature review (SLR) and the

scientometric analysis method. The systematic literature review is followed by the Preferred
Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA). Scientometric
analysis uses the bibliometric data to make a figure illustrating the relationship between the
different papers with the VOSviewer 1.6.18. By mixing the results of SLR and scientometric
analysis, this review paper will discuss the causes, types, challenges, and future research
direction in the SD projects. The main methodological steps are illustrated in Figure 1.

Figure 1. The mixed review framework follows the PRISMA protocol.

2.1. The Rationale for the Mixed Review Method

In Section 2, after reviewing the definition of uncertainty, as well as a detailed explo-
ration of uncertainty in SD projects and prior articles, this review study adopts a mixed
review methodology based on the approach of [28]. This approach combines scientometric
analysis and systematic review methods to address the research questions of this study.

As discussed in the previous section, according to [23], systematic literature reviews as
a qualitative analysis method can help researchers understand the current state of research
in a specific field [29]. A systematic literature review follows the Preferred Reporting
Items for Systematic Reviews and Meta-Analyses (PRISMA) method to search, select, and
synthesise studies [30]. Scientometric analysis is a relatively objective method that can
present unbiased results through scientific mapping [31]. This method of extensively
visualising and analysing the literature can significantly aid researchers in gaining insights
into the knowledge and future trends within a research field [32]. Adopting a systematic
literature review combined with a scientometric analysis method integrates knowledge
from the existing literature in a descriptive manner [33]. It enables a deeper understanding
of the research topic, leveraging the advantages of various methods while avoiding the
limitations of a single approach [34,35]. Alternative methods were excluded due to time
constraints, ethical concerns with human subjects, and limited data availability. For instance,
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case studies require detailed data and strict protocols, which are unsuitable for capturing
the broad uncertainties in SD projects.

2.2. Systematic Literature Review

The systematic literature review comprises four main sections including identifica-
tion, screening, eligibility, and included articles and quality assessments. These steps are
explained in more detail in the following subsections.

2.2.1. Identification

Before conducting a formal search for articles closely related to the research topic, it is
essential to select an appropriate search engine or database to identify the relevant papers,
as this choice is crucial for the research process [36].

Commonly used databases include Web of Science, Google Scholar, and Scopus. This
review study proposes to use the Scopus database as the primary database for the search, for
several reasons. Firstly, Scopus is a leading global academic database with a comprehensive
data source [37]. Additionally, its extensive database content covers most of the material
available in other databases [38]. Scopus is one of the largest online literature databases and
has a significant influence, offering access to the most recent publications, making it suitable
for scientometric analysis [39]. On the other hand, other databases like Google Scholar lack
a bulk export function, which makes the subsequent extensive article search and selection
process time-consuming and less efficient. Therefore, Scopus is chosen for article retrieval
as it encompasses the most extensive collection of peer-reviewed journals [38].

Following the PRISMA step 1, the initial search in Scopus employed the following
keywords: (“Uncertainty” OR “unknown” OR “ambiguity” OR “unpredictability” OR
“fickleness”) AND (“software projects” OR “software development projects” OR “software
project” OR “software engineering”) AND (“cause*” OR “source*” OR “reason*” OR
“origin*” OR “challenge*” OR “barrier*” OR “obstacle*” OR “deterrent*” OR “type*” OR
“direction*” OR “threat*” OR “kind*” OR “sort*” OR “variety” OR “category”). Any
papers with titles, abstracts, or keywords matching these criteria were advanced to the
next screening stage. To ensure a substantial data volume in the initial search, synonyms
are used as comprehensively as possible. The complexity in selecting keywords arises
because some of the literature confuses these concepts. To better research the content, these
keywords are included, and they will be distinguished during detailed reading at a later
stage. Following this procedure, 396 documents were retrieved from Scopus.

2.2.2. Screening

According to PRISMA Step 2, the next phase after identifying the literature is screening,
which involves the initial filtering of results obtained from the first step. The main content
is to look through the journal type, language, and publication status to determine whether
the articles should be included or not.

The screening of the 396 articles identified from Scopus was carried out based on
the following criteria: (1) Only journal articles, and conference papers excluding books
and review articles; (2) The language of the articles had to be English, as it is the primary
language of our research; (3) Articles had to be in their final publication stage to avoid
issues with pre-published articles being retracted. Following these criteria, 39 articles were
excluded, resulting in 357 articles proceeding to the next phase.

2.2.3. Eligibility

According to PRISMA Step 3, the subsequent phase is the eligibility check, which
ensures that the selected articles are highly relevant to the research question.
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Since the abstract and title of an article reflect the main content of the publication [40],
the eligibility check critically involves assessing the relevance of the articles to the research
questions to ensure their credibility and reproducibility. In the first step of the eligibility
check, the titles and abstracts of the 357 articles were reviewed, and articles that were not
closely related to the research questions on uncertainty issues in SD projects were removed.
This step eliminated 200 articles, leaving 157 articles to proceed to the next phase. Before
carefully reading the full text, these 157 articles need to be downloaded first, but 30 were
either non-public or unavailable, resulting in their exclusion. In the second step of the
eligibility check, a full-text review of the remaining articles was conducted to ensure their
relevance to the research questions of this review study. After a thorough review, 94 articles
were found to be irrelevant and were excluded, leaving 33 articles for the next stage.
To ensure comprehensive coverage of relevant studies, a manual snowballing approach
was adopted to continuously search for the relevant literature by checking and recording
references and citation searches or similar work [28]. This process added 28 relevant studies,
resulting in 61 articles proceeding to the next step.

2.2.4. Included Articles and Quality Assessment

To ensure the reliability and high quality of the selected articles, a quality assessment
was conducted on the 61 remaining articles.

In most of the previous studies, multiple authors independently reviewed articles
to identify those of low quality, and the results were then consolidated to exclude such
articles [28]. However, due to the characteristics of this review study, the quality assessment
was conducted by two researchers independently (MZ and MFAA). Particularly, discrepan-
cies between the two reviewers were collaboratively assessed with the aim of reaching a
joint consensus. In cases where agreement could not be achieved, a third reviewer (WS)
was consulted to make the final determination. This assessment focused on several aspects:
first, the writing of the literature review section, ensuring it meets the needs of its research
questions; second, the clarity and appropriateness of the theoretical framework provided
in the article; third, the methodological section, which includes the clarity of methodologi-
cal steps, and the suitability and rationality of the methods used to explore the research
questions. Regarding data collection, the assessment checked the steps of data collection,
standards, sample size (if applicable), number of participants, and the selection criteria of
participants (if applicable). After the above steps, only one low-quality article was excluded,
because it was too short and had almost no content (e.g., [41]). Although the article talked
about uncertainty management in the enterprise resource planning software used by an
organisation and was relevant to our research problem, it could hardly be analysed and
used. As a result, the final analysis contains 60 articles in this review study.

2.3. Scientometric Analysis and Qualitative Discussion

The scientometric analysis method was used to create figures for the bibliometric data
of the articles filtered by the SLR to obtain the relationship and features of the uncertainty of
the SD projects. After the scientometric analysis, the qualitative discussion was conducted
to analyse and summarise the causes, types, challenges, and future research directions in
the SD projects.

2.3.1. Scientometric Analysis

According to relevant research [42], scientometric refers to “all quantitative aspects
of science and scientific research”. This method investigates the relationships between
citations to evaluate research impact and extracts knowledge from academic databases
within a specific field [40]. However, various software (e.g., CiteSpace, Vosviewer) may have
different influences on the results of making bibliometric maps. Vosviewer was selected
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to make a scientometric analysis because of its free accessibility and extensiveness [43].
By using the Vosviewer, the 60 articles were analysed to make scientometric maps in
terms of keywords co-occurrence analysis, countries/regions co-occurrence analysis, and
document analysis.

2.3.2. Qualitative Discussion

After obtaining the results of the scientometric analysis, the qualitative discussion
was conducted. This section aims to summarise the causes, types, and challenges in SD
projects and help identify the research gaps and ultimately summarise the future research
directions in the SD projects.

3. Results
This section carries out a detailed analysis of the selected articles, including the results

of the scientometric analysis. The scientometric analysis primarily addresses research
objective 1 of this review, while the remaining research objectives are examined through
systematic literature review analysis. In the scientometric analysis, the distribution map of
the publication year of these 60 articles is drawn first.

3.1. Analysis of Publications Chronological Distribution

Figure 2 shows trends in the number of articles published in the field of SD projects
from 1994 to 2024, with some years showing no publications. Although the number of
related articles on uncertainty research in SD projects shows a fluctuating trend year by year,
it is on the rise as a whole and has declined after the research peak around 2017. From 2000
to 2008, only one or two articles were published annually, likely reflecting the initial stage
of research on uncertainty in SD projects. However, in 2017, it is noticed a research peak
was noticed, which may be attributed to the rise in emerging computer technologies such
as machine learning, big data, etc., which triggered the academic community’s research
interest in software design. The publication count for 2024 remains incomplete. These
findings suggest that the research on uncertainty in SD projects has gradually gained
research attention from less attention, and the academic community has gradually paid
attention to and studied the uncertainty problems in SD projects.

 

Figure 2. Publications over the year. Note: “*” indicates that data collection in 2024 ended early in
July 2024.
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3.2. Analysis of Geographical Distribution

Conducting a regional distribution analysis and a country collaboration network anal-
ysis of the included literature helps people quickly understand the collaborative network
among countries in the research of uncertainties in SD projects, as well as identify the coun-
tries or regions with the most publications in this field. Table 1 shows the top ten countries’
publication analysis of publications on uncertainty research in SD projects. Overall, the
publication landscape in this field exhibits a clear dominance by one country, with the
United States leading significantly with 15 publications, far surpassing other countries.
Other countries have around 6 publications each. This indicates a certain regional imbal-
ance in the research on uncertainties in SD projects. In Asia, India follows the United States
with 7 publications, ranking second, while China has 5 related publications, reflecting both
countries’ attention to uncertainties in SD projects. Europe also shows significant interest in
this field, with the United Kingdom, Germany, and Iceland publishing 6, 3, and 2 articles,
respectively. The detailed information on the documents published by different countries
is shown in Table 1.

Table 1. Top 10 countries publication analysis.

Country Documents Citations Total Link Strength

United States 15 1977 11
India 7 124 1
Brazil 6 41 0
United Kingdom 6 279 4
China 5 189 1
Canada 4 12 5
Malaysia 4 60 3
Germany 3 21 5
Saudi Arabia 3 21 3
Iceland 2 210 2

Analysing the number of publications from each country alone may not intuitively
reveal the collaborative relationships among different countries in this research field. To
address this, VOSviewer was employed to create a co-authorship network map of countries,
as shown in Figure 3. This figure illustrates the research collaborations among different
countries in the analysis of uncertainties in SD projects.

The network analysis database divided these countries into four clusters, each repre-
sented by differently coloured circles, indicating groups of countries with close research
relationships. Countries without connections to others, such as India, were excluded. In this
figure, the size of the circles represents the number of publications from each country—the
larger the circle, the greater the publication output. The lines of different colours indicate
research relationships with countries in different clusters.

From Figure 3, it is obvious that the group of countries centred around the United
States has research connections with the other three groups. The United States, as the
country with the highest number of publications, collaborates with other countries such
as the United Kingdom, Canada, and Ireland. Other countries within their respective
clusters also exhibit strong collaborative research relationships, such as those between
the United Kingdom and China or Canada and Germany. It is noteworthy that some
countries, despite having a high publication frequency, are excluded from the international
research collaboration network, such as India and Brazil. This indicates that these countries,
while having a certain number of publications on uncertainties in SD projects, engage in
minimal international collaboration. Nonetheless, in terms of both publication frequency
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and research collaboration with other countries, the United States remains the leading
country in the study of uncertainties in SD projects.

Figure 3. Co-authorship network among countries. Note: 1. China, South Korea, and Germany,
denoted in Figure 3, are positioned outside the original mapping to reduce font overcrowding.

3.3. Journal Sources

An analysis of the journal sources of the included articles was conducted to identify
the primary journal sources contributing to research on uncertainty in SD projects. The
number of source journals for the included articles was counted, summarising the top
eight journal titles, the number of included articles, and the citation scores, which are
updated early in 2024. Except for a few conference papers that did not have citation scores,
most journal citation scores exceeded 8, with some reaching as high as 13.8, indicating the
significant influence of these source journals.

The journal with the most included articles is the “IEEE Transactions on Software
Engineering” with a total of four articles. This journal focuses on the field of software
engineering, covering a wide range of topics such as software-related subjects and the latest
software science and technology, including artificial intelligence and machine learning.
Notably, it frequently publishes articles focused on the SD process and boasts a high citation
score of 9.7.

Other notable journals include “Journal of Systems and Software” and “ACM Interna-
tional Conference Proceeding Series” as well as “International Journal of Project Manage-
ment”, each contributing three articles. The “Journal of Systems and Software” is a journal
with a wide range of sources related to software and software systems, encompassing
nearly all aspects of software engineering, and it has a citation score of 8.6, demonstrating
the high quality of the source articles. The “International Journal of Project Management”
is a leading journal in project management research, covering almost all aspects of the
field of project management. What is more, its high citation score of 12.3 indicates its high
influence in the field of project management.

Journals contributing two articles include the “International Journal of Cognitive Com-
puting in Engineering”, “Empirical Software Engineering”, “Lecture Notes in Computer
Science”, and “Proceedings—International Conference on Software Engineering”. The first
two are journal papers, while the latter two are conference papers. The “International
Journal of Cognitive Computing in Engineering” focuses on articles related to self-learning
systems, data mining, pattern recognition, and natural language processing, being a more
specialised journal in software engineering or systems, with a citation score as high as 13.8.
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It is an open-access, authoritative, peer-reviewed journal. Similarly, “Empirical Software
Engineering” is a journal that covers a broad range of topics within the field of software en-
gineering. Although the conference paper sources do not have citation scores as a reference
for the number of citations, they have also contributed to many research articles.

From the above analysis and Table 2, it can be seen that the included articles come from
both leading journals in software engineering and the field of project management. The high
citation scores indicate that the articles they contain are frequently cited, demonstrating the
high quality of the articles filtered through the PRISMA process, laying the foundation for
further analysis in the subsequent sections.

Table 2. Top 8 sources of the articles on uncertainty in SD projects.

Rank Source Title Number Cite Score *

1 IEEE Transactions on Software Engineering 4 9.7
2 ACM International Conference Proceeding Series 3 None
2 Journal of Systems and Software 3 8.6
2 International Journal of Project Management 3 12.3
3 International Journal of Cognitive Computing in Engineering 2 13.8
3 Empirical Software Engineering 2 8.5
3 Lecture Notes in Computer Science 2 None
3 Proceedings—International Conference on Software Engineering 2 None

Note: “*” indicates that the cite score is updated as of 15 July 2024.

3.4. Keywords Co-Occurrence Analysis

After analysing the overall publishing trend of articles including time dimension, the
number of published articles in different countries, and the research relationship network
among countries, this section continues to use VOSviewer to draw common keywords
among the literature to identify the ongoing research hotspots of uncertainty in the current
research field of SD projects. Because common keywords represent and condense a simple,
comprehensive summary of an article [44]. VOSviewer is employed to generate a visual
representation of keywords appearing at least twice, thereby clarifying current research
interests. Figure 4 shows the co-occurrence keywords of the included articles. A total of
551 keywords were identified, of which 101 met the inclusion criteria and were visualised.
In the graph, larger circles represent higher keyword frequencies. The dataset includes
101 keywords, 905 links, and a total link strength of 1159.

Table 3 presents the top 10 keywords according to frequency. As can be seen from
Table 3, high-frequency keywords are not limited to software projects, software devel-
opment, uncertainty, software design, project management, software engineering, etc.
Software engineering and project management, software design, software projects, uncer-
tainty, and uncertainty analysis are the keywords with the highest frequency, indicating
that the article selection process of this paper is in line with the theme of exploring uncer-
tainty in SD projects. At the same time, it can be seen from Figure 4 that there are many
other keywords from the perspective of software projects and management, such as risk
management, software project management, rapid development, project success, computer
software, machine learning, information technology, etc. This indicates a multi-disciplinary
approach in the study of uncertainties in software project development. Especially in recent
years, the perspective of uncertainty research in SD projects has begun to combine with
some emerging computer technologies such as machine learning.
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Figure 4. Keyword co-occurrence network analysis visualising research themes in uncertainty in
SD projects.

Table 3. Top 10 co-keywords of included articles.

Keyword Occurrence Average Publication Year Link Total Link Strength

Software engineering 22 2012.14 78 135
Project management 19 2009.74 63 127
Software design 19 2015.21 72 124
Software project 11 2015.45 52 90
Uncertainty 12 2017.33 49 81
Uncertainty Analysis 10 2012.90 52 72
Computer software 7 2014.86 27 35
Software development projects 6 2007.83 30 39
Risk management 5 2009.20 32 40
Requirements engineering 5 2014.00 29 39

Among all the keywords, the research is divided into six clusters, with their average
publication times detailed in Table 4. After organising and examining the clustering
information via VOSviewer, the six clusters were named as follows: adopting project
perspective in SD, agile methods in SD projects, uncertainty in software design, risk
management in SD projects, mix perspective in SD projects, and focus on self-adaptive
systems. Each cluster is represented by a different colour and named according to its
most frequently occurring keywords and central themes. Within the same cluster, research
topics often share close connections, such as issues related to uncertainty in the software
design process within Cluster 3 (blue). Based on Tables 3 and 4 and Figure 4, the following
mainstream research directions in SD project uncertainties emerge:

• Agile methods in SD projects (cluster 2 green)-This cluster highlights research into agile
methodologies within SD projects, where keywords frequently include development
methods, development processes, and agile development. For instance, ref. [45]
investigated uncertainties encountered in the agile development process not only in
software but also in product development.

• Risk management in SD projects (cluster 4 yellow)-In the early stage, risks associated
with uncertainty in SD projects first gained research attention. Studies around 2015
identified requirements uncertainty as a significant factor jeopardising the success of
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SD projects [46]. This uncertainty was often linked to software architecture and its
associated risks [47].

• Adopting Project Perspective in SD projects (cluster 1 red)-As research matured, schol-
ars began systematically examining various aspects of uncertainty from a project
management perspective, as shown in Cluster 1 (red). During this period, research on
uncertainty in software projects started to integrate with numerous project manage-
ment perspectives. The study of project management uncertainty evolved to encom-
pass time and cost estimation [48], project success and failure [49] and information
management and information systems management [50,51], eventually developing
into research on software project management.

• Uncertainty in Software Design (cluster 3 blue) -This cluster investigates uncertainty
from a software design perspective, with research keywords frequently related to open
systems [52], software quality, software coding [53], and software maintenance and
support [54]. Many articles in this cluster are highly specialised and may not be fully
comprehensible to non-professional software developers.

• Mix Perspective in SD Projects (cluster 5 purple) -In contrast, cluster 5 (purple) repre-
sents a more diverse set of topics, reflecting a wide range of studies without a single
prominent focus, such as decision-making processes in development projects [55], and
uncertainties in workload and budget [56,57]. The variety of topics within this cluster
highlights the multifaceted nature of uncertainties in software projects.

• Focus on Self-adaptive System (cluster 6 light blue)-The last cluster, cluster 6 (light
blue), represents the most recent articles on average publication date, reflecting the
latest trends in SD projects, namely the development of adaptive systems. Research in
this cluster focuses on model design, design time, interaction issues [58], and ensur-
ing operational performance [59], as well as emerging technologies like blockchain
development [60].

Table 4. The cluster of the co-keywords.

Average Publication Year Cluster ID Cluster Topic Size

2014 1 Adopting project perspective in SD 22
2009 2 Agile methods in SD projects 21
2017 3 Uncertainty in software design 18
2015 4 Risk management in SD projects 17
2014 5 Mix perspective in SD projects 16
2019 6 Focus on self-adaptive systems 7

Based on the clustering analysis and co-occurrence network, six thematic clusters pro-
vide a holistic view of the ongoing research directions in uncertainties within SD projects.
The clusters reflect both foundational studies and emerging trends, illustrating how the
field has evolved to integrate traditional project management approaches with advanced
technological frameworks. While some overlap exists among the research clusters, they can
generally be categorised into distinct thematic groups. The clustering analysis using key-
words elucidates the development trends and the latest research directions in uncertainty
in SD projects, providing direct evidence for a better understanding of research in this field.
In addition, the clustering analysis not only categorises research into distinct thematic areas
but also highlights interdisciplinary connections and the evolution of research topics. By
examining keyword co-occurrence and their relationships, the analysis provides a roadmap
for understanding both established themes and emerging trends in addressing uncertainties
in SD projects.
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3.5. Documents Analysis

Highly cited articles are often indicative of significant academic contributions [43].
To further analyse all the articles with more citations, that is, articles with more extensive
influence that have been cited and referred to by many scholars, this section selects the
document that has been cited at least 75 times, and the top ten cited documents were
selected to be shown in Table 5. These documents provide important references in the
study of software project uncertainty. Among these ten articles, some focused on the
management of SD projects at the macro level, such as [49,61,62]. These works extensively
discuss uncertainty management. Other articles delve into specific aspects of uncertainty,
offering diverse perspectives on its implications in SD projects.

Table 5. Top 10 most cited documents.

Authors Document Title Total Citations

[49] A survey study of critical success factors in agile
software projects 631

[63]
Technology Novelty, Project Complexity, and Product
Development Project Execution Success: A Deeper
Look at Task Uncertainty in Product Innovation

457

[64]
The Effect of Coordination and Uncertainty on Software
Project Performance: Residual
Performance Risk as an Intervening Variable

404

[61] Rules and Tools for Software Evolution Planning
and Management 170

[65] Two’s company, three’s a crowd: A case study of
crowdsourcing software development 165

[66] Managing the sources of uncertainty: Matching process
and context in software development 133

[67]
Relationships among interpersonal conflict,
requirements uncertainty, and software
project performance

119

[47] Standardisation, requirements uncertainty, and
software project performance 113

[62] A model of critical success factors for software projects 98
[68] Agile software development: Methodologies and trends 95

Ref. [49] is the most cited article in the selected literature, with 631 citations. Probably
due to its early publication, it covers many important management factors in SD projects.
This paper points out that in the field of SD, special attention should be paid to the uncer-
tainty in the four aspects of organisation, people, process, and technology. Its extensive
coverage of these areas has contributed to its wide citation. Similarly, ref. [68] are also talk-
ing about problems in the process of rapid development. Ref. [63] ranked the second most
cited document with a total of 457 citations. The paper analyses 120 product development
projects in depth, emphasising the impact of task uncertainty in the development process.
The results show that the characteristics of different projects should be analysed specifically,
but the technical novelty and project complexity will affect the time to market.

In contrast, other papers, such as [47,64,67], discussed the uncertainty in SD projects
from the perspective of performance-related problems in SD projects, but their specific
emphases were different. Ref. [64] focused on the impact of coordination and uncer-
tainty, while [67] mainly explored the impact of requirement uncertainty and interpersonal
conflict on the performance of SD projects. Ref. [47] studied the relationship between
standardisation, requirement uncertainty, and SD projects’ performance. Other published
papers focused on crowdsourced SD projects [65] and managing sources of uncertainty
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in SD projects [66]. The research can provide a good reference for answering the research
questions and achieving the research objectives.

4. Discussion
Following the scientometric analysis of the selected literature, this section endeavours

to conduct a thorough qualitative discussion by closely reading all the included articles.
Unlike risk, which involves known probabilities of outcomes, uncertainty refers to situ-
ations where outcomes or probabilities are unknown or ill-defined. For example, a risk
might be a potential delay due to an identified shortage of developers, with a known
likelihood based on past data. In contrast, uncertainty could involve unpredictable changes
in user requirements during development, where neither the change nor its impact is
foreseeable. Hence, this section aims to achieve the research objectives by summarising
the causes, types, and challenges of uncertainties in the field of SD, as well as identifying
future research directions.

4.1. Causes of the Uncertainty in SD Projects

First, it is essential to investigate the causes of uncertainty in SD projects. While both
uncertainty and risk affect project outcomes, their causes differ fundamentally. The causes
of risk typically stem from identifiable and measurable factors, such as known resource
limitations, historical delays, or well-documented technical issues, making them easier
to anticipate and model. In contrast, the causes of uncertainty often involve incomplete
information, ambiguity, or unpredictable external conditions. For example, uncertainty may
arise from vague client requirements, rapid changes in technology, or evolving regulatory
environments—factors that are difficult to quantify or forecast. Through careful reading of
the included literature, it is obvious that the causes of uncertainty in SD projects cannot
be classified by a single standard. Instead, there are multiple classification methods.
Subsequently, this section categorises all causes into three main types (see Table 6): external
causes, internal causes, and other types, analysing their details to help SD project managers
better understand the causes of uncertainty from different perspectives.

4.1.1. External Causes

In SD project activities, the overall environment can be categorised into internal and
external environments. Within the external environment, numerous sources of uncertainty
arise, including market uncertainty, environmental uncertainty, technological uncertainty,
and socio-human uncertainty. each of these causes is discussed in detail below:

• Market uncertainty—This indicates the novelty of the final product for the market,
consumers, and potential users [69]. The familiarity of consumers with a product
significantly influences its acceptance [11]. However, different consumers and mar-
kets have varying preferences and behaviours. When SD teams fail to accurately
understand user needs or preferences, market uncertainty escalates [70]. Incremental
updates to established products typically result in predictable market reactions [69].
However, radical innovations often provoke strong, unpredictable responses. Contin-
uous market evolution compels development teams to adjust strategies dynamically,
adding to market-related uncertainties [18,71].

• Technological uncertainty—This type of external uncertainty is linked to the adoption
of novel technologies. Emerging technologies often lack maturity, and their potential
consequences are difficult to predict [72]. The level of uncertainty also depends on
the organisation’s accessibility to specific technologies and their readiness to imple-
ment them [73]. Challenges often become apparent after the technology is deployed,
introducing delays and unforeseen risks. For example, when the new technology
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was employed in developing the software, it would give rise to unexpected security
vulnerabilities or even complex integration challenges. This form of uncertainty is
particularly impactful in software projects reliant on cutting-edge innovations.

• Environmental uncertainty—Environmental uncertainty arises from the actions or
demands of external entities, such as suppliers, competitors, governments, and share-
holders. For instance, failing to anticipate the actions of competitors can leave a
company at a disadvantage [69]. Moreover, cultural differences or conflicting re-
quirements from stakeholders across geographic regions can introduce substantial
uncertainty during project execution.

• Socio-human uncertainty—This category involves individuals within or interacting
with the organisation and their interpersonal dynamics, including differing value
systems and beliefs. Such differences can disrupt team collaboration and adversely
affect project outcomes [11]. Misalignments in thought processes and decision-making
approaches due to socio-cultural factors further exacerbate uncertainty.

4.1.2. Internal Causes

From the internal perspective of an SD project, uncertainties may arise at different
stages, including planning and control, development, testing, and maintenance. This
section explores these causes in greater detail.

• Planning and control stage—At the early stages of a project, planning and estimat-
ing resources, costs, and schedules inevitably introduce uncertainty. Evaluation and
estimation activities often come with high levels of unpredictability [74]. As projects
progress, initial plans may become obsolete due to changes in scope, timeline, or bud-
get, resulting in significant risks. Underestimations of workload or duration can lead to
abandoned tasks, rework, or even severe errors [61,75]. These estimation inaccuracies
can cause time constraints and financial overruns, destabilising project management.

• Development stage—As the core phase of software creation, development is inherently
complex, with uncertainties stemming from technology, tools, and methodologies.
Established approaches tend to provide reliable outcomes, whereas newer methods
often demand additional investments in training and implementation, introducing
design uncertainty [48]. Developers must select tools and programming languages,
whose impacts are often unpredictable, making it challenging to trace the consequences
of their choices [52].

• Test stage—The testing phase frequently uncovers previously unknown issues, such
as bugs. The process of identifying and prioritising these bugs creates inherent uncer-
tainty, as the time and resources required to address them can vary significantly [76].
Bug resolution often depends on the expertise of assigned personnel and the complex-
ity of the errors, introducing unpredictability into development schedules [77].

• Maintenance and support stage—After deployment, the software enters the main-
tenance phase, where uncertainties persist. Accumulated information from earlier
stages may be incomplete or disorganised, complicating the process of classification
and resolution [53]. Furthermore, understanding existing code during maintenance
requires significant effort, and unexpected complexities often necessitate code refac-
toring [55]. These challenges add to the uncertainty surrounding time and resource
allocation for ongoing support.

4.1.3. Other Causes

Aside from the above factors, several additional elements contribute to uncertainty in
SD projects. Because those causes could arise from the internal and external factors, it is
essential to separate them to call for more attention:
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• Human capital—The diverse skills and efficiency levels of team members significantly
influence the progress of projects. Variations in learning and working capabilities
introduce human resource uncertainty (Özdamar and Alanya, 2001) [78].

• Inter-project dependencies—In organisations managing multiple projects simultane-
ously, uncertainties can arise from interdependencies and overlaps. Poor communica-
tion between projects and competing resource demands can disrupt workflows [79].

• Communication gaps—Misaligned goals and misunderstandings within teams or
across departments further exacerbate uncertainty. Clear communication is crucial,
yet it is often disrupted by organisational silos or cultural differences [11,62,80].

Table 6. Causes of uncertainty in SD projects.

Causes Specific Aspect References

External Causes

Market uncertainty [11,18,69–71]
Technological uncertainty [72,73]

Environmental uncertainty [69]
Socio-Human uncertainty [11]

Internal Causes

Planning and control [57,61,74,75]
Development stage [48,52]

Test stage [76,77]
Maintenance and support stage [53,55]

Other Causes Other projects within the organisation, human capital [62,78,81]

4.2. Types of Uncertainty in SD Projects

After discussing the causes of uncertainty in SD projects, this section summarises
the common uncertainty types within these projects. It is important to distinguish these
from the types of risk, as the two concepts differ not only in probability but also in nature.
Risk types are generally well-defined and quantifiable—for example, schedule risk due
to delayed component delivery or budget risk from underestimated development costs.
In contrast, uncertainty types are more ambiguous and difficult to measure. For instance,
technological uncertainty may arise from using emerging tools with unknown stability;
market uncertainty can stem from unpredictable user preferences in a fast-changing digital
environment. Drawing on the included articles and additional references, six major types
of uncertainty are categorised, aiding researchers and practitioners in quickly identifying
the uncertainties in their projects and taking appropriate actions to resolve them. Each type
is elaborated below.

4.2.1. Requirement Uncertainty

Generally speaking, uncertainties can be divided into two main categories [82]: epis-
temic and aleatory. Epistemic uncertainty arises from a lack of knowledge, while aleatory
uncertainty results from inherent variability. Among these, requirement uncertainty is the
most prominent type encountered in SD projects.

Capturing customer needs accurately is fundamental to the development of any
software system. This task, typically undertaken during the early stages of a project,
plays a critical role in setting the foundation for subsequent development [60]. However,
numerous studies have highlighted the challenges posed by requirement uncertainty in SD
projects [57,83].

The customer’s requirements constitute the goals of the SD team, yet identifying,
representing, and refining these requirements throughout the project often proves chal-
lenging [83]. Since requirements are usually articulated in natural language, ambiguities,
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multiple meanings, linguistic errors, or a lack of detail can lead to misinterpretations,
resulting in software that fails to meet customer needs [84].

Moreover, customer requirements are rarely static; they may frequently change during
the project due to market dynamics or new ideas, posing further challenges for SD [85].
Additionally, there is often a discrepancy between the customers’ real needs and the
requirements perceived by the project team, leading to extended planning times and
impacting the project timeline as developers strive to bridge this gap [18].

Inadequate requirements are also a leading cause of software defects [86]. As the
SD project progresses and the software matures, identifying and fixing defects becomes
increasingly costly and time-consuming. In extreme cases, the associated costs can render
such efforts infeasible [87]. Therefore, requirements uncertainty is identified as the primary
category of uncertainty in SD projects.

4.2.2. Technological Uncertainty

The second type of uncertainty in SD projects is technological uncertainty. While
it can also be considered a source of uncertainty, technological uncertainty is significant
enough to be recognised as a distinct category within SD projects. Technologies employed
by developers often vary across different projects, resulting in diverse and unpredictable
outcomes. A lack of familiarity with specific software tools or platforms can significantly
influence a project’s trajectory, making it challenging to foresee the consequences with
precision [48].

Even in scenarios where customer requirements are well-defined and the testing team
is equipped to validate software against these requirements, the technical team may en-
counter difficulties in delivering viable solutions. In such instances, the technical expertise
of the team may not align with the functional demands of the project, further complicating
its progress [88]. Scholars have noted that the degree of technological uncertainty varies
across projects, with higher uncertainty associated with the adoption of new technolo-
gies [89].

The inherent complexity of technology in SD projects amplifies risks during both
the development and testing phases, consequently diminishing overall project perfor-
mance [51]. However, technological uncertainty extends beyond individual developers.
Even when agile development methods or standard technical processes are employed, un-
certainty can only be mitigated, not eradicated entirely. Collaborative interactions among
team members, for instance, can add additional layers of unpredictability [18].

Overall, technological uncertainty is closely linked to the number of two main factors:
the organisation’s access to mature, reliable technologies and the introduction of emerging,
often unproven, technologies. Given its central role in the core activities of SD projects,
addressing technological uncertainty should be a priority [70].

4.2.3. Human-Related Uncertainty

The third major category of uncertainty in SD projects pertains to human-related
uncertainties. According to the research by [90], humans represent one of the greatest
sources of uncertainty in project management. Externally, this is particularly evident
among users, who, in the context of SD projects, represent the company’s customers. Be-
yond the previously discussed uncertainty regarding requirements, there is the potential
for user resistance to change [91]. Users may exhibit various forms of resistance, such as in-
action, delayed responses, insistence on previous unsatisfactory behaviours, or consistently
expressing opposing viewpoints, all of which are unpredictable [92].

Internally, within the project development team, various human-related uncertainties
also exist. Firstly, communication uncertainties can arise within the team, manifested in
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groupthink and communication complexity [69]. This means that different team members
may have different ideas about a particular issue, leading to misunderstandings during
communication and resulting in work being conducted based on incorrect assumptions,
causing deviations from the intended direction [88].

Moreover, individuals within the team have varying levels of capability, learning new
technologies, and work efficiency. Assigning tasks to individuals with the appropriate
experience can reduce uncertainties related to human capital [93]. However, in the context
of global SD projects, effectively coordinating communication among personnel from
different countries and assigning them appropriate tasks is a significant challenge [94].

4.2.4. Management Uncertainty

The fourth major category of uncertainty can be summarised as managerial uncertainty.
Throughout the lifecycle of an SD project, project managers need to plan and control the
project, which often generates a series of uncertainties. A critical aspect of SD projects is the
estimation of the workload, time requirement, scheduling, and quality of the deliverable
software product [57]. However, the relevant data on workload and staffing in the dynamic
SD environment is complex at different stages [57].

Consequently, estimating the overall cost of the software project is inherently uncertain,
leading to cost estimation uncertainty [95,96]. Additionally, the scheduling must be adjusted
as time progresses. Managing the entire project also highlights resource uncertainty, an
important aspect of managerial uncertainty [97], such as the lack of skilled personnel or
insufficient funding.

The choice of project management methods also contributes to managerial uncertainty.
In recent years, agile development methods have been favoured due to their numerous
advantages over traditional waterfall methods in planning, requirements analysis, design,
testing, and maintenance phases [46]. However, each method has its own challenges and
potential pitfalls, making it critical for project managers to select the most suitable approach
for their specific project.

4.2.5. Environment Uncertainty

SD projects are simultaneously influenced by both internal and external environments,
which can introduce significant uncertainties. In the external environment, market uncer-
tainty is particularly prominent. This type of uncertainty is heightened when customers
have limited familiarity or experience with the product, making it challenging to define
requirements and proceed with development effectively [66].

Additionally, when collaboration with external entities is required, such as with
suppliers, uncertainties can arise, for example, if suppliers provide incorrect products or
services, leading to losses in primary equipment [98]. These external factors highlight the
complex and dynamic nature of environmental uncertainty in SD projects.

4.2.6. Professional Uncertainty

The final major category is professional uncertainties, which are specific to the field
of SD. These uncertainties often emerge during the software design-to-delivery process,
manifesting in unique challenges to these projects.

One such uncertainty is code design uncertainty during the design process, particularly
in the time required for coding and testing new code until it is fully functional [78]. Issues
during this phase often result in iterative cycles of rework, delaying project progress until all
development goals are achieved. Moreover, software design frequently involves upgrading
and modifying previous software versions, introducing platform uncertainty. This type of
uncertainty correlates with the extent of changes made to the software architecture in the
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new version [66]. For instance, reviewing the system architecture of existing software and
redesigning it introduces significant uncertainty [99].

Even after design completion, uncertainties persist during the software testing and
maintenance stages, with bug-related uncertainties being particularly significant [76]. These
uncertainties involve the unpredictable occurrence of bugs, their categorisation, and the
assignment of appropriate personnel to address them [76]. Such factors make it difficult
to forecast the resolution timeline and the resources required, further complicating the
project [100].

Following the detailed discussion and classification above, this thesis categorises
the uncertainties in SD projects into six major categories and fourteen specific aspects,
summarised in Table 7. This classification provides a more intuitive understanding of the
types of uncertainties and their Manifestations in SD projects.

Table 7. The types of uncertainty in software projects.

Types Specific
Aspects Manifestations References

Requirement uncertainty
• Ambiguity and ambiguity in the expression of

customer needs
• Frequent changes in requirements

[57,60,83–85,101]

Technical uncertainty

• The unknown results after the application of
new technology

• Different development technologies bring different
development processes

• Technical ability is difficult to meet the
development needs

[18,48,51,70,88,89]

Human related
Uncertainty

Customer resistance
• Oppose a proposal
• deliberately delay
• express a contrary opinion or delay a decision

[91,92]

Communication
Uncertainty

• Misinterpreting the words of others
• Making simple problems complicated [69,88]

Team uncertainty
• The people in the team have different abilities
• Frequent turnover of personnel [93]

Culture sensitivity
• People with different cultural backgrounds have

different habits and customs [94]

Management uncertainty

Resource
Uncertainty

• Not enough or competent staff
• Lack of financial support [97]

Schedule
Uncertainty

• Change the schedule and milestones according to
the situation [95,96]

Develop method uncertainty
• New development methods bring different results

and explore new standard process [46]

Environment
uncertainty

Market
Uncertainty

• The changeable market trend
• Not clear market definition [66]

Supplier
Uncertainty

• Interrupted supply
• Wrong offer for the company [98]

Professional
Uncertainty

Code
modelling
Uncertainty

• Complexity of writing code
• Variable modelling methods
• Difficult to estimate duration of coding time

[78]

Platform
uncertainty

• The uncertainty of the extent to upgrade
the software [66]

Bug-related
Uncertainty

• Whether there will be bugs
• Not clear about how many bugs will arise
• Not clear how much time it will take to fix the bug

[76,100]

4.3. Challenges of Uncertainty in SD Projects

After discussing the causes and types of uncertainty in SD projects, this section will
identify the challenges in researching uncertainty in SD projects.

4.3.1. Challenges of Research in Defining Uncertainty

A critical challenge in researching uncertainty lies in the lack of a unified definition,
as highlighted in the literature review. The definition of uncertainty might seem like
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a simple issue, but it is fundamental to all research about uncertainty. From a broad
project management perspective, starting with PMBOK’s broad definition: “A lack of
understanding and awareness of issues, events, paths to follow, or solutions to pursue”, to
scholars emphasising uncertainty in the organisational environment or equating it with
ambiguity, all reflect the divergence in defining uncertainty within the extensive field of
project management. Specifically, in SD projects, some of the literature does not even discuss
the definition of uncertainty but directly conducts research, neglecting this fundamental
issue [50].

Even when researchers attempt to define uncertainty, they often do so using a tradi-
tional project management lens, without adapting the concept to the specific contexts of SD
projects. For instance, some research projects claim to study the relationship between risk
and software project performance, but the measured dimensions primarily reflect uncer-
tainty. Therefore, it is challenging to conduct research without a widely accepted common
understanding, whether in broad project management or SD projects [102]. From a man-
agement perspective, uncertainty can be viewed as the deviation of project outcomes from
original goals caused by unpredictable or poorly understood factors, such as ambiguous
client requirements, rapidly changing technologies, or evolving stakeholder expectations
in dynamic environments. In contrast, risk refers to events or conditions that have known
probabilities and measurable impacts, whether positive or negative. For example, a project
team might identify the risk of delayed component delivery due to a supplier’s track record
and allocate buffer time accordingly. However, if a new regulatory policy is suddenly intro-
duced during the project lifecycle—without prior indication—this represents uncertainty,
as neither its occurrence nor its impact could have been reliably predicted.

Moreover, the definition of uncertainty influences research methodologies and man-
agement strategies. For example,

• Traditional project management often treats uncertainty as one kind of risk to be
minimised or avoided, because most time uncertainty would bring unexpected results.
For example, when the SD projects participants do not know what would happen if
they adopted the artificial intelligence tools in coding the software. This can be one
aspect of technical uncertainty. But once the artificial intelligence tools are applied in
the coding process and crash the software, it is a risk.

• Agile methodologies, on the other hand, view uncertainty as inevitable and address
it through iterative development and feedback loops [45].

Specifically, in SD projects, uncertainty shows in diverse ways, such as

• Requirement instability, where project objectives shift over time.
• Technological uncertainty, stemming from emerging tools or methods.
• Team-related challenges, such as varying expertise and communication issues.

These factors affect not only project timelines and deliverables but also budgets and
team dynamics, often leading to cost overruns or failures [103]. Despite the extensive
impact of uncertainty, many studies fail to converge on a shared framework or terminology,
limiting the practical relevance and utility of their insights. Addressing this definitional
ambiguity is essential for advancing both research and practice in the field.

4.3.2. Challenges in Measurement, Monitoring, and Prediction of Uncertainty

Effective management of uncertainty in SD requires measurement, monitoring, and
prediction, yet significant challenges persist in these areas.

• Subtle Signs—As described in the previous section, there is generally a lack of a
unified definition of uncertainty complicates its measurement. A clear definition is
fundamental for detecting, monitoring, and predicting uncertainty; only by under-
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standing what needs to be measured can the corresponding activities be conducted
effectively. However, early signs of uncertainty are often weak and intermittent
and can have either positive or negative impacts on ongoing activities [104]. While
early identification through semantic understanding can help managers recognise
uncertainty [98], the detection of early signs often encounters issues like information
overload and organisational filtering. For instance, managers might ignore certain
signals due to personal perception biases and selective attention [105]. Even when
some information is observed, it might not be correctly interpreted.

• Complexity of the Real World—Some researchers propose addressing uncertainty in
different project stages by evaluating unforeseen uncertainties through a structured
approach: identifying problems, classifying these problems, assessing the categorised
uncertainties, and finally implementing various methods to address them [106]. How-
ever, in the real-world project environments, information is often ambiguous, incom-
plete, and inaccurate. Additionally, the urgency to address current problems frequently
overshadows the need for long-term uncertainty monitoring, especially in SD, where
delayed delivery incurs penalties [107]. Often, there are financial penalties for delayed
delivery to clients or suppliers [108].

• Ambiguity and Vagueness—Ambiguity is another significant challenge in the mea-
surement and monitoring of uncertainty [83]. During the drafting of SD requirements,
developers and requirements engineers often encounter issues of low performance
and efficiency, leading to approximately 82% of applications being returned for re-
work. Many companies need to allocate additional resources to address unclear
requirements [66]. Ambiguity in requirements is unavoidable, being an inherent char-
acteristic of natural language [101]. Although scholars have developed methods to
address ambiguity in software requirements, each has its limitations. Machine learning
has been suggested for detecting ambiguity [56,84], but its accuracy and handling
of different types of ambiguity need improvement. Although ambiguity detection
tools have been developed, they are often limited to lexical, syntactic, or grammatical
ambiguities [109]. Recent advancements, including large language models like GPT-4,
have shown promise in improving the understanding of ambiguous requirements, but
their limitations in addressing specific contextual factors persist [84].

• Large Data Challenges—Daily project activities generate vast amounts of data, pre-
senting an opportunity for applying data analysis software to measure and predict
uncertainties [110]. However, making accurate early estimates of workload and time
for project activities is challenging [57]. Techniques such as data mining [111], data
classification, and regression analysis have been developed, but their prediction accu-
racy still requires improvement [112]. These large datasets require pre-processing and
cleaning to enable accurate predictions [57].

4.3.3. Challenges About Tackling Uncertainty

Tackling uncertainty in SD projects involves multiple challenges, spanning psycholog-
ical, technical, financial, and human resource domains. This section delves into the core
challenges faced by project teams when addressing uncertainty.

• Negative Emotions—When uncertainty arises, it can generate negative emotions
throughout the SD project team, such as frustration, restlessness, and even health-
related stress [50]. These negative emotions can cause team members to feel inadequate
or disillusioned about their contributions. Some team members may consistently feel
that their solutions are insufficient and of poor quality, leading to dissatisfaction
because no one knows which solution is the best one [50].
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• Rapid Technological Changes—The continuous evolution of technology presents
a significant challenge. While emerging methods and tools promise to eliminate
operational errors, they often introduce unexpected performance issues and technical
complications [55]. However, most software still faces operational interruptions or
performance issues, accompanied by numerous unexpected errors. This presents
technical difficulties in addressing uncertainty.

• Limited Budget and Time—Constraints in budget and time exacerbate challenges
in tackling uncertainty. Studies have found that 75% of SD projects fail due to a
lack of time rather than other reasons [113]. Under constraints of limited time and
budget, focus must be placed on arranging primary tasks, leaving minimal room
for progress estimation, project compatibility, and monitoring changes to address
potential uncertainties [48]. As a result, managing uncertainties often takes a back seat,
increasing the likelihood of project setbacks.

• Ineffective Resource Allocation—Effective allocation of human resources is a critical
but challenging aspect of managing uncertainty. As previously mentioned, there
are many human-related sources of uncertainty, and human resources are the pri-
mary resource in SD projects [114]. This requires clear identification of established
tasks, dependencies between tasks, and the software manager’s estimation of the
workload for each task, along with available employees, their salaries, and their skill
levels. During the planning of typical software projects, it is often assumed or initially
estimated that the workload and skills required for a task are known and will not
change arbitrarily [115]. If no uncertainty arises during project execution, it should
proceed according to plan. However, project funds are limited [116], necessitating
better allocation across various activities within the software project. The complexity
of real-world environments often disrupts resource plans, necessitating dynamic and
flexible approaches [117].

• Stakeholder Resistance—Uncertainty frequently demands immediate interventions,
but these are often met with resistance from stakeholders both within and outside
the organisation [118]. Some researchers believe that resistance is an inherent human
trait [119]. User resistance is the most obvious form, manifesting as individual or group
resistance to changes related to the software project [91]. Effectively managing such
resistance is a crucial yet complex task, requiring project teams to balance stakeholder
concerns with the need for timely action.

4.4. Future Research Directions of Uncertainty in SD Projects

Identifying future research directions for uncertainty in SD projects requires addressing
existing gaps in the literature. This section discusses potential areas of investigation, starting
with managing requirement uncertainty.

4.4.1. Methods of Managing Requirement Uncertainty

Requirement uncertainty is a key challenge in SD projects. While various scholars have
conducted studies on managing requirement uncertainty using cognitive approaches [18],
machine learning [84], and others, no research has explored the connections between
different methods for managing requirement uncertainty or determined which method is
comparatively more effective in minimising uncertainty during the requirements phase.

So, there is a lack of quantitative empirical studies to compare the effectiveness of
methods. Therefore, future research could compare different methods for managing require-
ment uncertainty or investigate specific types and quantities of requirement uncertainties.
For example, a comparative experiment can be conducted to verify which requirements
management method is more effective in controlling uncertainties. Different indicators
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(such as schedule expectation rate, number of occurrences of uncertainties, and number
of target deviations) can be established, and an indicator scoring method can be used to
determine the effectiveness of the methods based on the scores from high to low.

4.4.2. Data Mining Applications for Dealing with Uncertainty in SD Projects

After reviewing articles on the use of data mining techniques to manage uncertainty
in SD projects, it is revealed that data mining is primarily applied in managing requirement
uncertainty and in project estimation and budgeting. Osman and [120] used a machine
learning model to detect requirement uncertainty issues in the Malay language, achieving
an accuracy rate of nearly 90%, showcasing the potential of such techniques in mitigating
uncertainty. Ref. [121] adopted the neural network to estimate and refine the model’s
uncertainty for trustworthy decision-making, improving the model’s trustworthiness in
downstream decision-making tasks. But it is still unknown if the data mining techniques
are used together with new information technology like cloud computing, BIM, to deal
with the uncertainty in making new software.

Just like the data mining application in the construction project [122,123], the future
research direction of data mining technology could explore how does the data mining
combine with other information technology like BIM, internet of things to create a virtual
model to prevent the uncertainty or failure in advance.

4.4.3. Uncertainty and SD Project Performance

Although scholars have conducted early studies on the general impact of uncertainty
analysis on project performance in SD projects. The uncertainty usually has an influence on
the SD project through the risk. For example, ref. [102] studied the impact of six dimensions
of risk (essentially the impact of uncertainty) on project performance. These studies only ex-
amined simple relationships between different aspects and project performance. Moreover,
in these studies, only one participant completed the risk assessment, whereas different
stakeholders perceive risks in software projects differently [102,103]. For example, in a
public medical software project, the government prioritises stability and cost-effectiveness,
whereas the vendor is more concerned with profitability and meeting customer demands.
As a result, each party focuses on different types of uncertainty. What is more, ref. [67]
found that cultural differences, such as those between collectivist and individualist cultures,
significantly influence interpersonal dynamics within teams. These cultural factors can
further affect the way team members perceive and respond to uncertainties, influencing
overall project performance.

Future research can bridge these gaps by exploring the complex relationships between
uncertainty and project performance in more depth. Researchers could examine how
different uncertainties influence software project performance by employing questionnaire
surveys and other empirical methods. Structured Equation Modelling (SEM) could be
particularly useful for establishing the causal relationships between various uncertainties
and project outcomes. And studies could explore how different stakeholders—such as
developers, managers, and clients—behave when confronted with uncertainties.

4.4.4. Research Framework for Uncertainty in Self-Adaptive Systems

Self-adaptive system involves designing a system with self-monitoring and self-
adjusting capabilities to continuously monitor its state and the surrounding environment. It
belongs to one specific kind of software. When the operating conditions change, the system
can automatically modify its structure and behaviour to operate as efficiently as possible
towards the defined goals. There are three research gaps in Self-Adaptive systems. First,
Scholars acknowledge that quantifying uncertainty in self-adaptive systems is inherently
challenging [124]. Unlike traditional systems, these frameworks often require real-time
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assessment of dynamic variables. Second, it remains unclear how the prioritisation of
uncertainty management in self-adaptive systems compares to traditional software projects.
Finally, studies have proposed methods for managing uncertainty in self-adaptive systems,
but little is known about the challenges of implementing these methods and the outcomes
they produce [83].

To summarise the previous discussion of research gap analysis, this review study
proposes a framework diagram for future research, as shown in Table 8. It should be noted
that these four aspects of future research are the majority of the uncertainties in many
research SD projects, and although they involve different aspects, they are all important
aspects in SD projects. These future research directions are carried out based on existing
research, and expansion is not completely innovative.

Several proposed future studies on uncertainty in SD projects include, but are not
limited to, the following:

1. Compare the applicability of different demand uncertainty processing tools and their
advantages and disadvantages, considering the specific type and quantity of fuzziness
in demand uncertainty to determine the appropriate management method.

2. Update and expand the application of advanced computer techniques, such as ma-
chine learning, in detecting project activities to carry out prediction uncertainties,
such as deviation from baseline prediction.

3. Add situational factors such as different cultural backgrounds, performance at differ-
ent stages, and risk tolerance to the study of uncertainty and project performance.

4. Explore types of uncertainty and quantified effects and the priority of dealing with
uncertainty in adaptive systems. Need to make sure about challenges and the results
evaluation of different methods of managing uncertainty.

Table 8. Research themes and trends.

Research Themes Research Trend

Method of managing requirement uncertainty
Comparative study of different management uncertainty methods
Determining the appropriate requirement uncertainty method
considering the types and number of ambiguities

Data mining applications in uncertainty Monitoring the whole process activities and predicting the deviation

Uncertainty and SD Project Performance
A comprehensive study about uncertainty considering different
cultural backgrounds, different phases of the project, and various risk
tolerance capabilities

uncertainty in self-adaptive system The framework for studying the types and effects of uncertainty and
the evaluation of management methods

5. Conclusions
This review study aims to investigate the causes, types, and challenges of the uncertain-

ties in SD projects and to identify the future research directions. By following the PRISMA
protocol and using a mixed review method, which consists of a systematic literature review
and scientometric analysis, it selected 60 articles published from 1995 to mid-2024 from the
Scopus database.

Scientometric analysis through VOSviewer provides the basic research situation con-
cerning the uncertainty in SD projects. First, there has been an increasing number of
research articles in the past 10 years, although the number of research articles has fluctu-
ated in some years. Among all the sources of the included articles, IEEE Transactions on
Software Engineering is the journal with the most published articles. Refs. [49,63] are the
most influential authors, with the highest number of citations.
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From a global perspective, there is a disparity in the number of publications produced
by different countries and regions. The leading countries in researching uncertainty in SD
projects are the United States, Brazil, India, the United Kingdom, and China. According to
the keywords co-occurrence analysis, the main research focuses are on software projects,
software design, uncertainty/risk management, and requirement management.

The results of the systematic review respond to the other main objectives, like causes,
types, challenges, and future research directions. In terms of causes of uncertainty in the
SD projects, the main causes were identified as external, internal, and others in general,
specifically in 8 aspects, except for the other causes. There are basically 6 different types
of uncertainties, which are requirement uncertainty, technological uncertainty, human-
related uncertainty, management uncertainty, environment uncertainty, and professional
uncertainty, with a total of 12 specific uncertainties. Requirement uncertainty is the most
common type in SD projects. Meanwhile, there are various kinds of challenges in SD
projects. This review study summarises them into three types, which are challenges in
defining uncertainty, challenges in measurement, monitoring, and prediction of uncertainty,
and challenges in dealing with the uncertainty.

The future research trend could be in four different themes. First, as for the manage-
ment methods for requirement uncertainty, it could conduct a comparative study of differ-
ent methods for managing uncertainty to determine appropriate management methods
for requirement uncertainty based on the types and quantities of requirement ambiguities.
Second, about the application of data mining in dealing with uncertainty, research can
focus on data mining techniques with other promising techniques to monitor activities
throughout the entire process and predict deviations that may be caused by uncertainty.
Third, for the uncertainty and SD projects’ performance, it can conduct a comprehensive
study on uncertainty, taking into account factors such as different cultural backgrounds,
project phases, and risk-tolerance capabilities, to understand its impact on the performance
of SD projects. Finally, as for the uncertainty in self-adaptive systems, future direction
could establish a research framework to study the types and impacts of uncertainty in
self-adaptive systems and evaluate the corresponding management methods.

5.1. Study Implications and Contributions

Meanwhile, this review study has not only the theoretical but also the practical contri-
butions to the uncertainty research in SD projects.

5.1.1. Theoretical Contributions

This study conducts a systematic literature review and scientometric analysis of
causes, types, challenges, and future research directions. Although some studies have
explored some aspects of uncertainty in SD projects, it is vital to systematically review
the causes, types, and challenges within it. This study systematically categorises the
causes, types, and challenges of uncertainty in SD projects, offering a foundation for
targeted academic exploration. And through the scientometric analysis offering keywords,
countries/regions, and document analysis, scholars can quickly find the development of
the research relationship. Suggestions for future research provide a roadmap for addressing
identified gaps, encouraging more scholars to contribute to this field, and expanding
research developments.

5.1.2. Practical Contributions

This review is the state-of-the-art review study to offer the SD project managers
guidance. Project managers can use the detailed categorization of the causes, types, and
challenges to quickly identify, understand, and address the uncertainty during the develop-
ment of the new software. This helps in the proactive mitigation of negative effects and



Systems 2025, 13, 650 26 of 31

enhances decision-making. Furthermore, it will also encourage SD projects practitioners
to leverage technologies, such as data mining and machine learning, or other information
technologies, to improve uncertainty monitoring and enhance project success rates.

5.2. Limitations and Future Studies

Although this review study employs a mixed review method, this study has inherent
limitations that could impact its findings and pave the way for future research. Although
Scopus was chosen for its breadth, its single-database approach may limit the study’s
comprehensiveness. Second, the inclusion of English-only publications excludes potentially
significant findings in other languages, narrowing the research scope and excluding diverse
perspectives. Finally, the review articles may not include the latest articles after July
2024. Future research could incorporate multiple databases (e.g., Web of Science, Google
Scholar) and include more recent and multilingual studies to improve data coverage and
reduce bias.
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