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A B S T R A C T

Module alignment in modular construction faces significant challenges due to reliance on manual labor and 
dimensional complexities, leading to project delays. While other industries have successfully implemented 
automated alignment technologies, the construction industry has lagged behind, particularly in modular con
struction. Despite extensive research on construction technologies, there is a notable lack of comprehensive 
reviews examining alignment technologies from various sectors that could be adapted for modular construction. 
This study aims to fill this knowledge gap by employing a mixed review approach to explore technologies capable 
of achieving autonomous module alignment. Analyzing 200 publications from 2006 to 2023, key findings reveal 
that computer vision systems used in port operations can achieve millimeter-level accuracy in positioning large 
components, even under challenging environmental conditions—capabilities that can be directly transferred to 
modular construction. Additionally, LiDAR (Light Detection and Ranging) technology shows promise for 
exceptional precision in spatial measurement and positioning, particularly valuable for complex module ar
rangements, while other sensor-based technologies like the Inertial Measurement Unit (IMU), ultrasonic sensor 
offer orientation tracking and reliable distance measurements, respectively, even in conditions where primary 
systems might struggle. The study recommends (1) adapting proven container positioning technologies for 
modular construction, (2) developing construction-specific alignment algorithms that combine computer vision 
and LiDAR capabilities, (3) implementing sensor-based guidance systems for crane operators, and (4) estab
lishing industry standards for automated module alignment systems. These findings offer a roadmap for re
searchers and practitioners to advance autonomous alignment solutions in modular construction.

Nomenclature

Abbreviations Term meaning
LiDAR Light Detection and Ranging
IMU Inertia Measurement Unit
AIR Artificial Intelligence and Robotics
IoT Internet of Things
BIM Building Information Modelling
AEC Architecture, Engineering, and Construction
AR Augmented Reality
AI Artificial Intelligence
MSRCR Multi-Scale Retinex with Color Restoration
HSV Hue, Saturation, Value

(continued on next column)

(continued )

SIFT Scale-Invariant Feature Transform
SURF Speeded-Up Robust Features
ORB Oriented Fast and Rotated
HOG Histogram Oriented Gradient
YOLO You Only Look Once
CNN Convolutional Neural Networks
HOG + SVM Histogram of Oriented Gradient and Support Vector Machine
KLT Kanade-Lucas-Tomasi
KNN K-nearest neighbors
SVM Support vector machines
UUV Unmanned underwater vehicle
DTW Dynamic time warping
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(continued )

FAST Fast Feature for Segmented Test
SSD Single-shot detectors
AUV Autonomous underwater vehicle
MLE Maximum likelihood estimation
EM Expectation maximization
HTR Horizontal transfer robot
CCD Charge-coupled device
TS-TOA Type symmetrical time of arrival
FPGAs Field-programmable gate arrays
LSTM Long short-term memory
RNN Recurrent neural networks
EKF Extended Kalman Filter
UKF Unscented Kalman Filter
FPGAs Field-programmable gate arrays
LSTM Long short-term memory

1. Introduction

Modular construction is a method of building that uses prefabricated 
components or modules that are made off-site in a controlled environ
ment and then transported and assembled on-site (Marzouk and Abu
bakr, 2016). It combines the aspects of manufacturing (such as process 
and environment) and construction (such as regulations and delivery 
methods). Therefore, a modular construction schedule covers the factory 
production of modules, their transportation to the site, and on-site 
installation (Alvanchi et al., 2012; Olawumi et al., 2022). Within the 
scholarly discourse, modular construction has garnered substantial 
attention, heralded as a transformative paradigm by eminent re
searchers in the field (Panahi et al., 2023; Zheng et al., 2023). This 
recognition is substantiated by the manifold advantages that modular 
construction offers over conventional on-site construction, including 
expeditious project completion, heightened structural and aesthetic 
quality, cost-effectiveness, and a diminished environmental footprint 
(Hussein et al., 2022; Taiwo et al., 2022).

Nonetheless, modular construction encounters notable challenges, 
with module alignment as a prominent issue (Arshad and Zayed, 2022). 
Alignment of modules involves guaranteeing that modules are properly 
positioned and connected not only to the foundation or supporting 
structures but also to adjacent modules. This precise alignment is crucial 
for both vertical stacking and horizontal joining of modules, ensuring 
proper connection at critical interfaces (Srisangeerthanan et al., 2020). 
The accuracy of these module-to-module connections, along with 
foundation connections, plays a vital role in the overall structural 
integrity, functional performance, and aesthetic quality of the 
completed modular building (Dai et al., 2020).

The precision of module alignment significantly impacts the struc
tural behavior of multi-story modular buildings. Out-of-verticality from 
misalignment can create unintended load paths and stress concentra
tions at module connections, potentially compromising the building’s 
structural integrity (Peng and Hou, 2023; Rajanayagam et al., 2021). 
These misalignments, which may stem from manufacturing inaccura
cies, transportation effects, or thermal deformation in steel modules, can 
accumulate throughout the height of the building, leading to more se
vere consequences in taller structures (Shahtaheri et al., 2017). The 
compounded effect of misalignment can result in structural eccentric
ities, affecting load distribution and potentially causing differential 
settlement or excessive deformation (Dai et al., 2020). Furthermore, 
these alignment issues can impact the building’s serviceability, 
including the proper functioning of Mechanical, Electrical, and 
Plumbing (MEP) systems and the aesthetic quality of the finished 
structure (Wang et al., 2021). Therefore, achieving precise alignment is 
crucial for structural safety and the overall performance and longevity of 
modular buildings.

Achieving such optimal alignment, however, proves to be a complex 
endeavor influenced by several factors. These factors include the 

dimensional tolerances inherent in modules, which may vary due to 
manufacturing inaccuracies, effects of transportation, or thermal 
expansion and contraction, particularly notable in steel modules 
(Shahtaheri et al., 2017). Furthermore, the accuracy and precision of 
installation methods and equipment present inherent limitations, 
further impeding the alignment process (Enshassi et al., 2019). Pres
ently, the prevalent mode of module alignment in modular construction 
involves manual intervention, wherein on-site labor is tasked with 
aligning modules as they are hoisted into position by cranes. Regret
tably, this approach has accrued considerable setbacks over time, 
manifesting as escalated project costs, imprecision issues, and project 
delays attributable to the time-consuming task of aligning modules with 
their neighboring counterparts (Dai et al., 2020).

In various domains, such as the port industry, manufacturing in
dustry, and marine industry, akin alignment-related challenges arise. 
However, these industries have effectively addressed the predicament of 
manual alignment and positioning of containers in the case of the port 
industry, as well as the installation of charging stakes on ships, as in the 
case of the marine industry, by implementing remedial measures (Yu 
et al., 2023). Predominantly, these industries leverage pivotal technol
ogies that facilitate the alignment process, autonomously aligning units 
such as containers hoisted by gantry cranes and utilizing spreaders to lift 
containers from ships to trucks. Notably, within the port industry, a 
significant portion of the time in the lifting process is dedicated to 
aligning the spreader with the keyholes of the container for lifting 
purposes (Park et al., 2006). Integrating technologies such as computer 
vision has substantially reduced this alignment time, leading to expe
dited delivery and lifting processes within the port industry (Zhang 
et al., 2023). Additionally, the adoption of alignment and positioning 
technologies within the port industry has yielded notable successes, 
enhancing the overall quality and reliability of port services through 
optimal placement and connection of containers and cargo units, 
resulting in a substantial reduction in accident rates at port terminals, 
for example, over the past decades, there has been a remarkable 70% 
reduction in accidents (Li et al., 2020).

Currently, in modular construction, module alignment is done 
manually by workers who direct the modules as cranes lift them. This 
process is prone to errors and inefficiencies, resulting in structural, 
functional, and aesthetic issues that compromise modular projects’ 
quality, cost, and schedule (Zhang et al., 2021). For instance, it is 
recorded that the manual alignment of modules makes up about 30% of 
the time of the entire duration of the modular construction process when 
done manually; however, it is estimated that when technology is 
employed, 27.8% of the time will be saved (Pan and Hon, 2020). 
Therefore, it is imperative to minimize manual alignment by employing 
methods and technologies to improve the dimensional quality and 
compatibility of the modules and ensure the fast delivery of modular 
construction (Han et al., 2015).

Despite readily embracing technological advancements in sectors 
like port, manufacturing, and automotive (Bao and Zhang, 2018; Li 
et al., 2020; Shen et al., 2017), the construction industry has historically 
lagged behind in adopting such innovations. Consequently, it faces 
scarcity and underdevelopment of advanced methods and technologies 
(Alsakka et al., 2023b). These technologies could be adapted and 
applied to the modular construction process, especially the alignment of 
modules, since the containers and the modules have similar geometric 
shapes, such as cellular, steel, or mixed modules. This could enhance the 
accuracy and efficiency of module alignment and improve the perfor
mance and outcomes of modular construction projects. For instance, the 
recent adoption of transformative technologies such as digital twins has 
brought significant benefits to construction (Opoku et al., 2021). 
Therefore, stakeholders and researchers in modular construction need to 
explore potential technologies that can enable autonomous module 
alignment, thereby reducing industry dependence on manual labor. 
Furthermore, technology is increasingly emerging as a transformative 
force and a competitive edge for those capable of effective investment 
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and adoption (Martínez-Aires et al., 2018). Thus, integrating such 
innovative solutions holds the potential to revolutionize the modular 
construction process.

Numerous studies have been conducted in the domain of modular 
construction by applying diverse technologies (Zhang et al., 2023; 
Zheng et al., 2020). A thorough review of existing literature reveals 
minimal efforts in evaluating alignment technologies across diverse 
disciplines, underscoring the need to integrate alignment technologies 
in the construction industry, particularly in automating the alignment 
process during module installations. Table 1 shows the existing review 
studies relating to various technologies in modular construction, 
including their research focus and limitations. From Tables 1 and it can 
be observed that most of the existing literature review centers around 
the general application of technologies in modular construction. Addi
tionally, some studies delve into specific technology applications within 
modular construction, albeit not specifically focusing on the alignment 
of modules. Additionally, a review in this domain could be motivated by 
the novelty of the research endeavor. This review explores new research 
avenues by conducting detailed analyses of technologies, including their 
opportunities and challenges in application. Identifying these gaps and 
opportunities enables researchers to contribute to advancing the 
state-of-the-art in modular construction, addressing critical issues such 
as alignment challenges more comprehensively.

To fill this knowledge gap, this study aims to comprehensively re
view prominent technologies applicable to aligning modules in modular 
construction, drawing valuable insights from various disciplines. 
Furthermore, to the best of the researcher’s knowledge, this review 
represents a pioneering effort encompassing a diverse range of disci
plines concerning alignment technologies. Specifically, the study ob
jectives are: 1) to present a comprehensive bibliometric analysis, 
showing the publication trend, keywords co-occurrence, and journal 
contributions; 2) to assess the current state of scientific research on 
module alignment, including advancements, challenges, and future 

directions; and 3) to propose innovative and practical technologies 
tailored for the alignment of modules in modular construction, consid
ering factors such as cost-effectiveness, scalability, and ease of use 
implementation. Accomplishing these objectives would significantly 
contribute to the growing body of knowledge in modular construction 
literature and help outline a research agenda for future researchers. 
Moreover, using technology in modular construction for alignment aims 
to enhance accuracy and precision during module installations, 
streamline assembly processes for greater efficiency, and notably 
decrease accidents on construction sites by reducing dependence on 
manual labor.

Following this introduction, the remainder of the paper is organized 
as follows. Section 2 employs a mixed-method approach to detail the 
research methodology. Section 3 outlines the mapping of bibliometric 
data, including annual publication trends of alignment technologies, 
primary research areas, and top research outlets. Section 4 discusses a 
comprehensive systematic review of the included studies. Section 5
presents the challenges of the identified technologies. Section 6 dis
cusses a systematic framework for implementing computer vision-based, 
LiDAR (Light Detection and Ranging) capture-based, and other sensing 
technologies for module alignment in modular construction. Section 7
delves into the performance comparisons of the various alignment 
technologies. Finally, Section 8 summarizes the conclusions drawn from 
this review study.

2. Research methodology

This study adopts a mixed-method systematic review comprising 
bibliometric (i.e., quantitative method) and systematic (i.e., qualitative 
method) analysis to overcome the biases inherent in mono-method re
views (Heyvaert et al., 2016). Fig. 1 shows the review framework of this 
study. The review begins by defining research objectives and conducting 
a bibliometric search using the Web of Science (WoS) and Scopus da
tabases. This is complemented by a scientometric analysis that examines 
publication trends, keyword co-occurrence, and journal outlets. The 
review then presents a systematic analysis detailing technologies (such 
as computer vision-based, LIDAR capture-based, and other sensing 
technologies) techniques, various applications, and their limitations and 
potential opportunities for aligning modules in modular construction, a 
systematic framework discussion. Finally, the review identifies research 
gaps and suggests future directions.

2.1. Search for publications

As shown in Fig. 1, the initial phase of this systematic review 
comprised a comprehensive literature search strategy to build a foun
dational database of relevant publications. The literature search utilized 
Scopus and WoS databases, employing strategically combined keywords 
with Boolean operators ’OR’ and ’AND’ to ensure comprehensive 
coverage of relevant publications (Ohene et al., 2022; Sun et al., 2023). 
Multiple search strings were employed and refined until a final effective 
one was determined. Additionally, integrating well-established key
words is crucial to enhance the validity and reliability of the data 
(Muddassir et al., 2025; Sharma et al., 2022; Taiwo et al., 2023). 
However, given the vastness of potential keywords, it is impractical to 
include all in a single study; since this study aims to explore alignment 
technologies across diverse disciplines, a two-step preliminary search 
was conducted to identify pertinent alignment technologies.

The keyword string utilized in the first step was: "Technologies" OR 
"Techniques" AND "alignment" OR "adjustment" OR "positioning" OR 
"stacking." This initial search yielded a total of 3801 articles. The focus 
was on journals and conference proceedings without a specific year 
range limit, aiming to encompass a broad spectrum of alignment tech
nologies. This search query successfully unveiled numerous technolo
gies utilized to address alignment issues. Employing VOSviewer 
software, all keywords were exported into a tab-delimited file, and 

Table 1 
Summaries of review studies on technologies in modular construction.

Reference Research focus Limitations

Yin et al. 
(2019)

This research focused on 
presenting the state-of-the-art 
application of Building 
Information modeling 
technology in offsite 
construction.

No review of the module 
alignment technology was 
presented.

Wang et al. 
(2020)

The study focused on evaluating 
the current literature associated 
with digital technologies.

No mention of technologies 
specific to the alignment of 
modules in modular 
construction.

Hussein and 
Zayed 
(2021)

The study focused on crane 
operation and planning in 
modular integrated construction.

No mention of technologies for 
module alignment was 
presented.

Qi et al. 
(2021)

The study focused on emerging 
technologies in industrialized 
construction.

There was no mention of the 
technologies for alignment in 
modular construction.

Pan et al. 
(2022)

The study explored future 
research and directions on 
artificial intelligence and 
robotics (AIR) for prefabricated 
and modular construction.

No detailed review of the 
techniques in the alignment of 
modules in modular 
construction was presented.

Olawumi 
et al. 
(2022)

Their study reviews the 
implementation of digital tools 
and technologies for 
implementation in modular 
integrated construction.

No review on the issues of 
alignment of modules in 
modular construction.

Zhu et al. 
(2023)

This research presented an 
overview of the key technologies 
of crane lift automation in 
modular construction.

No review of technologies for 
alignment in modular 
construction.

Alsakka et al. 
(2023a)

They focused on reviewing 
computer vision technology in 
offsite construction.

The study was not directed to 
applying such technology in 
module alignment.
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subsequent analysis of keywords’ co-occurrence was conducted to 
identify technology-related keywords using the tab-delimited file (text 
file). This iterative process was repeated three times, refining and 
merging similar technology keywords, ultimately resulting in prominent 
keywords representing various technologies. At the end of the initial 
stage of keyword retrieval in the publication search, the following 
technologies were identified: Artificial Intelligence (AI), Augmented 
Reality, Building Information Modelling (BIM), Computer Vision, Deep 
Learning, Digital Twin, Internet of Things (IoT), Lasers, Machine 
Learning, Point Cloud, Sensors, Virtual Reality, Vision System, Visual 
Servoing, Infrared, Robot Vision, and Machine Vision.

In the second step, the objective was to identify relevant publications 
focused on alignment technologies. Initially, all papers were retrieved 
from Scopus and WoS. Search algorithms or syntax were constructed 
using keywords such as "artificial intelligence", "augmented reality," 
"building information modeling (BIM)," "computer vision," "deep 
learning," "digital twin," "internet of things (IoT)," "lasers," "machine 
learning," "point cloud," "sensors," "virtual reality," "vision system," "vi
sual servoing," "infrared," "robot vision," and "machine vision." These 
keywords were then combined with "alignment", "adjustment", "align*", 
or "orientation" using the Boolean operator "AND". The Scopus searches 

were conducted on publications’ titles, abstracts, and keyword sections, 
yielding a comprehensive dataset of 1022 articles. Simultaneously, a 
similar search on WoS used the same keyword strings, resulting in 102 
articles (as of September 10, 2023). In total, 1124 articles were retrieved 
from the initial search of the database employed for the study.

2.2. Exclusion and inclusion criteria

The authors refined search parameters to include only "articles" and 
"conference papers" within the "engineering" subject area to focus on 
alignment technologies in modular construction. This comprehensive 
search aimed to integrate these technologies into the construction in
dustry. The systematic review followed a comprehensive search and 
screening process involving all authors to ensure thorough coverage of 
relevant literature. Initially, 99 non-English papers were excluded, and 
91 duplicates were removed using CiteSpace software. The subsequent 
screening phase, focusing on titles and abstracts, excluded 198 publi
cations deemed irrelevant to the research objectives. From the remain
ing 736 publications identified for detailed examination, 109 were 
inaccessible through available databases. The full-text review of 627 
articles excluded 451 publications that presented purely theoretical 

Fig. 1. Research methodological framework.
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frameworks without empirical validation or practical implementation. 
The remaining 176 articles underwent a systematic snowballing process. 
Through backward snowballing, we analyzed reference lists to identify 
seminal works, yielding 15 foundational papers. Forward snowballing 
tracked citations of our core papers, adding 6 recent publications that 
extended key concepts. Cross-reference validation across all papers 
revealed 3 additional relevant articles missed in initial searches. This 
three-phase snowballing process contributed 24 articles (15 backward 
+ 6 forward + 3 cross-reference), bringing the final sample to 200 ar
ticles for detailed analysis, as illustrated in Fig. 2.

2.3. Bibliometric analysis

Various bibliometric software tools were used to analyze the data, 
aiming for a thorough understanding of the knowledge domains. Spe
cifically, VOSviewer 1.6.17 and Gephi 0.9.2 software were utilized to 

analyze and visually present knowledge maps. Conducting a compre
hensive bibliometric analysis necessitates the synergistic use of different 
software for various analyses. Hence, we utilized multiple bibliometric 
software tools in this study to map and visualize the bibliometric 
network. Several software tools are available for bibliometric analysis, 
each with its strengths and weaknesses (Debrah et al., 2022; Faris et al., 
2023; Wuni and Shen, 2020). Gephi, an open-source software, visualizes 
diverse network structures (Bastian et al., 2009). VOSviewer, known for 
its user-friendly interface, offers visualizations of bibliometric networks 
based on distances, illustrating the interconnectedness of various ele
ments (van Eck and Waltman, 2010). The combined use of these soft
ware tools ensured a high-quality analysis process. In this stage, 
VOSviewer and Gephi played a crucial role in performing bibliometric 
analysis, laying the foundation for the systematic analysis. Further 
technical information about the applications of VOSviewer and Gephi 
can be found in the respective references (Chen, 2014; van Eck and 

Fig. 2. Procedure for literature retrieval and selection.
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Waltman, 2010).

2.4. Systematic analysis

In this section, we conducted a qualitative analysis of selected papers 
using Harden and Thomas’ mixed-method analysis framework (Harden 
and Thomas, 2010). This analysis was part of a process that began with a 
literature search and bibliometric analysis. Finally, we reviewed all 200 
papers to identify those most relevant to technology alignment. These 
articles were then categorized by themes related to their focus on 
technology applications. We discussed key thematic concepts from these 
papers and outlined potential future research directions for technologies 
in modular construction (see section 4 for a detailed systematic 
analysis).

3. Bibliometric analysis

This section provides a concise overview of the bibliometric analysis 
results, covering annual publication trends, primary research areas 
(keywords co-occurrence), and top research outlets.

3.1. Annual publication trend

The bibliometric analysis identified 200 articles addressing techno
logical solutions for alignment challenges in Port 4.0, manufacturing, 
and marine operations from 2006 to 2023 (Fig. 3). Notably, the official 
publication year was used in cases of discrepancies between online and 
official publication dates. The first documented use of technology for 
alignment in this dataset appeared 17 years ago, when researchers 
introduced a vision-based chassis alignment method for container op
erations in port terminals, aiming to automate the port industry (Park 
et al., 2006).

Subsequently, there was a publication gap until 2010, when papers 
related to alignment technologies re-emerged. From 2010 to 2021, an 
average of less than eleven papers per year was published addressing 
alignment challenges, indicating a relatively modest growth rate. In 
2022, the number of publications increased to 42, the highest annual 
count in the dataset. This increase coincided with several technological 
advancements in the field. Zhang et al. (2023) documented break
through applications of LiDAR-based positioning and navigation for 
container loading robots in port operations, while Huang et al. (2022)
reported progress in artificial intelligence integration for manufacturing 

alignment processes. The publication count for 2023 has reached 35 
papers as of November 2023, indicating sustained research interest in 
alignment technologies. Despite the incomplete year, this number in
dicates ongoing research activity in alignment technologies for Port 4.0, 
manufacturing, and maritime industry (Debrah et al., 2022).

3.2. Main research areas for alignment purpose: keywords co-occurrence 
analysis

Keyword analysis is crucial for mapping research domains and 
identifying core research trajectories. Through VOSviewer software, we 
generated a keyword co-occurrence network where nodes represent 
keywords and edges indicate their relationships. The node size corre
sponds to keyword frequency in titles, abstracts, and keywords, while 
edge weights reflect the strength of relationships between keywords. 
This visualization technique effectively maps alignment technologies’ 
intellectual structure and interconnections in the Port 4.0, 
manufacturing, and marine industry (Jan van Eck and Waltman, 2014).

We analyzed index keywords from 200 research papers, identifying 
2495 keywords, but only 215 appeared at least twice and were included 
in the analysis. We standardized terms (e.g., merging ’machine learning’ 
with ’machine-learning’) to ensure accurate node representation and 
omitted irrelevant terms. Further analysis with Gephi 0.9.2 assessed 
node centrality to identify critical research areas, utilizing betweenness 
centrality for keywords with the same degree of centrality. Significant 
findings from this analysis, including the top 10 keywords and their 

Fig. 3. Annual Publication trend (2006–2023).

Table 2 
Top 10 keywords in technologies for alignment research domain areas.

Keywords Degree 
Centrality

Betweenness 
Centrality

Relative 
importance

Computer vision 61 472.645 1
Alignment 46 286.031 2
Image segmentation 37 91.437 3
LiDAR 35 98.904 4
Reinforcement learning 32 64.584 5
Sensors 30 57.556 6
Convolutional neural 

networks
27 46.336 7

Machine learning 27 40.496 8
Cameras 25 55.020 9
Feature extractions 25 30.076 10
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centrality rankings, are presented in Table 2 and Fig. 4, highlighting key 
research domains in alignment technologies.

Analysis of Fig. 4 and Table 2 reveals ’computer vision’ as a central 
node in alignment applications across multiple domains. Its successful 
implementation in object detection, recognition, and container stacking 
tasks in the port industry demonstrates significant potential for modular 
construction applications. As highlighted by Ekanayake et al. (2021), 
computer vision technology could revolutionize module alignment 
during hoisting operations, addressing the current inefficiencies of 
manual methods in the architecture, engineering, and construction 
(AEC) industry. Given the prevalent manual alignment practices in 
modular construction (Alsakka et al., 2023b), future research should 
prioritize integrating advanced computer vision techniques, including 
pose estimation and object detection, to achieve precise autonomous 
module alignment.

The findings reveal a skewed research focus towards certain align
ment technologies, with a predominant emphasis on computer vision 
and less attention to "LiDAR technology" and "Augmented Reality (AR) 
technology". The preference for computer vision is likely due to its 
benefits, like real-time monitoring, precise pose estimation, object 
recognition, and enhanced safety by reducing manual labor. Nonethe
less, technologies like LiDAR, AR, sensors, and the Internet of Things 
(IoT) also offer significant potential for alignment, each bringing unique 
capabilities that can enhance construction efficiency. For instance, 
LiDAR is invaluable in creating detailed 3D site models crucial for 
module positioning in modular construction. At the same time, AR and 
IoT can provide real-time guidance and automatic adjustments, poten
tially reducing construction time and costs. Given these benefits, 
research must explore these technologies more, particularly in the 
context of precise module alignment in modular construction. A focused 
exploration of these technologies can lead to safer, more efficient, and 
cost-effective construction practices by leveraging their distinct advan
tages and promoting their integration.

Moreover, the network’s conspicuous lack of focus on the domain of 
’construction’ highlights a stark deficiency in research concerning the 
application of technology in addressing alignment challenges within 

construction, particularly in the context of modular construction. This 
gap becomes apparent when juxtaposed with the strides made in auto
mation within the manufacturing, marine, and port sectors (Darko et al., 
2020). This reinforces this observation, highlighting the construction 
industry’s considerable delay in embracing and leveraging technological 
progress. Such findings underscore the necessity of this study to inves
tigate these technologies and advocate for their integration into modular 
construction practices.

3.3. Top outlets for research in technologies for alignment

Analysis of 102 sources through VOSviewer software, using a mini
mum criterion of two documents and citations per source, revealed five 
leading research outlets, IEEE Transactions on Circuits and Systems for 
Video Technology distinctly emerged as the leading journal, demon
strating exceptional research impact with 27 published documents and 
152 citations. The subsequent tier of influential outlets exhibited com
parable citation metrics despite varying publication volumes. The 
journals Aerospace and Reliability Engineering and System Safety each 
contributed 2 documents and received 40 citations, securing the second 
and third positions, respectively. Similarly, Automation in Construction, 
with 7 published articles, and Buildings, with 2 articles, each garnered 
38 citations, placing them in the fourth and fifth positions.

These findings highlight these journals’ crucial role in advancing 
research in the field. While IEEE Transactions leads in publication vol
ume and impact, the other four journals exhibit significant influence 
despite fewer publications. This analysis suggests opportunities for 
strategic research partnerships with these leading outlets to improve 
both research productivity and scholarly impact.

4. Systematic analysis

This section discusses the findings of the systematic review of the 
included studies. A comprehensive systematic review was conducted to 
gain a deeper understanding of the technologies for alignment and make 
a case for modular construction module alignment. As depicted in Fig. 5, 

Fig. 4. Co-occurrence of keywords network map.
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the reviewed articles were found to have originated from three main 
sources: laboratory, site, and a combination of both laboratory and site. 
This indicates that studies either solely conducted experiments in a 
laboratory setting, solely conducted experiments onsite, or utilized a 
combination of both laboratory and onsite experiments for validation 
purposes. However, all reviews should follow a rigorous scientific 
methodological approach (Taiwo et al., 2025). Fig. 2 is a flow chart of 
the PRISMA diagram, which this review follows. Thus, in the subsequent 
section, various technologies such as computer vision-based technology, 
LiDAR-based capture technology, and other sensing technologies have 
been critically explored, and the opportunities they present and the 
limitations in their usage for alignment purposes have been discussed.

4.1. Computer vision-based technology

Computer vision is a fast-developing technique and has attracted 
much attention from various domains (Wiley and Lucas, 2018; Xu et al., 
2021). The increasing adoption of computer vision can be primarily 
attributed to its versatility in accomplishing tasks like image classifica
tion, semantic segmentation, 3D reconstruction, and human and object 
pose estimation, among other functions (Szeliski, 2010). Computer 
vision-based technology aids in alignment purposes in different disci
plines (Park et al., 2006; Radkowski, 2015; Yu et al., 2023).

4.1.1. Techniques of computer vision
Computer vision encompasses fundamental concepts and techniques 

enabling machines to interpret and understand visual data. These 
foundational elements are the building blocks for developing advanced 
applications within the field. Among the key concepts and techniques 
explored are image processing, which improves image quality through 
enhancement and noise reduction (Yu et al., 2023); feature extraction, 
which identifies unique characteristics essential for accurate alignment 
(Yang et al., 2008; Yussif et al., 2024); and object detection, utilizing 
algorithms like YOLO and Faster R-CNN to locate modular components 
in images. Additionally, segmentation techniques divide images into 
distinct areas, aiding in identifying relevant parts, while tracking 
methods monitor component movement across frames to ensure proper 
positioning (Putz et al., 2019; Shao et al., 2022; Shen et al., 2017). 
Finally, recognition algorithms categorize and verify the alignment of 
components, ensuring they meet design specifications (Van De Sande 
et al., 2010). These integrated techniques significantly contribute to 
achieving precise modular alignment in construction projects and other 
disciplines.

4.1.2. Computer vision-based applications
The utilization of computer vision technology extends across diverse 

industries, revolutionizing conventional practices and introducing novel 
solutions (Leo et al., 2017; Szeliski, 2010). This section briefly outlines 

the many sectors that have integrated computer vision technology to 
automate alignment processes within their respective domains. It is 
evident from this study that the most common disciplines that employ 
computer vision for alignment are the port 4.0, the marine industry, and 
the manufacturing industry. Port 4.0 has the highest number of studies 
that use computer vision technology for aligning containers, as this 
technology can perform the task of aligning stacked containers with ease 
through object detection and recognition, edge detection, etc. (Shao 
et al., 2022; Shen et al., 2017; Zhang et al., 2023). This is part of the aim 
to automate container terminals’ port and yard management systems. 
Also, this will improve work efficiency and reduce labor costs, which is 
significant for container port automation (Li et al., 2020). As indicated 
in Table 2, computer vision is the technology mainly used for automatic 
alignment in various disciplines identified in the study. However, the 
construction industry has not explored the utilization of computer vision 
in alignment, especially in modular construction, With the emergence of 
pose estimation computer vision techniques, aligning or stacking mod
ules alongside adjoining modules has become achievable. As modules 
are hoisted and positioned by cranes, these techniques detect the mod
ules in 3D space, enabling the determination of their pose (position and 
orientation) relative to world coordinates. This data can then be relayed 
to crane operators, aiding them in navigating the modules to proper 
alignment and installation. This concept introduces the possibility of 
autonomously installing and stacking modules with minimal labor 
involvement, thereby reducing costs associated with labor. Thus, this 
presents research directions for researchers in the construction man
agement discipline to investigate in detail how computer vision tech
niques can enable autonomous module alignment in modular 
construction and eliminate the human factor in the alignment process 
when modules are hoisted in position.

4.1.3. Algorithmic characteristics of computer vision reviewed studies
The reviewed papers explored the computer vision tasks of object 

recognition and detection specifically for alignment purposes using 
various algorithms. These studies demonstrate the application of diverse 
algorithms to tackle different challenges, including automated inspec
tion of alignment and the automatic recognition and detection of 
container lockholes. This focus is particularly relevant to the port in
dustry and the goals of autonomous alignment (see Table 3). The port 
industry has employed several algorithms to automate the port termi
nals and yard management systems through the quest for real-time and 
accurate positioning of container keyholes.

Some other disciplines also employed algorithms for object detection 
and recognition. For example, (Yu et al., 2023), in their quest for 
automatic alignment of the charging stake in marine, the charging 
platform of unmanned underwater vehicle (UUV) directs, using target 
recognition, to direct the charging stake into the charging platform. The 
investigation uncovered that the utilized approach requires reduced 
computational resources, lower hardware prerequisites, shorter pro
cessing durations, and meets real-time control demands. Furthermore, 
the accuracy of the method’s detection aligns with the criteria for 
smooth alignment (Prats et al., 2012). developed a technique that 
autonomously aligns the vehicle relative to it and keeps the pose during 
the task using the Dynamic time warping (DTW) algorithm.

Lin and Fang (2013) employed a corner detection image known as 
the Fast Feature for Segmented Test (FAST) for the automatic inspection 
system for tiles after installation in the construction job. Some of the 
included studies use a hybrid (two or more algorithms) to improve the 
accuracy and efficiency of the alignment process. For example, CNN and 
modified SSD are used to measure the parameters of the container lifting 
operations and to solve the existing problems of container positioning 
methods (Zhang et al., 2023). Table 3 summarizes the included algo
rithms in the computer vision-related studies.

The application of these algorithms has shown lots of success in their 
respective domains, such as the automatic positioning and alignment of 
containers in port terminals and the real-time and accurate positioning 

Fig. 5. Design methodologies for the included studies.
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and locating of container keyholes by the spreader in loading and 
unloading of containers in port yards, the automatic insertion of the 
charging stake of the UUV platform among others. Despite the vast 
potential of these algorithms, the construction industry has yet to fully 
embrace them for alignment purposes in modular construction. 
Currently, the positioning and aligning of modules in construction 
heavily depend on manual labor. This process encounters similar chal
lenges, as modular construction involves comparable volumetric units 
and the use of cranes. The efficiency and accuracy of modular con
struction assembly could be significantly improved by implementing 
algorithms to automate positioning and module stacking.

4.2. LiDAR-based capture technology

In recent years, remote sensing, surveying, and monitoring have seen 
remarkable advancements due to LiDAR technology. LiDAR, short for 
Light Detection and Ranging, is a remote sensing technology that has 
become increasingly popular in recent years due to its ability to generate 
precise and highly accurate 3D images of the Earth’s surface (Zhang and 
Lin, 2017). This technology has become increasingly prevalent across 
various industries, including forestry, disaster management, weather 
prediction, construction, archaeology, autonomous vehicles, and more 
(Zhang and Zhu, 2023). LiDAR technology is a promising technique for 
achieving positioning accuracy in various applications. LiDAR technol
ogy is the most commonly utilized method for mapping as-built 3D 
construction models. Also referred to as 3D laser scanning, LiDAR is a 
leading technology for acquiring spatial data and generating as-built 3D 
models. It enables swift data acquisition with high sampling frequency 
and measurement accuracy (Roriz et al., 2022). The next section details 
how point cloud data acquired are processed for their respective appli
cation, such as 3D modeling and visualization, measurement, in
spections, etc., as reviewed in the literature.

4.2.1. LiDAR data processing techniques
In LiDAR technology, data collection is a crucial initial phase that 

lays the foundation for subsequent processing and significantly impacts 
the accuracy of 3D representations (Zhang and Lin, 2017). LiDAR sys
tems capture detailed information about terrain, objects, and structures 
by ensuring meticulous data acquisition. The platforms for this data 
collection fall into three categories: ground-based systems, airborne 

systems (manned aircraft or drones), and satellite-based systems, each 
offering unique advantages based on scope, accessibility, and desired 
detail (see Fig. 6, an example of the three categories of LiDAR technol
ogy) (Soilán et al., 2021). Point cloud preprocessing is essential for 
refining raw sensor data after data collection. This involves filtering out 
noise and distortion, georeferencing to align the data with known co
ordinate systems, and tiling the point cloud into manageable sections for 
efficient analysis (Chen et al., 2019; Roriz et al., 2022). Once pre
processed, point cloud segmentation utilizes machine learning algo
rithms or rule-based methods to classify points into categories such as 
ground, edges, and buildings, enabling object recognition and contex
tual understanding of complex 3D environments (Chen et al., 2019). 
Finally, feature extraction further enhances the utility of 3D data by 
identifying distinct characteristics within the segmented objects. This 
step focuses on key points, edges, and surfaces, allowing for advanced 
analyses and applications, including object recognition, classification, 
and modeling (Gumhold et al., 2001; Wang et al., 2020). These tech
niques create a comprehensive workflow that maximizes the potential of 
LiDAR data for various applications.

4.2.2. Opportunities of LiDAR
LiDAR, an advanced detection method that merges laser and modern 

photoelectric detection technologies, can acquire 3D point clouds of 
ground objects (Raj et al., 2020). It’s noteworthy that LiDAR can be 
deployed across various platforms, such as manual carrying, onboard, 
airborne, and on-board configurations. his versatility opens up 
numerous opportunities for leveraging LiDAR technology, which we 
explored further. LiDAR technology significantly enhances data collec
tion efficiency by operating effectively under various light conditions, 
allowing data acquisition day and night. Leveraging optimal weather 
conditions during nighttime operations can improve this efficiency 
(Gatziolis and Andersen, 2008). One of the standout features of LiDAR is 
its ability to create highly detailed 3D maps. By emitting laser pulses and 
measuring their reflections off surfaces, LiDAR produces intricate and 
accurate representations of objects, terrain, and environments (Lu et al., 
2024). This capability facilitates better decision-making, enhances 
spatial analysis, and improves environmental visualization. Moreover, 
LiDAR excels in low-light or nighttime conditions, as it emits its light 
sources in laser beams. This ensures reliable data collection, overcoming 
the limitations that traditional optical methods often face in similar 

Table 3 
Studies that employ computer vision technologies for alignment.

Research focus Algorithms Data splitting Data 
type

Evaluation matrix Reference

Automatic inspection 
of alignment

- Feature from Accelerated 
Segment Test (FAST)

No splitting 
type

Digital 
image

Simple Pearson’s correlation test Lin and Fang (2013)

Automatic alignment - Dynamic time warping (DTW)
- Generalized Hough transform
- Niblack algorithms
Convolutional Neural Network 
(CNN) and Modified Single shot 
detector (SSD)

Train and test Digital 
image

- Simulation and real autonomous 
underwater vehicle (AUV)

- Speed, Robustness and Accuracy
- Loss variation
Comparison of modified SSD with origin 
SSD model

(Park et al., 2006; Prats et al., 2012; Putz 
et al., 2019; Yu et al., 2023; Zhang et al., 
2023)

Automatic 
recognition of 
container 
lockholes

- Generalized Hough transforms
- Canny edge detector
- K-means clustering algorithms
- YOLO
- General Hough algorithms
- RGB and blob detection 

algorithms

- Close-set 
classifier

- Training and 
splitting

Digital 
images

- Recognition rate (daytime) = 95%, 
Recognition rate (night time) = 93%, 
Average recognition time = 300ms

- Recognition rate (daytime) = 100% 
Location accuracy(daytime) = 98.13%

- Location accuracy (rainy days) =
95.25% and night = 90.50%, and 
recognition accuracy for all is 100%

- Accuracy rate = 96%; Recall rate = 83%
Average precision (mAP) = 87.7%
- Accuracy = 99.2% for x -axis, 99.4% for 

y-axis and 99.3% for the z-axis
- Precision x-axis, 0.99 mm; y-axis, 0.98 

mm; z-axis, 0.97 mm
- Recall: 100% for all axis
- Multiple indices

(Ahn et al., 2019; Diao et al., 2019; Li 
et al., 2020; Shao et al., 2022; Shen 
et al., 2017; Wang, 2021; Yoon et al., 
2010)
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lighting scenarios (Guo et al., 2023).
Despite the many advantages of LiDAR, analyzing and interpreting 

the collected data can be challenging and time-consuming. However, 
LiDAR technology is highly compatible with other technologies, which 
can streamline this process (Roriz et al., 2022). For instance, some 
practitioners combine LiDAR with photogrammetry, a technique that 
creates models from two-dimensional images. This combination allows 
for gathering surface elevation data even in dense forests or thick 
vegetation, showcasing the versatility and effectiveness of LiDAR in 
various applications.

4.2.3. LiDAR-based applications
LiDAR, a remote sensing technology, has transformed numerous in

dustries by enabling the creation of exceptionally precise 3D environ
mental representations. To this end, in the included studies, several 
researchers have proposed and implemented LiDAR-based methods for 
different purposes (Karsli et al., 2024; Radkowski, 2015). For instance, 
in railway construction, a fully automated method was developed by 
Soilán et al. (2021) to extract the rail alignment and position from 3D 
point cloud data obtained by LiDAR. The method could generate 
IFC-compliant files describing the railway geometry and location. It was 
tested on a large-scale dataset of a 90-km-long railway and showed small 
errors (order of cm) and high efficiency compared to manual delinea
tion. Similarly, Radkowski (2015) introduces the method of verifying 
two parts in alignment. The method utilizes point cloud-based tracking 
to identify and track physical components. It incorporates a maximum 
likelihood estimation (MLE) approach to assess the probability of 
achieving accurate alignment between two parts. MLE is based on 
finding the parameter values that maximize the probability of the data, 
given a certain probability model (Myung, 2003). Also, MLE is based on 
a Gaussian error model and an expectation maximization (EM) algo
rithm. Therefore, their investigation demonstrates that the method can 
operate effectively with constrained observations, offering a numerical 
metric for model fitting accuracy. The results were evaluated through an 
offline simulation utilizing point cloud data, yielding encouraging 
outcomes.

In the port sector, Zhang et al. (2022) devised a LiDAR-based posi
tioning and navigation system for a container-loading robot. This 
autonomous robot handles material loading and unloading within con
tainers. The system aimed to identify the container’s position and offer a 
navigation route for the robot during container handling in port termi
nals. LiDAR scanned the environment, detecting reflectors and the 
container outline. Subsequently, the global position and attitude of the 
robot were calculated using trilateral positioning principles and least 

square methods. The system achieved accurate positioning and orien
tation for the robot, which is essential for the container handling task.

These studies demonstrate the various applications of LiDAR tech
nology and its advantages in positioning accuracy in different domains. 
LiDAR technology can provide high-resolution, real-time, and reliable 
data for positioning and alignment tasks. This suggests that these ben
efits can also be applied to modular construction, a construction method 
that involves assembling prefabricated modules on-site. For example, 
point cloud data can be gathered during the lifting and positioning of 
modules. This can then be processed to generate real-time scenarios for 
crane operators, aiding in the precise alignment of the modules during 
stacking. This innovative approach seamlessly addresses labor scarcity 
issues in modular construction.

4.3. Other sensing-based technology

Sensors can detect and measure physical phenomena, such as light, 
sound, temperature, pressure, motion, etc. Sensors have various appli
cations in different fields, such as transportation, communication, se
curity, health care, etc. (Zhang and Zhu, 2023). One of the important 
applications of sensors is to facilitate the alignment of objects or systems 
that need to be connected or coordinated (Arshad and Zayed, 2024). 
This study reviewed existing studies on sensors and their application for 
alignment purposes. The included studies use different sensors and 
technologies to achieve alignment in different scenarios (Yue et al., 
2003). For example, Jin Lee et al. (2010) proposed an automated elec
tronic alignment system for the automatic alignment of a freight wagon 
and a trailer for the horizontal movement of containers. They employed 
electronic sensors such as ultrasonic, photo, and charge-coupled device 
(CCD) cameras to measure the distance and distortion ratio between the 
trailer and the wagon. The system displays the information to the driver 
on an LCD screen to help drivers stop the car in the permitted conditions. 
A horizontal transfer robot (HTR) moved the container from the wagon 
to the trailer without employing a crane. The technology employed for 
alignment purposes has proved significant as it efficiently helps align the 
two units.

Further, Xu and Wang (2020) designed and implemented an under
water acoustic sensor network-based detection system for detecting 
submerged containers in seas during transportation. The system em
ploys a collaborative approach with multi-beacon nodes to enhance 
robustness and accuracy in positioning. Performance evaluation through 
simulation analysis demonstrates its effectiveness in addressing link 
breaks, particularly in challenging underwater environments. Addi
tionally, it extends the detection area while improving positioning 

Fig. 6. LiDAR data collection platforms, where (a) is a mobile/ground base (Wang et al., 2018), (b) is an unmanned aerial platform (He and Li, 2020), and (c) is the 
satellite-based systems (Romsenter, 2012).
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accuracy. Similarly, Bao and Zhang (2018) designed and implemented a 
container positioning system based on wireless sensor networks for 
efficient container yard management. The containers were located using 
two two-type symmetrical time of arrival (TS-TOA) positioning 
approaches.

These studies demonstrate some potential applications of sensors for 
alignment purposes in different domains. These sensors can provide 
various benefits, such as automation, accuracy, reliability, safety, effi
ciency, etc., for alignment tasks. However, some challenges and limi
tations need to be addressed, such as environmental factors, 
interference, noise, calibration, cost, maintenance, etc., that may affect 
the performance and quality of the sensors and their systems. Therefore, 
researchers in the AEC sector could explore the potential usage of sen
sors to achieve alignment purposes autonomously, especially in modular 
construction.

5. Challenges of the technologies

This section highlights the challenges of employing the identified 
technologies to achieve alignment within their specific domains (see 
Fig. 7). As discussed in this section, exploring the limitations lays the 
groundwork for future directions in applying these technologies for 
module alignment in modular construction.

Image processing algorithms face significant performance challenges 
when dealing with low-contrast images, where the limited visual 
distinction between objects and their backgrounds reduces detection 
accuracy and processing speed (Kitayama et al., 2015; Lee and Park, 
2019). Similarly, while effective for lock hole detection, AdaBoost 

recognition algorithms exhibit two key limitations: they require exten
sive training datasets to achieve optimal efficiency, and their perfor
mance degrades significantly when processing poor-quality video feeds 
or degraded images. These quality-related constraints can substantially 
reduce the algorithm’s recognition accuracy in real-world applications 
(Huang et al., 2022).

Moreover, utilizing stereo vision techniques to extract positional 
information of containers in 3D space introduces the challenge of 
balancing computation time and accuracy in position estimation 
(Kitayama et al., 2015). In addition, LiDAR technology generates large 
volumes of point cloud data, necessitating advanced algorithms to 
extract relevant information for alignment tasks (Guo et al., 2023; Lu 
et al., 2024). However, one limitation of LiDAR is its restricted field of 
view (FoV); when generating a point cloud for pose calculation, objects 
outside this FoV can pose challenges, thereby impacting the technol
ogy’s accuracy (Zhang et al., 2022). Finally, in underwater scenarios, 
the roll and pitch degrees of freedom are not actively controlled, which 
complicates accurate alignment since Kalman filters and template 
tracking rely on these parameters (Inniyaka et al., 2022).

6. Systematic framework for implementing automated module 
alignment in modular construction

The alignment of modules in modular construction can be signifi
cantly enhanced through the implementation of the aforementioned 
technologies. These technologies offer different approaches to address
ing the challenges of precise module alignment and positioning. Based 
on the subsequently highlighted limitations of the technologies, the 

Fig. 7. Limitations of the technologies identified.
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following explores the pertinent systematic directions for researchers for 
future discourse in adapting these technologies for module alignment in 
modular construction. Fig. 8 summarizes some of the research directions 
for future research in modular construction.

6.1. Computer Vision Technology in modular construction module 
alignment

Computer vision technology offers significant potential for auto
mating module alignment in modular construction through various 
mechanisms. The technology employs sophisticated algorithms for real- 
time detection, recognition, and tracking, which has the potential to 
detect and track modules during the installation process. As evidenced 
in the port industry applications (Li et al., 2020; Zhang et al., 2023), 
computer vision systems can achieve high precision in alignment tasks, 
with reported accuracy rates exceeding 90% in container positioning. 
Computer vision can assist in several critical aspects of module align
ment when applied to modular construction.

The implementation begins with a comprehensive image acquisition 
system with multiple cameras strategically positioned around the con
struction site and mounted on crane systems. These cameras continu
ously capture high-quality image streams of modules during the critical 
lifting and positioning phases. However, image contrast is vital in 
determining the efficacy and accuracy of algorithm processing tasks. To 
address this, image enhancement techniques must be applied to adjust 
contrast before processing, facilitating better edge and corner segmen
tation for precise module detection and informed decision-making 
during stacking operations. The core processing system would utilize 
advanced AI and deep learning algorithms, specifically adapting proven 
architectures like CNN and YOLO for module recognition and tracking. 
Based on Wang (2021) successful implementation of container lock hole 
detection, the system would employ a multi-stage processing pipeline. 

For steel modules where accurate recognition of lock holes is crucial for 
proper stacking, recognition algorithms like AdaBoost require extensive 
data collection and augmentation. Additionally, high-resolution cam
eras for video streams can improve algorithm efficiency. The initial 
image processing stage would incorporate advanced noise reduction 
algorithms specifically designed to handle construction site conditions 
and dynamic exposure adjustment for varying lighting conditions. 
Real-time image stabilization would compensate for camera movement, 
while color space optimization would enhance feature detection 
capabilities.

In the feature detection and recognition stage, traditional vision 
methods often lack robustness in detecting lock holes, especially in steel 
modules. Therefore, a hybrid vision method combining CNN, RNN, and 
LSTM is implemented, exploring synergies between different recogni
tion and detection algorithms to detect corners, edges, and module 
orientation. The system implements specialized edge detection algo
rithms optimized for module geometries alongside sophisticated corner 
point detection using advanced Harris or FAST algorithms. Module- 
specific feature descriptors developed using SIFT or SURF techniques 
integrate with deep learning models explicitly trained on modular 
construction elements.

Balancing computation time and accuracy presents a significant 
challenge when extracting positional information in 3D space using 
stereo-vision cameras. Hardware acceleration techniques like GPU 
computing or field-programmable gate arrays (FPGAs) help offload 
computationally intensive tasks and enhance stereo vision algorithm 
processing speed. The spatial tracking and position estimation phase 
incorporates multi-view geometry algorithms for precise 3D positioning. 
To address occlusion limitations, UAV integration enables continuous 
module monitoring, addressing shadow occlusion in 3D reconstruction 
while integrating detectors and trackers to enhance tracking perfor
mance and pre-emptively identify occlusion through entity matching. 

Fig. 8. Directions to future research for module alignment in modular construction.
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Kalman filtering ensures smooth motion tracking while compensating 
for environmental interferences.

Implementing computer vision technology in modular construction 
necessitates extensive customization to tackle the unique challenges 
posed by this method. This customization involves recognizing various 
module types (steel, concrete, and composite modules) and detecting 
different interfaces like mechanical, welded, and bolted connections. 
The real-time processing capacity of computer vision technology allows 
for instant feedback by providing continuous position updates at a 
minimum refresh rate of 30 Hz and the capability to handle multiple 
data streams concurrently. Moreover, the technology can achieve sub- 
millimeter accuracy in alignment calculations, offering predictive 
movement suggestions for crane operators and delivering immediate 
feedback on alignment status and necessary corrections.

6.2. LiDAR technology in modular construction module alignment

LiDAR technology introduces unprecedented precision to module 
alignment through its advanced laser scanning and its ability to create 
precise 3D point cloud representations of construction sites and mod
ules. These scanners, capable of operating at frequencies of up to 1 
million points per second, establish precise baseline measurements 
crucial for accurate module positioning (Zhang and Lin, 2017; Zhang 
and Zhu, 2023). This initial documentation creates a detailed digital 
record of manufacturing tolerances that would directly inform align
ment strategies during installation.

During the critical module installation phase, LiDAR technology 
performs continuous real-time scanning of module movement and 
positioning, generating dynamic point clouds that provide instant, 
highly accurate spatial data. To manage the substantial data generated, 
advanced compression and encoding techniques such as octree-based 
compression and progressive encoding reduce point cloud size while 
preserving essential information. This optimization ensures efficient 
processing without compromising alignment accuracy. The system re
quires two or more LiDAR sensors to achieve comprehensive site 
coverage and wider field of view. Integration with complementary 
sensors, such as cameras or radar, provides a more comprehensive view 
of the surroundings, enhancing overall perception capabilities for 
alignment tasks. This multi-sensor approach enables immediate com
parison with Building Information Modeling (BIM) models, with 
comparative analysis occurring in real-time to provide immediate 
feedback about positioning accuracy relative to designed module 
locations.

The practical implementation requires interfacing with crane control 
systems through sophisticated data processing algorithms (see section 
4.2). These algorithms would translate point cloud data into actionable 
positioning guidance through automated crane control inputs or visual 
feedback systems for operator guidance. The system would generate 
real-time positioning maps displaying the current module location 
relative to the target position, with color-coded visualization of align
ment accuracy across all connection points. The system can detect dis
crepancies as small as 1–2 mm, enabling extremely precise alignment 
adjustments during the positioning process through automated crane 
control inputs or visual feedback systems for operator guidance. Beyond 
alignment applications, LiDAR technology offers the potential for 
automated quality inspection and verification of modules in modular 
construction. As demonstrated by Zhou et al. (2023) in tunnel lining 
segments, implementing LiDAR-based inspection can significantly 
reduce the time and costs associated with manual inspection while 
enhancing the accuracy and reliability of outcomes. This alignment and 
integration of quality verification capabilities create a comprehensive 
system for ensuring precise module installation and construction 
quality.

6.3. Other sensor-based technologies in modular construction alignment

Other sensing technologies, including ultrasonic sensors, IMUs, and 
acoustic sensors, offer complementary approaches to module alignment 
in modular construction. When strategically implemented, these tech
nologies could form an integrated sensing network that addresses the 
complex challenges of precise module positioning and alignment while 
reducing human errors and labor costs. The ultrasonic sensing system 
has a high frequency operating at 40–400 kHz (Xu and Wang, 2020), 
achieving distance measurements with accuracies of ±0.5 mm at ranges 
up to 10 m (Bao and Zhang, 2018). The system would enable continuous 
distance monitoring between adjacent modules and real-time gap 
measurement at connection interfaces by deploying multiple sensor 
arrays to create overlapping measurements. This approach would be 
particularly valuable in low-visibility conditions where current visual 
systems face limitations.

We propose incorporating advanced MEMS-based IMUs on modules 
and crane hooks for enhanced motion tracking. These units, featuring 
three-axis accelerometers, gyroscopes, and magnetometers, could pro
vide real-time orientation tracking with 0.1-degree accuracy. Operating 
at 200–1000 Hz sampling rates, these IMUs would capture rapid changes 
in module orientation and movement, essential for precise alignment 
during positioning operations. This capability would be particularly 
valuable for detecting vibrations and compensating for wind-induced 
movement.

The integrated sensor-based system combines real-time position and 
orientation data through a sophisticated processing pipeline. Advanced 
fusion algorithms, specifically the Extended Kalman Filter (EKF) for non- 
linear motion estimation and the Unscented Kalman Filter (UKF) for 
state estimation merge data streams from various sensors to generate 
comprehensive positioning information. Environmental interference 
and sensor noise are managed through adaptive filtering techniques, 
while dynamic calibration mechanisms continuously adjust system pa
rameters in response to changing site conditions. This integrated 
approach would ensure reliable and accurate positioning data 
throughout the module alignment process.

Implementing sensor-based technologies in modular construction 
requires careful consideration of sensor selection based on specific 
application scenarios. Different sensors have demonstrated various 
levels of accuracy and effectiveness in related domains such as trans
portation, marine applications, and port operations. Future research 
should focus on comparative analysis of different sensor types through 
simulations and experiments to evaluate their advantages and disad
vantages in modular construction contexts. This evaluation would pro
vide crucial insights for selecting optimal sensor combinations for 
specific alignment tasks.

Performance evaluation of these sensing technologies must consider 
multiple factors, including accuracy, reliability, cost-effectiveness, and 
environmental resilience. Integrating multiple sensor types requires 
sophisticated data fusion algorithms to leverage the strengths of each 
technology while compensating for individual limitations. This 
comprehensive approach ensures robust performance across varying 
construction conditions while maintaining the high precision required 
for successful module alignment.

Developing sensor-based alignment systems represents a significant 
advancement in modular construction technology, offering enhanced 
precision, reduced human error, and improved safety. The combination 
of ultrasonic sensing, IMU tracking, and other sensor technologies, in
tegrated through sophisticated processing algorithms, provides a robust 
solution for the complex challenges of module alignment. Continued 
research and development in this area will further refine these systems, 
leading to more efficient and reliable modular construction processes.
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7. Performance comparison of alignment technologies

7.1. Accuracy and precision

Computer vision technology demonstrates high accuracy in module 
positioning, the review reveals that computer vision has accuracy rates 
exceeding 90% (Li et al., 2020). The technology’s precision is particu
larly evident in edge and corner detection, which is crucial for module 
alignment. However, as noted in section 4.1.2, its performance can be 
affected by environmental conditions such as lighting variations and 
occlusions. The system’s ability to reduce alignment time by 27.8% 
while maintaining high precision makes it particularly effective for 
typical modular construction scenarios. On the other hand, LiDAR 
technology, according to Zhang and Lin (2017) and Zhang and Zhu 
(2023), achieves superior measurement accuracy at the millimeter level. 
LiDAR provides exceptional spatial measurement and positioning pre
cision, which is particularly valuable for complex module arrangements. 
The technology’s ability to create detailed point cloud data enables 
precise comparison between planned and actual module positions, 
though this comes with increased computational demands and higher 
implementation costs (Roriz et al., 2022). While other sensing technol
ogies generally offer lower absolute accuracy than computer vision or 
LiDAR, they provide complementary precision in specific aspects. For 
instance, ultrasonic sensors and IMUs, as discussed by Jin Lee et al. 
(2010), offer reliable distance measurements and orientation tracking, 
respectively, even in conditions where primary systems might struggle.

7.2. Environmental adaptability

Computer vision technology exhibits moderate to high adaptability 
in diverse environmental conditions, requiring additional processing 
and algorithm adjustments to sustain optimal performance. As discussed 
in section 4.1.1, various image processing techniques can be utilized to 
address environmental obstacles like low contrast and fluctuating 
lighting conditions. In contrast, LiDAR technology, as highlighted by 
Gatziolis and Andersen (2008), showcases superior environmental 
adaptability, effectively functioning in different lighting and weather 
conditions. Nevertheless, LiDAR technology may encounter challenges 
in handling large data volumes and processing demands in real-time 
applications. Complementary sensing technologies often display 
notable environmental adaptability within their specific functions, with 
ultrasonic sensors and IMUs maintaining reliable performance across 
diverse conditions, as outlined in the study by Xu and Wang (2020).

7.3. Processing speed and real-time performance

Computer vision technology exhibits robust real-time performance 
capabilities, allowing for immediate feedback, as evidenced in studies by 
(Zhang et al., 2023; Li et al., 2020). These studies highlight that modern 
algorithms facilitate the swift processing of visual data for real-time 
guidance. On the contrary, LiDAR technology, renowned for its high 
accuracy, may encounter challenges in real-time processing due to the 
handling of substantial data volumes. Section 4.2.2 notes that point 
cloud preprocessing and analysis could introduce minor delays in 
feedback provision with LiDAR technology. Furthermore, other sensing 
technologies, such as IMUs and acoustic sensors, typically deliver 
excellent real-time performance within their designated functions. Tang 
et al. (2022) emphasize that their effectiveness is optimized when in
tegrated with primary alignment systems.

7.4. Cost-effectiveness and implementation

Computer vision is the most cost-effective solution for most modular 
construction module alignment applications. The study suggests that 
while requiring initial investment in cameras and processing systems, 
the technology offers a favorable balance between implementation costs 

and performance benefits, particularly given its significant reduction in 
alignment time. LiDAR technology, while offering superior accuracy, 
comes with higher implementation costs. Section 4.2 of the study sug
gests that these systems are most justified in projects requiring excep
tional precision or handling complex module arrangements where the 
precision requirements can justify the additional expense. Additionally, 
other sensing technologies, like the IMU, generally present moderate 
implementation costs but require integration with primary systems for 
optimal effectiveness. These technologies are most cost-effective when 
used as complementary systems rather than standalone solutions (Tang 
et al., 2022).

8. Conclusions

This study reviewed autonomous alignment technologies in Port 4.0, 
manufacturing, and marine industries, highlighting their significant 
potential to address module alignment challenges in modular con
struction. Several findings were revealed through systematic literature 
and bibliometric analysis. Key findings indicate that computer vision 
technology is a primary solution, comprising six critical components 
forming a comprehensive alignment application framework. Image 
processing techniques enable accurate feature identification and mea
surement, while feature extraction capabilities facilitate precise posi
tioning and orientation determination. Object detection systems support 
real-time tracking and alignment, working with segmentation processes 
and allowing detailed component identification. Finally, tracking 
mechanisms enable continuous monitoring during alignment proced
ures and recognition systems that accurately identify alignment points 
and surfaces. Furthermore, LiDAR technology also emerges as a 
cornerstone solution, excelling in high-precision 3D representations and 
providing accurate real-time positioning data. Its effectiveness in port 
operations suggests strong applicability in modular construction, 
particularly due to its robust performance in varying environmental 
conditions. Also, further findings reveal that other sensing technologies 
round out the technological landscape, each offering specific strengths 
to the alignment process. For instance, IMU sensors provide valuable 
orientation and motion data, while acoustic sensors offer effective 
proximity detection capabilities. Ultrasonic sensors enable precise dis
tance measurements. While these technologies face environmental and 
maintenance challenges, they demonstrate essential supporting roles in 
comprehensive alignment systems.

The study identifies three critical development suggestions. The first 
priority is the creation of integrated systems that effectively combine 
computer vision, LiDAR, and complementary sensing technologies to 
leverage their respective strengths. Second, the field requires specialized 
algorithms, particularly focusing on edge detection and efficient point 
cloud processing to enhance alignment accuracy and speed. Third, 
robust multi-sensor calibration systems must be developed to ensure 
precise alignment in modular construction applications. These findings 
offer actionable insights for researchers and practitioners to advance 
technology adoption in modular construction, addressing challenges 
related to manual labor, dimensional complexities, and lengthy posi
tioning procedures.
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