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Abstract. The current investigation addresses a vital lacuna in forensic author-
ship studies, and more concretely, in Native Language Influence Detection (NLID)
research: narrowing down a speaker’s native dialect instead of only their native
language (L1), which might not be enough when carrying out sociolinguistic pro-
filing tasks. Native Dialect Influence Detection (NDID), the focus of our study,
can thus greatly aid at the investigative level. We approach this topic by pro-
viding a comprehensive analysis of linguistic features that serve to identify two
non-contact dialects of L1 Spanish (i.e., Mexican and Peninsular varieties) when
dealing with data written in L2 English, which come from Tripadvisor. Our main
aim is to investigate if an author’s L2 features can point to their L1 native di-
alect, rather than only to their native language. Findings point to L1 dialectal
transfer of punctuation signs, adjectives of affect, and intensifiers: these linguistic
features, even when expressed in an L2, show a culturally bound use. Addition-
ally, we implemented an automatic classifier that achieved an accuracy of 69% in
categorizing test data, using only linguistic features that have explanatory power
and can aid linguistic theory. This is key for explainability in the forensic con-
text, which Native Language Identification (NLI) studies tend to neglect (Kingston
2019). Results show that L1 Spanish dialects can be differentiated by analyzing L2
English text, pointing to NDID as a fertile approach for narrowing down candidate
L1 dialects of a language when analyzing L2 data.

Keywords: Native dialect influence detection, Native language influence detection, Authorship

analysis, Language variety identification, Spanish.

Resumo. A investigação atual aborda uma lacuna essencial nos estudos de auto-
ria forense, mais concretamente na investigação sobre Deteção de Influência da
Língua Materna (NLID): afunilar a análise do dialeto materno de um falante
em vez de focar apenas a sua língua materna (L1), o que pode não ser suficiente
quando se realiza tarefas de caracterização sociolinguística. A Deteção da Influên-
cia da Língua Materna (NDID), o enfoque do nosso estudo, poderá assim auxiliar
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significativamente a investigação. Abordamos este tema realizando uma análise
abrangente das características linguísticas usadas para identificar dois dialetos
sem contacto do espanhol L1 (isto é, variedades mexicanas e peninsulares) em da-
dos escritos em inglês L2 provenientes do Tripadvisor. O nosso principal objetivo é
investigar se as características L2 de um autor podem apontar para o seu dialeto
nativo L1, e não apenas para a sua língua materna. Os resultados apontam para
a transferência dialetal L1 de pontuação, adjetivos afetivos e intensificadores. Es-
tas características linguísticas, mesmo quando expressas numa L2, revelam uma
utilização culturalmente marcada. Adicionalmente, implementámos um classifi-
cador automático que alcançou uma precisão de 69% na categorização dos dados
do teste utilizando apenas características linguísticas que possuem capacidade ex-
plicativa e podem contribuir para fundamentar a teoria linguística, fundamental
para fornecer fundamentações em contexto forense, o que os estudos de Identifi-
cação LínguaMaterna (NLI) tendem a negligenciar (Kingston 2019). Os resultados
mostram que os dialetos espanhóis L1 podem ser diferenciados através da análise
de texto L2 em inglês, apontando a NDID como uma abordagem fértil para reduzir
os dialetos candidatos L1 de uma língua ao analisar os dados L2.

Palavras-chave: Deteção de influência de dialeto nativo, Deteção de influência de língua ma-

terna, Análise de autoria, Identificação de variedade linguística, Espanhol.

Native Dialect Influence Detection (NDID): Differentiating between
Mexican and Peninsular L1 Spanish in L2 English
This study provides a comprehensive description of linguistic features that serve to iden-
tify non-contact dialects of a native language (L1) when dealing with second language
(L2) data, carrying out bottom-up quantitative and qualitative analyses of token n-grams
and part-of-speech (POS) n-grams, leaving aside other feature analyses for future stud-
ies. For this purpose, we have collected a corpus of texts written in L2 English by L1
Mexican Spanish (MxSp) and L1 Peninsular Spanish (PenSp) authors on the Tripadvisor
website.1 The study’s main aim is to investigate if an author’s L2 features can point to
their L1 native dialect, rather than only to their native language. We term this specific
subdomain of Native Language Influence Detection (NLID) Native Dialect Influence De-
tection (NDID). The current study draws on research from the fields of Second Language
Acquisition (SLA), forensic linguistics, contact linguistics, sociolinguistics, and compu-
tational linguistics.

Addressing NDID lacunae will aid the forensic linguist in providing “evidence for
criminal and civil investigations and courtroom disputes,” which is one of the main aims
of the field (Coulthard et al. 2010: 529). The overarching goal of NDID studies is to esti-
mate group belonging rather than to identify individuals. In the specific case of Spanish,
with 483 million native speakers worldwide (Fernández Vítores 2020), knowing that a
speaker’s L1 is Spanish when dealing with L2 data might not be enough; NDID helps
narrow down the possible native and/or dominant regional dialect of a speaker. This
type of sociolinguistic profiling, while unlikely to be admissible as evidence in the UK
judicial and court systems (Grant 2008; Perkins and Grant 2013), can greatly aid at the
investigative level, benefitting law enforcement agencies or organizations, as well as in-
telligence agencies dealing with non-native speakers (Perkins 2015). Casework in NLID
is seldom published due to the very nature of intelligence work (Perkins 2015), but it is
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possible to conduct NLID research taking into consideration intelligence applications by
collaborating with relevant and interested agencies and departments (e.g., Grant et al.
(2010)), and the same could be said of NDID as a sub-domain of NLID. Spanish, the L1
explored in this study, is the third most used language on the Web as of March 2020,
with almost 364 million Spanish speakers using the Internet, which corresponds to 7.9%
of all Internet users (http://www.internetworldstats.com). Hence, there is an abundance
of Spanish data on the web; it must come as no surprise that many of these speakers
might also express themselves in other languages (e.g., English), and these data should
be explored from a forensic linguistic viewpoint.

The present research lies within the framework of forensic authorship analysis, and
more concretely, it takes a Native Language Influence Detection (NLID) approach. NLID
seeks to reveal an author’s native language (L1) from common interlanguage phenomena
that may occur in any non-native language they write in, which can be their second
language, but also their third, fourth, etc. We will refer to this non-native language
output in the present study as L2 in order to simplify matters; however, forensic linguists
must consider that a speaker can have more than one native language, as the majority
of the planet’s population is bilingual (Thomason 2001).

Within the field of computational linguistics, the term Native Language Identifica-
tion (NLI ) is used, referring to an often wholly automatic computational method for
the identification of the language or languages that likely influenced a text or group
of texts, based in machine learning and data mining, and introduced by Koppel et al.
(2005). Since then, a variety of classifier approaches and feature sets have been pro-
posed, the most popular including word n-grams, part-of-speech (POS) n-grams, char-
acter n-grams, function words, dependency features, and spelling features. These were
all features exploited in the 2013 NLI Shared Task (Tetreault et al. 2013). Additionally,
production rules were also a successful feature in Wong and Dras (2011).

A frequent problem with NLI studies is that they tend to neglect the features used to
classify texts (Kingston 2019). While features for these computational tasks are leveraged
mainly to achieve high classification accuracy, they are key for explainability in the
forensic context. Some studies, however, do provide a light analysis of linguistically
motivated features in NLI tasks (e.g., Koppel et al. (2005); Jiang et al. (2014); Goldin et al.
(2018)).

In the following section, we will address relevant studies in the fields of computa-
tional linguistics and forensic linguistics in order to provide the reader with information
on what has been done already and what still needs to be tackled in the field of NDID.

Previous Accounts of Dialect Identification, with an Emphasis on
Spanish
Research dealing with dialect identification lies within the interface between computa-
tional linguistics (more specifically, within Natural Language Processing, or NLP) and
authorship profiling. The term Language Variety Identification (LVI ) refers to “labelling
the text in a native language (e.g., Spanish, Portuguese, English) with its specific varia-
tion (e.g., Argentina, Chile, Mexico, Peru, Spain; Brazil, Portugal; UK, US)” (Rangel et al.
2016: 1). LVI investigates a dialect of a language written in an L1 and therefore does
not directly pertain to NLID studies, yet shares with NDID research the commonality of
focusing on the differentiation of dialects of a particular language.
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LVI studies point to certain automated features being useful to discern among
dialects. Sadat et al. (2014) used character n-gram features to discriminate between
six different Arabic dialects, obtaining accuracies between 70%-80%. Zampieri and
Gebrekidan-Gebre (2012) looked at automatic classification of written Brazilian and Eu-
ropean Portuguese, using a character n-gram model and a word n-gram model; their
results showed an accuracy of over 90%. Maier and Gómez-Rodríguez (2014) investi-
gated LVI in Spanish tweets from Argentina, Chile, Colombia, Mexico, and Spain. They
obtained 60%-70% accuracy by applying language modeling techniques that combined
four types of features: character n-gram frequency profiles, character n-gram language
models, Lempel-Ziv-Welch compression, and syllable-based language profiles. Rangel
et al. (2016) used Low Dimensionality Representation (LDR) to differentiate between Ar-
gentinian, Chilean, Mexican, Peruvian, and Peninsular Spanish. Instead of selecting the
most frequent n-grams, Rangel et al. (2016) assigned higher weights to the most dis-
criminative words in each dialect. Their results showed that Peninsular Spanish was
the easiest dialect to discriminate and that Latin American varieties were closer to each
other than to Peninsular Spanish, and therefore, it was more difficult to differentiate
among them. Nevertheless, the highest precisions were attained for Mexico and Peru.
While LVI studies help us gauge what kinds of computational features can aid in the
task of differentiating among dialects, a frequent problem with these studies, much like
with NLI studies, is that they generally neglect the linguistic features used to classify
texts and that results from character n-gram analysis cannot usually be explained from
a linguistic viewpoint.

The only study, to the best of our knowledge, that has tackled identification of a
speaker’s native dialect rather than simply their native language by looking at L2 data is
Kingston (2019), who analyzed L2 English data from L1 speakers of three French dialects:
Metropolitan (i.e., from France), Canadian, and Maghrebi. Because the primary goal of
Kingston’s study was to “designate potentially distinguishing features of native speakers
of different dialects of the same language” (p.26), comparing three dialects where two of
them were in contact situations (Canadian French with English and Maghrebi French
with Arabic and Tamazight) made it potentially easier to identify dialects vis-a-vis iden-
tifying non-contact dialects of a language, which is the aim of our study.

Kingston (2019) secondary aim was to detect the extent to which machine learning
classification mirrored the human analyst’s findings. She used a decision tree classifier
(J48) in theWaikato Environment for Knowledge Analysis (WEKA). Kingston concluded
that purely computational methods could achieve very good classification accuracy, but
that there was a need for a more inclusive approach taking into account linguistic typol-
ogy, sociolinguistic data, and semantic and syntactic analysis. The present investigation
seeks to address some of these lacunae.

In the present studywe chose Peninsular andMexican Spanish dialects for data anal-
ysis because previous investigations have shown that Latin American dialects are closer
to each other than to Peninsular (Lipski 2012; Rangel et al. 2016). If our results show
that we cannot tell the difference between Spaniards’ and Mexicans’ L2 English output,
it might prove more difficult to differentiate English L2 outputs among Latin American
dialects. Additionally, Mexican Spanish is the Spanish dialect with the largest number
of native speakers in the world (121 million speakers, according to Fernández Vítores
(2020)). Being able to examine if there are any differences between Peninsular and Mex-
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ican Spanish dialects with regard to speakers’ L2 English output will help pave the way
for further studies considering other Spanish dialects.

Preference for British or American English as L2 Input and Output
While, to the best of our knowledge, there is no official information as to which di-
alects of English Mexican and Peninsular Spanish speakers are exposed to, findings from
(Caraker 2016) show that several teachers from Central Spain believed Peninsular Span-
ish students to be more exposed to British English (BrE). Meanwhile, Despagne (2010)
reported that inMexico, television programs aremore than 50% in English and the dialect
of English that these media mainly use is the American dialect. This points to Mexican
Spanish speakers possibly having more influence from American English (AmE) than
British English in their L2 English input and output.

Sue Garton (personal communication, July, 2020) believes that most European coun-
tries favor standard British English (if there is such a thing, as she notes), while Latin
America would be more oriented toward a US variety. However, Garton does not think
there are many official policies, and much is likely to depend on the coursebook that
is used and the dialect that the teacher speaks. The difference between American and
British English when it comes to L2 English instruction is vital, as it could possibly bring
different grammatical, lexical, and orthographical choices that we need to consider when
carrying out our analysis.

Data and Methodology
This section offers a detailed account of the corpora, the extraction of adequate tokens,
and the methodology used in applying both a computational linguistics approach and a
forensic linguistics approach to account for dialectal differences in the L2 English output
of L1 Peninsular and Mexican Spanish speakers.

The data we present in this study are corpus-based. They come from Tripadvisor,
an open internet source, and the genre pertains to computer-mediated communication
(CMC). Features that characterize grammar in electronic communication vary systemati-
cally across languages, contexts, users, and technological modes (Herring 2012). Herring
(2012) notes that non-standard orthography is common in CMC, where users can be lax
about orthographic norms. Bieswanger (2008) demonstrated through a systematic com-
parison of English and German text messages (SMS) that Britons and Germans favor
different shortening strategies when texting and that these strategies are used in differ-
ent proportions. In terms of our Tripadvisor data, by the very nature of the website, the
entries are evaluative (which restaurants, hotels, and locations authors liked or disliked),
and the entries’ main function is communicative, with suggestions for, and requests to,
other users. Our findings can thus be transferable to forensic linguistic contexts, because
forensic texts can be evaluative and often display requests and/or demands.

We compiled four corpora, listed below:
• A corpus with training L2 English data produced by L1Mexican Spanish speakers
(word count: 37,500, number of entries: 514, number of authors: 38, average entry
length: 73 words)

• A corpuswith training L2 English data produced by L1 Peninsular Spanish speak-
ers (word count: 40,602, number of entries: 504, number of authors: 37, average
entry length: 81 words)
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• A corpus with test L2 English data produced by L1 Mexican Spanish speakers
(word count: 6,481, number of entries: 53, number of authors: 6, average entry
length: 122 words)

• A corpus with test L2 English data produced by L1 Peninsular Spanish speakers
(word count: 4,797, number of entries: 50, number of authors: 9, average entry
length: 96 words)

We are aware that corpora sizes are small, but it was very difficult to make them larger
due to their specialized nature: further studies could build upon this initial research
with data from other sources. To ensure that the authors were native speakers of their
respective dialects, we first needed to find posts asserting their linguistic identity, such as
“I am / I’m Mexican / Spanish / from Mexico / from Spain,” “Being from Mexico / Spain,”
“I live in Mexico / Spain,” etcetera. Moreover, Tripadvisor users had to have a geolocator
in their account so that we could be more certain they lived in either Mexico or Spain;
authors who said that they were from either of these two countries but were geolocated
in a different country were discarded because of language contact and language identity
issues. Additionally, because we were examining L2 English data, we had to make sure
that the participants spoke Spanish as an L1. To do this, we checked their posts to make
sure they hadwritten at least one of them in Spanish and that in said post(s), they showed
native-like command of Spanish.2

For each of the two training corpora, we took the most recent 25 entries per author
when there were more than 25 entries for that specific person; if there were less than
25 entries, we took them all; the minimum number of entries per author in the training
corpora was one. For each of the two test corpora, we took the five most recent entries
per author when there were more than five entries for that specific person; if there were
less than five entries, we took them all; the minimum number of entries per author in
the training corpora was one.

While we chose texts from all over Mexico, we only chose texts from areas in Spain
where Spanish is not in contact with other languages (i.e., Central and Southern Spain)
with the purpose of narrowing dialectal variation. It can be argued that Mexican Spanish
is in contact with indigenous languages all over the Mexican territory: while this is
certainly true, only 6% of the population (approximately six million people) speak an
indigenous language, according to the Commission for the Development of Indigenous
Peoples (CDI) and the National Institute of Indigenous Languages (INALI). Thus, it is
improbable that entries from Mexican Spanish speaking authors come from a Mexican
contact dialect.

Before entries in the target and reference corpora were processed for tokenization,
tagging, and analysis, the data went through a pre-processing step for cleaning and col-
lecting user post frequency. We kept the raw text for analysis since extra-linguistic con-
ventions of the written online medium (namely, parentheses, quotation marks, ellipses,
punctuation, emoticons, and website links) can potentially be influenced by a person’s
native dialect. In this same vein, we refrained from normalizing the language through
lemmatizing, correcting misspellings, and removing capitalization. One exception we
made was to replace various instances of accented í with i for English words, as these
were attributed to keyboard mistakes rather than an individual’s language, and includ-
ing these characters in the data would have significantly altered token frequencies. In
the final pre-processing step, we collected user post counts to check for feature distri-
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bution, so that a feature under analysis was not over-attributed to any one individual in
the target corpus.

As a starting point in investigating native dialect influence, we created a list of token
n-grams and part-of-speech (POS) n-grams ranked by their keyness. The term token in
our study refers to words and non-words in our corpora (e.g., word forms, punctuation,
digits, abbreviations, etc.) and serves as the basis of our analysis. Even parts-of-speech
were leveraged to reveal token realizations and shallow syntactic structures. An English
language tokenizer was applied internally through SketchEngine (Kilgarriff et al. 2014)
before n-gram analysis. An n-gram is a contiguous sequence of N words or tokens.
For the present study in particular, we collected one to six grams. With these units
for analysis, we ranked them by keyness as a way of operationalizing consistency and
distinctiveness in the target corpora.

We approached keyness from a corpus linguistic perspective: tokens, POS se-
quences, and grammatical patterns that are key occur in texts with outstanding fre-
quency as compared with a reference corpus. We believe that keywords are not key by
themselves, but because they are frequently used in particular lexical combinations or
grammatical patterns, which makes them attractive units of analysis to explore NDID
tasks. This study takes two approaches to identify keywords in texts, namely, a key-
ness metric through SketchEngine software (Kilgarriff et al. 2014), and Burrows’ Zeta
(Burrows 2007) to assess the dispersion of style markers used by authors represented in
the corpus. Results were first collected separately and then compared later for analysis,
confirming that one approach had not overlooked any important patterns. The keyness
metric in SketchEngine software uses the simple maths method (Kilgarriff, 2009) to show
howmany times a given word is more frequent in a target corpus (corpus 1) than in a ref-
erence corpus (corpus 2). This is a simple metric, yet effective enough for our relatively
small dataset, comprised of posts of a relatively similar size and of a consistent genre.
Alongside keyness scores, we extracted the frequencies to see how much more frequent
an n-gram was in one corpus over another. Burrow’s Zeta, on the other hand, was cal-
culated as the difference between the proportion of n-word segments in which a given
marker such as a word n-gram or POS-gram was found in the Mexican and Peninsular
Spanish corpora. This approach was meant to operationalize the more abstract notion
of style marker consistency in our study.

The main motivation for extracting token and POS n-grams as linguistic features
for analysis, and excluding others (e.g., character n-grams), is that they have explana-
tory power which can aid both linguistic theory and forensic research. Token n-grams
in particular are ideal for this study and reveal noteworthy patterns. Additionally, in
computational research, token n-grams have been proven to achieve high accuracy in
related NLID and LVI tasks. In such analyses, data scarcity (notably with our smaller
target corpus size) becomes a problem, because linguistic items appear in low frequen-
cies, especially when focusing on higher token n-gram sequences (such as bigrams and
trigrams). However, even with this limitation in mind, it is possible to identify simi-
larities and differences between observed linguistic patterns in our corpora. We also
handled this sparsity issue by leveraging the hidden categories of part-of-speech (POS)
tags to reveal more distinct patterns. On the level of morphosyntactic annotation, we
analyzed recurrent POS n-gram patterns, which allowed us to capture grammatical pat-
terns that were not directly observable. For our data in particular, we used two methods
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for tagging the corpora; one that used the built-in SketchEngine software part-of-speech
tagger with the English Penn Treebank tagset, and another that utilizes the POS tagger
available in the Spacy (Honnibal and Montani 2015).

Results and Analysis
In the present section, we examine our results, taking a mixed-methods approach to
their analysis. First, we discuss token n-grams, divided into intensifiers, adjectives of
affect, quantifiers, contracted forms, and punctuation marks. We then discuss POS n-
grams, and more concretely, bigrams and trigrams. Finally, we offer a description and
analysis of our classification task, providing researchers with a starting point for NDID
classification. When reporting descriptive statistics, we include both raw and relative
frequencies (unless otherwise stated) for token n-grams and raw frequencies for POS n-
grams. Relative frequencies are provided through percentages, as our corpora are small
in size.

Token N-grams
Intensifiers
Intensifiers can be classified in intensives and downtoners, and both for AmE and BrE,
themost frequent collocation pattern for intensifiers (72%) is with adjectival heads (Bäck-
lund 1973).3 In our study, raw and relative frequencies of intensifiers shed light on
cross-dialectal semantic and pragma-linguistic differences. In this subsection we dis-
cuss the difference in frequency and use of intensives quite and really and then examine
the downtoner a (little) bit.

The intensive quite. In line with what was expected of Peninsular Spanish speak-
ers, the adverb quite, more frequently used in BrE than in AmE (395.14 times per mil-
lion, according to BNC, vs. 182.71 times per million, according to COCA, respectively),
appears in the Peninsular Spanish corpus almost thrice as often than in the Mexican
Spanish corpus (N = 58, 0.14% vs. N = 21, 0.05%, respectively).4 A log-likelihood (LL)
test of significance indicated that the difference in use of the intensive quite between
corpora was significant (p < 0.05). Both sets of authors used this adverb most frequently
in partially lexically-filled constructions consisting of [be + quite + AdjP/DP], as in (1);
yet, the difference in frequency of use can probably be attributed to the assumption that
Spaniards are more exposed to a British variety of English, whereas Mexicans generally
learn an American English variety.

(1a) since the broschure [sic] was quite complicated to understand (PenSp cor-
pus)
(1b) Marbella is quite a big place (PenSp corpus)
(1c) getting there is quite easy (MxSp corpus)

The intensive really. In line with what was expected of Mexican Spanish authors, the
adverb really, more frequently used in AmE than in BrE (902.34 times per million vs.
458.10 times per million, respectively), appears in the Mexican Spanish corpus almost
twice as often as in the Peninsular Spanish corpus (151 times vs. 89 times, respectively),
mirroring AmE rates of use. A log-likelihood (LL) test of significance indicated that
the difference in use of the intensive really between corpora was significant (p < 0.05).
Moreover, while really modifies adjectives in a similar way in both MxSp and PenSp,
Mexicans also use really to modify adverbs, something seldom done by Spaniards in our
corpus (N = 9, 0.02% vs. N = 4, >0.01%, respectively), as shown in (2).
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(2) Everythingwas so amazing and delicious, and served really fast (MxSp corpus)

The downtoner a (little) bit. Spanish makes ample use of the diminutive morpheme
-ito/-ita, whose role extends beyond the expression of small size, giving emotional tone
to words (Travis 2004). Thus, Travis (2004) argues, not only the lexicon, but also the
morphosyntax of a language reflects the cultural values of its speakers. Furthermore,
she notes that extensive use of the diminutive is evidence of a cultural value associated
with good feelings, a claim that Wierzbicka (1984, 1992) has also made with regard to
Russian and Polish. Concerning Spanish dialects, Company Company (2002) has shown
that there is wider use of the diminutive in Mexican Spanish compared to Peninsular
Spanish, both in terms of overall frequency and range of pragmatic functions. A similar
result is provided by Reynoso Noverón (2001), who found that in a corpus of written
and oral narratives, Mexicans used the diminutive to encode small size just 28% of the
time, whereas Spaniards used it for this same reason 58% of the time: these results show
that Peninsular participants in Reynoso Noverón’s study tended to use the diminutive
morpheme chiefly for encoding small size, whereas Mexican participants generally used
it in a wider range of pragmatic functions, and not predominantly for encoding small
size.

Standard Spanishmakes use of the quantifier poco ‘a bit’ to convey the idea of a small
amount. Poco can appear with the diminutive morpheme ito/ita, i.e., poquito/poquita;
these lexemes are attested in both Mexican and Peninsular Spanish. Moreover, Mexican
Spanish speakers use the quantifiers tantito/tantita ‘a bit / a little bit’ to express the idea
of a small amount.

English doesn’t encode the diminutive as a morpheme, and Spanish speakers have
to make use of other means to express small size in their L2 English output. When
examining the construction a (little) bit in our corpora —where parentheses indicate
optionality— a first observation is that both dialects show, for the most part, similar
frequencies (N = 45, 0.11% for Peninsular Spanish and N = 31, 0.08% for Mexican Span-
ish) and distributional patterns (a log-likelihood (LL) test of significance indicated that
the difference in use of the construction a (little) bit was not significant). There is one
important difference, however: [be + a (little) bit] constructions, namely, a (little) bit
constructions which co-appear with the copula to be. This is the most frequent con-
struction in which a (little) bit appears in both corpora, but its behavior is quite different
depending on the L1 Spanish dialect of the speaker.

The construction [be + a (little) bit] shows a raw frequency of six instances in the
Mexican corpus and of 24 instances in the Peninsular Spanish corpus. In both, speak-
ers generally use the adverbial form a (little) bit to try to downplay a negative trait of
something that they’re describing, as in (3).

(3a) The service was a bit slow (MxSp corpus)
(3b) The décor could be a little bit more modern (MxSp corpus)
(3c) january [sic] can be a bit rainy (PenSp corpus)
(3d) The shower is a little bit old but it goes together with the style of the parador
[sic]. (PenSp corpus)

When analyzing the differences in use of the [be + a (little) bit] construction in both
corpora, we found that, similarly to what takes place in Mexican and Peninsular Spanish
in general, there is wider use of a diminutive form (in this case, little) in the Mexican
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Spanish L2 English output compared to the Peninsular Spanish L2 English output (N =
4, 66.6% of all [be + a (little) bit] constructions inMxSp vs. N = 3, 12.5% of all [be + a (little)
bit] constructions in PenSp). We tested for the difference in the frequency of the [be +
a little bit] construction between corpora with a log-likelihood (LL) test of significance:
the LL is 4.65, showing the difference to be significant at the p < 0.05 level (or at the 95%
level). That is, although Spaniards produce [be + a (little) bit] more than Mexicans, they
overwhelmingly do so in its [be + a bit] form, while Mexicans mainly produce the [be +
a little bit] construction to convey the same idea of downplaying a negative trait.

Moreover, when analyzing the form a little bit by itself (that is, without the copula
to be), the use of this construction followed patterns found in L1 Spanish: there was a
wider use of the construction with the diminutive form little in the Mexican Spanish
corpus (N = 12) compared to the Peninsular Spanish corpus (N = 8) in terms of range of
pragmatic functions: Mexicans, apart from using it to downplay negative emotions —the
only function that appeared in Peninsular Spanish use—, also used it once to downplay
requests (4a), once to encode positive feelings (4b), and twice to encode quantity, as in
(4c).

(4a) Hi guys I’m looking for a little bit of information regarding a trip me and
a few friends are planning (MxSp corpus)
(4b) A little bit of everything: Tulum & Xel-ha (MxSp corpus)
(4c) You do need to know a little bit of history of France (MxSp corpus)

Adjectives of Affect: Good, Great, Excellent, and Amazing
When examining the lemma good (that is, in its different forms good, better, best) we see
that it is more frequent in the Mexican Spanish corpus than in the Peninsular Spanish
one (N = 392, 1.05% vs. N = 355, 0.87%). We tested for the difference in the frequency of
the lemma good between corpora with a log-likelihood (LL) test of significance: the LL is
5.95, showing the difference to be significant at the p < 0.05 level (or at the 95% level). In
example (5) below, we can gauge Mexican authors’ use of the adjective best in context.

(5a) This was by far our best meal in Hanoi (MxSp corpus)
(5b) This is truly one of the best beaches in Mexico (MxSp corpus)
(5c) Best dinner in town! (MxSp corpus)

The adjective best, like other adjectives we discuss in this section, is a stance marker of
affect. Precht (2000, 2003a,b) showed that stance expression is systematically different
across cultures and contended that we tend to identify and stereotype people based on
their stance use. As Precht (2003a) notes, there has been little research carried out re-
garding dialectal differences in stance, at least in English. To the best of our knowledge,
this seems to be the case for Spanish varieties as well. Her (2003a) study comparing
BrE and AmE showed that both varieties had a very similar conversational stance across
semantic categories; however, British speakers displayed lower frequencies than Amer-
icans for affect markers that expressed emotion and for emphatics, while having higher
frequencies for modal verbs. From these results, it appears that Americans directly ex-
press emotion more frequently than Britons.

The same could be said for Mexicans vis-a-vis Spaniards in terms of their stance
expression: Mexican speakers seem to directly express their emotion, at least in their
L2 English output, more often than Peninsular Spanish speakers. Besides producing the
lemma good in a variety of forms more often than their Spaniard counterparts, Mexicans
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also show a significantly higher use (p < 0.05) of the following adjectives of affect: great
(N = 207, 0.55% vs. N = 132, 0.33%), excellent (N = 73, 0.19% vs. N = 37, 0.09%), and
amazing (N = 51, 0.13% vs. N = 36, 0.09%). Figure 1 provides a visual breakdown of the
difference in frequencies of adjectives of affect between corpora.

Figure 1. Frequency of Use of Adjectives of Affect by Corpus)

Example (6) below shows different uses of adjectives of affect in both corpora.
(6a) Belsaita is right and her suggestions are great (PenSp corpus)
(6b) Enjoy! Coba and Tulum are real [sic] great (MxSp corpus)
(6c) A stylish place with excellent Peruvian cuisine. (MxSp corpus)
(6d) The starters are excellent and the pasta with sea food is really impressive.
(PenSp corpus)
(6e) all of a sudden you are surrounded by an [sic] amazing architecture with a
lot of history (PenSp corpus)
(6f) Everything was so amazing and delicious, and served really fast (MxSp
corpus)

One construction with adjectives of affect, however, is only used by Spaniards, with no
instances in the Mexican corpus: the token bigram very good (7).

(7) Very good Chinese food in El Puig at reasonable price. (PenSp corpus)

The significant difference in frequency of use of adjectives of affect in Spaniards’ and
Mexicans’ L2 English output (p < 0.05 in all cases) could be explained by Mexican speak-
ers being more influenced by the way Americans express emotion through affect mark-
ers. Yet, as far as we know, there is a lacuna of research concerning Spanish dialectal
differences in stance markers, especially with regard to stance markers of affect. Thus, it
could also very well be that Mexicans express emotion more frequently than Spaniards:
more research is needed in order to draw conclusions.

There is another possible reason for the differences we found in frequency of use of
adjectives of affect in both corpora, which does not necessarily invalidate our previous
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explanation: Spaniards in the corpus may have a more limited repertoire of use of L2
English adjectives of affect, and consequently make more use of Spanish calques when
writing in English. The construction very good is a fine example, as it is a word by word
translation of Sp. muy bueno. Furthermore, very good could be understood as a compo-
sitional phrase. Compositional phrases, following Snider and Arnon (2012), originate in
the grammar while non-compositional phrases originate in the lexicon and are stored to-
gether with their idiosyncratic syntactic and semantic features. Since they are derived in
a predictable way, compositional phrases do not need to be stored in the lexicon (Snider
and Arnon 2012), and thus, should require less processing effort from the speaker who
produces them. This could point to Peninsular Spanish speakers in the corpus having a
lesser command of English than their Mexican counterparts.

Quantifiers1

The augmentativemany in the constructionmany thanks. The constructionmany
thanks is found exclusively in the Peninsular Spanish corpus. Mexican authors either
thanked someone on Tripadvisor by writing thanks (N = 61, 0.16%) —optionally accom-
panied by a lot or a ton—or, to a lesser extent, by writing thank you (N = 35, 0.09%)
—sometimes co-occurring with so much after it. Meanwhile, Spaniards primarily used
constructions with thanks (N = 77, 0.19%), while thank you only occurred on 15 occasions
(0.03%) in the Peninsular Spanish corpus. We tested for the difference in frequency of
the word thanks and the construction thank you between corpora with a log-likelihood
(LL) test of significance, which indicated that the difference in use of the construction
thank you to be significant (p < 0.05) while the difference in use of the word thanks was
not significant. Figure 2 provides a visual breakdown of the difference in frequencies of
gratitude statements between corpora.

Figure 2. Frequency of Use of Gratitude Statements by Corpora)

1The diminutive has already been discussed as a downtoner in the previous subsection.
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Of the thanks constructions found in the Peninsular Spanish data, six (0.01%) co-
appeared with a lot, as in thanks a lot, and more notably, 16 (0.04%) co-appeared with
many, as in many thanks (8).

(8) Could you give any idea??. many thanks again. greetings from Madrid.
(PenSp corpus)

Many thanks, which can be understood as a compositional phrase, only occurs in the
Peninsular corpus: the difference in quantities between corpora proved significant (p <
0.05). As previously mentioned, compositional phrases do not need to be stored in the
lexicon (Snider and Arnon 2012), and thus, should require less processing effort from
the speaker who produces them. This, like other examples in the present study (e.g., the
construction very good) point to Peninsular Spanish speakers in the corpus possessing a
lesser command of English than their Mexican counterparts. It could also be argued that
Spaniards in the corpus have understood the word thanks as Spanish gracias (English
thank you), and because usually this gracias appears with the intensifiermuchas (English
many) before it, they have made a calque.

This theory is reinforced by a quick comparison of English terms to thank someone.
The use of many thanks by Spaniards cannot be explained by British English influence
alone, as the BNC (BNC Consortium 2007) only shows 2.36 instances per million words
(Table 1). Furthermore, in both native dialects of English, thank you is the preferred way
of thanking someone, whereas in both our L2 English corpora, authors preferred the use
of thanks.

Term BNC COCA
Frequency per million words Frequency per million words

Many thanks 2.36 1
Thanks a lot 1.47 4.93
Thanks 62.97 206.27
Thank you 95.55 284.35

Table 1. English Terms Used to Thank Someone: Frequencies

Crystal (2008: 111) defines a contraction as “the process or result of phonologically re-
ducing a linguistic form so that it comes to be attached to an adjacent linguistic form,”
e.g., I’ve from I have, and haven’t from have not, as well as the wanna contraction. Both
verb contractions and not-contractions, following Young (2015), are well represented in
standard written texts across various registers and are familiar to non-native speakers
(NNSs) of English. Biber (1987), using nine genres from the Lancaster-Oslo-Bergen (LOB)
and Brown standardized corpora to compare British and American writing, found sys-
tematic differences in the frequencies of contractions: all American genres displayed a
markedly higher frequency for this feature than the same British genres, although Biber
coded for auxiliary and negative contractions together and unfortunately did not provide
quantitative evidence comparing the two contraction strategies. Other more specific
analyses of contraction, such as (Algeo 2006), have shown, however, that contraction
with the verb have is more frequent in BrE. Yaeger-Dror (1997) provided evidence that
negative contraction is conditioned by interactional and other register variables, and
through her analysis of pragmatic and morphological interpretation of negatives, she
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found that negative contraction and auxiliary contraction must be distinguished from
each other.

The acquisition of English auxiliary contraction and deletion by second-language
learners has been a largely unexplored question (Samar 2003). Research on related top-
ics has shown that copula/auxiliary be is one of the first morphemes acquired by both
child and adult L2 learners (Krashen 1977; Lightbown 1987), yet, very little is known
about how these learners acquire variable contraction of auxiliaries. Odlin (1978) exam-
ined the acquisition of English contractions by six Spanish native speakers from Mexico
who were studying English as a Second Language (ESL) in Texas. Odlin’s results sug-
gested evolutionary stages in the acquisition of contractions characteristic of a certain
level of proficiency, where contraction frequency generally correlated with general pro-
ficiency (i.e., more proficient students used contracted forms more frequently and with a
greater variety of words than less proficient students). The stages of English contraction
acquisition would begin with word classes with a single member (such as it or that), fol-
lowing with other pronouns and that and there, finally evolving to more complex noun
phrases and locatives. The problem with Odlin’s stages is that the differences between
“word classes with a single member” and “other pronouns” are not clear, and thus, we
could not apply his continuum analysis to our results. A further problem is that the ac-
quisition of negative contracted forms (separate from auxiliary contraction) in English
as a foreign language is an understudied topic. In the present study we strive to provide
a description of linguistic features that serve to identify non-contact dialects of a native
language (L1) when dealing with second language (L2) data; taking into consideration
human, topic and time constraints on analysis capacity, we compared contraction usage
rates between dialects without comparing the two contraction strategies. Future stud-
ies in NDID could provide a separate qualitative analysis of negative contraction and
auxiliary contraction.

We now turn to our own data, taking previous investigations into account in order
to draw certain conclusions. Table 2 allows us to compare contraction usage rates by
dialect.

Feature Mexican L1 Spanish Corpus Peninsular L1 Spanish Corpus
Number of authors Segment Number of authors Segment
using feature proportion using feature proportion

" ’s " 23 0.086 non-significant non-significant
" n’t " 24 0.071 21 0.076
" ’m " 15 0.032 20 0.037
" ’re " 10 0.013 non-significant non-significant
" ’ve " 9 0.012 14 0.017
" ’d " 9 0.01 non-significant non-significant

Table 2. Usage rates of contracted forms by dialect

Table 2 shows six significant contracted forms in theMexican Spanish corpus, with three
of these contracted forms also being significant in the Peninsular Spanish corpus. We see
similar rates of usage and of segment proportions for the significant contracted forms
in both corpora. Additionally, while the word is was the sixth most frequent unigram
found in the Mexican Spanish corpus, this same word was the most frequent unigram in
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the Peninsular Spanish corpus, possibly pointing to the comparably lower rates in which
contractions occur with the copula be in Peninsular authors’ L2 English output.

Bigram results in both corpora are also enlightening. Data shows, in general, a more
frequent use of contracted forms over their respective full form alternatives in the Mex-
ican Spanish corpus (as examples, don’t occurs 64 times and do not, six; it’s occurs 62
times and it is, 50). In contrast, in the Peninsular Spanish corpus, it is occurs 131 times,
It is, 52 times, and it’s, 32. Trigrams in our data are no different in this matter. Within
the twenty most frequent trigrams in the Peninsular Spanish corpus, we found ten full
forms, such as is not the, I do not, or I am from, and zero contracted forms; meanwhile, in
the Mexican Spanish corpus, within the twenty most frequent trigrams, we encountered
three contracted forms, such as I don’t and I’m from, and only full forms (if you are and
would like to).

These findings demonstrate that Mexican authors make a wider and more varied
use of contractions than Peninsular authors. Results also possibly point to Spaniards in
the corpus having lower proficiency English levels than Mexicans; having said that, we
cannot discount the fact that because Spaniards have probably more input from British
English—a dialect with considerably less use of contractions in written registers (Biber
1987) —, their reduced use of contractions could be partly due to British English influ-
ence.

Punctuation
Within the punctuation inventory, there are three functional classes (Bredel (2008, 2011),
cited in Busch (2021)): syntactic signs, communicative signs, and scanning signs. To
guide the grammatical parsing process, syntactic signs are used (i.e., period, comma,
colon, and semicolon); to mediate the relationship between writer and reader, com-
municative signs are used (i.e., exclamation mark, question mark, quotation mark, and
parentheses); to indicate that information to decode the message is missing and must be
interpreted by the reader, scanning signs are used (i.e., hyphen, apostrophe, and ellipsis
dots). As Busch (2021) notes, in some forms of CMC, the use of punctuation signs by
collaborative writers in their interactions (such as the ones we find in our TripAdvisor
data) acts as contextualization cues, in order to indicate the interpretation of utterances
and guide sequential progress.

Previous studies have found that the use of emoji, another form of non-word tokens
in CMC, is strongly impacted by cultural background (Gibson et al. 2018). Additionally,
politeness is culturally bound (Terkourafi 2011). Accordingly, it would be expected for
punctuation signs —especially for communicative and scanning signs—to show cross-
cultural and cross-dialectal variation.

There are important differences in frequency of use of certain communicative and
scanning signs between the Peninsular and Mexican Spanish data in our corpora, shown
in Table 3.
Specifically, Mexicans in our data use ellipsis dots (both in its standard three-dot form
[...] as well as in repeated forms with four or more dots [....]) more than Spaniards. In
(9a), ellipsis dots are used in order to change topic; in (9b), as an ending to the text; in
(9c-d), as a way to add suspense and introduce an unexpected outcome, be it positive
(9c) or negative (9d); and to delve deeper into a topic (9e). Sometimes, as in (9f), an
author can use ellipsis dots in more than one occasion, for different pragma-linguistic
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Feature Mexican Spanish Corpus Peninsular Spanish Corpus
. . . 4,04 3,5
. . . . (4 or more dots) 548 21
! 5,295 4,259
!!! 320 274
? 4,131 2,213
??? 182 84
mean 2,419 1,725
SD 2312.60 1871.46

Table 3. Relative frequencies of punctuation signs per million tokens

functions (i.e., as a way to add suspense and introduce an unexpected outcome, and to
change topics).

(9a) Hi, I’m from Guadalajara, and a huge Chivas fan. The games usually start at
07:00 pm. I hope this gives some answers...
TICKETS: You can buy them during the week (Monday-Friday) at different locations
across the city. The day of the game tickets are sold at the stadium until they finish
[...] (MxSp corpus)
(9b) This show is a must when you’re in New York. It has it all: great plot, out-
standing music, girfted [sic] singers...everything! I definitely recommend Les Mis...
(MxSp corpus)
(9c) Looking for a great sushi place... This is it!
We stumbled upon this by chance, but had a mayor surprise (MxSp corpus)
(9d) Happy birthday... except for the check (MxSp corpus)
(9e) Yeah, it’s worse due to the dry season, heat and sun...somehow it makes ozone
stick around longer (MxSp corpus)
(9f) We went there a few days ago because we were visiting the Oceanografic. We
just went for a walk to see the buidings and the pools ... Amazing! It looks like you
were in a futuristic city ... There are also activities if you go with your kids ...
You cannot miss this if you visit Valencia! (PenSp corpus)

Moreover, Mexicans in our corpus make use of exclamation marks and question marks,
both single and iterated, more often than Spaniards. Example (10) shows some punctu-
ation mark usage within our corpora.

(10a) The Castle in Chichen.... you can climb it ! (MxSp corpus)
(10b) The food is very good and the service is very attentive.
We couldn’t try one of their specialties, apparently, they cook Camembert in a very
special and delicious way ... next time, hopefully!!
The only thing is that the service is not the fastest in the world... so, take it easy
and enjoy the views!!
Congratulations Ca’María team!! (PenSp corpus)
(10c) I studied at Bristol university for a semester 26 years ago....and I’m coming
back!!! (PenSp corpus)

This analysis of results requires further qualitative examination to clarify the possible
reasoning for punctuation mark usage in our data, taking into account the context in
which these punctuation marks were used and analyzing them as “contextualization
cues” (Busch 2021: 3) that allow language users to “signal contextual presuppositions”
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(Gumperz 1982: 131). The literature tackling politeness and requests in the Spanish
speaking world points to possible misunderstandings between speakers of different di-
alects, where (most) issues seem to be found in differing politeness systems, especially
between Latin Americans and Spaniards, as Spaniards are perceived as very direct and
abrupt by Latin Americans, and Latin Americans are understood by Spaniards to be
too formal sometimes (see Márquez-Reiter (2002), for further discussion on the topic).5
Márquez-Reiter (2002) provides a possible explanation as to why Spaniards are regarded
as more direct than Latin Americans, namely, Spaniards’ lack of tentativeness when car-
rying out a request compared to Uruguayan speakers.

The use of punctuation signs in our data signals more tentativeness and more ex-
plicit politeness devices by Mexican users, in line with previous research. This seems to
be achieved byMexicans’ higher use of ellipsis dots and exclamation and questionmarks.
Our findings align with Bieswanger (2008), who indicated that in CMC, users favor dif-
ferent strategies in different languages and that these strategies are used in different
proportions. Our findings also align with Gibson et al. (2018), showing that non-word
tokens in CMC are impacted by cultural background.

Part-of-Speech (POS) N-grams
We must consider syntactic complexity as an important measure of L2 proficiency
(Larsen-Freeman 1978; Lu 2011) that can assist us in gauging differences between au-
thors, and possibly, between different L1 dialects when producing L2 output. Ortega
(2015) defines syntactic complexity (also called syntactic maturity or linguistic complex-
ity) as “the range and the sophistication of grammatical resources exhibited in language
production” (p. 82). Biber and colleagues (Biber et al. 2011, 2014), when examining for-
mal academic registers, indicated that spoken registers showed grammatical complex-
ity in their clausal elaboration (i.e., subordination with high-frequency mental verbs
such as think, know, and say) while written registers displayed grammatical complexity
through phrasal compression, and specifically through complex noun phrases and com-
plex phrases. Tyler and Evans (2001) showed that prepositions are significant markers
of linguistic complexity, as more advanced L2 learners start being able to use lower-
frequency prepositions and prepositional phrases and use these in more idiomatic ex-
tended senses. Kyle and Crossley (2018: 334) suggest using fine-grained indices of syn-
tactic complexity, such as phrasal complexity indices, as they “may provide a clearer
understanding of the relationship between syntactic complexity and L2 writing” than
coarse-grained indices that measure complexity at the clause or sentence level.

Taking these studies into consideration, we now proceed to analyze syntactic com-
plexity through POS bigrams and trigrams. POS n-grams that were most distinctive, that
is, that were ranked as distinctive by both the keyness metric and by the Burrows’ Zeta
metric (versus only appearing as distinctive in one of the two metric lists) are the ones
that we discuss below.

POS Bigrams
POS bigrams provide information about differences in how Spaniards and Mexicans ex-
press themselves. The construction [VERB ADP], realized as phrasal verbs, is distinctive
of the Mexican Spanish corpus. The presence of phrasal verbs points to Mexican authors
in our corpora possessing higher lexical sophistication in English than Spaniard authors.
The most frequent examples in our data include the verbs to go to, to look for, to be from,
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to stay in, to go to, to get to, to feel like, to be in, to ask for, and to live in. Phrasal verbs are
said to be inherently difficult for learners of English as a second language (ESL) to mas-
ter, with research indicating that ESL students often avoid them and frequently make
mistakes in their attempt to use them (Bronshteyn and Gustafson 2015).

Another construction distinctive of the Mexican Spanish corpus is the bigram
[NOUN NOUN], where most frequent examples point to Mexican authors’ ability to use
complex nouns such as day trip, front desk, observation deck, bus station, science museum,
train tickets, train schedule, andwine list. As Biber and colleagues (Biber et al. 2011, 2014)
have argued, themain source of linguistic complexification inwritten academic language
is phrasal compression through complex noun phrases and complex phrases. It seems
that we can transpose this feature of linguistic complexity not only to academic writing,
but also to more informal registers, such as the CMC genre of Tripadvisor entries.

POS Trigrams
A distinctive POS trigram in our Peninsular Spanish data is the construction [ADJ NOUN
PUNCT], with one of its realizations beingMany thanks! (N = 5). As has been discussed
previously, this phrase is possibly a calque from Sp. Muchas gracias, and as a compo-
sitional phrase, it does not need to be stored in the lexicon (Snider and Arnon 2012),
requiring less processing effort from the speaker who produces it. Possibly, Peninsular
Spanish authors in our corpus have a less idiomatic command of English than Mexican
Spanish authors, relying more on simpler structures and trying to compositionally de-
fine many constructions. This can also be perceived by Spaniard authors’ distinctive use
of the [AUX ADV ADJ] construction, with which, instead of describing a noun with an
adverb and an adjective before it (e.g., a very[ADV] good[ADJ] restaurant[NOUN]), they de-
scribed a noun in a compositional manner (the restaurant[NOUN] is[AUX] very[ADV] good
[ADJ]), as in (11).

(11a) The staff is very good, helpful and friendly. (PenSp)
(11b) Price was very good too (PenSp)
(11c) The food is great, the service is very attentive and the atmosphere is calm
and very pleasant (PenSp)

The [PRON AUX VERB] construction was the fourth most frequent trigram in both the
Peninsular Spanish (N = 415) and Mexican Spanish (N = 360) corpora. The most fre-
quent examples of this construction in the Mexican Spanish corpus, however, show a
wider variety of verbs, verb tenses and pronominal persons than its Peninsular Spanish
counterpart, as can be seen in Table 4 below. More specifically, Mexican Spanish —in
opposition to Peninsular Spanish—includes the be going to future tense (you are going
to), use of should, use of contracted forms (‘m), and use of the first-person plural pronoun
we.

Classification task
To supplement our corpus analysis, we investigated the discriminatory power of gram-
matical features in an automatic classification task. Specifically, we tested whether a
particular combination of features could predict if a Tripadvisor post was produced by
an L1 speaker of Peninsular Spanish orMexican Spanish. Our primary goal was to under-
stand how linguistic features can aid the forensic linguist in discerning against dialects,
not to tweak the classification model to achieve the highest accuracy possible. Because
linguistic features are key for explainability in the forensic context, we avoided using
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Peninsular Spanish Raw Mexican Spanish Raw
Corpus Frequency Corpus Frequency
You will find 12 You should try 9
You can find 12 I would like 8
You are looking 10 You would expect 7
I would recommend 10 I’m planning 7
I would like 9 You can go 6
I would say 8 You can take 6
You can see 7 I was thinking 5
You can take 6 I would recommend 5
You can go 6 We would like 5
You can have 5 You are going 5

Table 4. The [PRON AUX VERB] construction by dialect

opaque features such as character n-grams or word embeddings (Mikolov et al. 2013) for
our classification task.

We trained and developed on the target corpora and saved the classifier weights for
our held-out test set. We implemented a logistic regression model in Python with the
Scikit-learn library (Pedregosa et al. 2011), using one-hot encoding as a vectorization
method for each feature. One-hot encoding accounts for the presence of a feature in a
text, notwithstanding its frequency. This approach was a good fit for our experiment, as
texts were not very long; longer texts might require frequency encoding.

Since we had a binary classification task, we considered a 50% accuracy result to be
our chance baseline. We also reported on precision, recall6, and F-1 (the harmonic mean
of the precision and recall score) to offer a holistic evaluation. Since the F-1 score is the
weighted average of the precision and recall score, it punishes extreme scores and offers
a better understanding of the performance of the models.7

Our first baseline models leveraged token unigrams and token bigrams as features.
Since these are typical features in text classification, they offer a starting point for see-
ing how well we can classify the texts without sophisticated feature engineering. This
model considered all tokens in the text as features—either a single token context or a
two-token context. For instance, for the text “you should try”, unigrams represent the
individual tokens (you, should, try) and bigrams the two-token sequences (you should,
should try). Consequently, this allowed the classifier to consider tokens beyond the scope
of our analysis (e.g., content words) and encoded other linguistic patterns that we did
not examine in detail (e.g., short token sequences or shorter syntactic patterns).

As displayed in Table 5, both unigram and bigram classifier variants yielded an ac-
curacy of 65%, an improvement on the chance baseline (50%), demonstrating that there
are linguistic features in the text that can discriminate between the two L1 dialects in
L2 English. The unigram and bigram classifiers show identical precision, recall, F-1, and
accuracy scores because both models are similarly influenced by the presence of the
same tokens—either the presence of a single token (unigram) or a two token sequence
(bigram)—, but how these tokens are represented does not seem to make a difference for
predicting a label in our data. Despite the predictive power of these baseline models,
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content words can be misleading features. For example, many words in our corpus give
away the speaker’s L1 dialect by mentioning places such asMexico,Madrid,Mexico City,
Spain, Monterrey, Sevilla, Cancun, and Guadalajara. The classifier weighs these words
heavily, yet such features are topic dependent.

Next, we turned to feature engineering with the linguistic categories from our qual-
itative analysis, namely, punctuation, adjectives of affect, intensifiers, and contracted
forms. We also considered the performance of combining these features to improve
classification accuracy. We did not take POS n-grams into account for feature engineer-
ing, because these features seem to point to authors’ non-native proficiency rather than
to idiosyncratic linguistic features carried over from their L1 dialect. Taking POS n-
grams into consideration would have been misleading, as it might well be possible for
Peninsular Spanish speakers to have higher non-native proficiency than Mexican Span-
ish speakers in other data sets.

Our best performing classifier used punctuation features and scored just above
chance with an accuracy of 55%. The remaining features, however, did not perform
well overall, with accuracy scores ranging from 36%-50%. Interestingly, the combination
of features did not perform well either.

Notably, many of these features aside from punctuation are not prevalent in every
text. This feature sparsity issue leaves many texts in the test set without any of the fea-
tures from the training step and leads the classifier to make poor decisions. Combining
features also increases the number of features for the model to consider, but in our case,
this introduced more noise into the system and accuracy did not improve.

Punctuation was a distinctive feature that was present in our texts, but it did not
occur enough to be a reliable classification feature. This was the case for other features
(namely, adjectives of affect, intensifiers, contracted forms, and a combination of these):
from our corpus analysis we note frequency differences that are distinctive between the
two classes but not common enough to make a difference in automatic classification, as
can be observed in Table 5.

Feature Precision Recall F-1 Accuracy
token unigrams 0.65 0.65 0.65 0.65
token bigrams 0.65 0.65 0.65 0.65
punctuation signs 0.6 0.55 0.51 0.55
adjectives of affect 0.36 0.43 0.36 0.43
intensifiers 0.36 0.36 0.36 0.36
contracted forms 0.24 0.49 0.32 0.49
combination 0.42 0.45 0.38 0.45

Table 5. Classification results for the baseline n-gram model and for models with
linguistic features from qualitative analysis

While result scores were low overall, the primary focus of this section of our study is to
gain insight into how the linguistic features we qualitatively analyzed from our corpus
perform in a classification task. Therefore, we restricted our classification models to
using these features and not other traditional features that tend to work well in NLID
related tasks but are difficult to explain from a linguistic viewpoint.
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To improve our classification task but maintain transparency, we considered another
feature that is commonly used in authorship attribution and forensic linguistic contexts:
function words. The motivation for applying function words was that they are ubiqui-
tous enough to fix our feature sparsity issue and, unlike content words, they are not topic
dependent. Therefore, we offer another round of experiments that considered function
words as a feature and combined them with our main linguistic features. We provide
classification results in Table 6.

Feature Precision Recall F-1 Accuracy
function words 0.58 0.58 0.58 0.58
function words + punctuation 0.69 0.69 0.69 0.69
function words + contracted forms 0.58 0.58 0.58 0.58
function words + adjectives of affect 0.59 0.59 0.59 0.59
function words + intensifiers 0.53 0.53 0.53 0.53
combination 0.55 0.55 0.54 0.54

Table 6. Classification results with function words as features and function words in
combination with linguistic features from qualitative analysis

The classifier that used function words alone performed better than chance and better
than the previous baseline classifier. The rest of the classifier variants that combined
one of the linguistic features with the function word features improved accuracy, all
above chance. Punctuation was a powerful feature on its own, and with function words,
it yielded the highest accuracy of all (69%). This improvement surpasses the baseline
token unigram and baseline classifiers. Interestingly, combining all of these features
performs worse than the other variants, and combining adjectives of affect and con-
tracted forms with function words has little to no impact on the models. These features
do not seem to correlate well together, even though they may yield different scores in
isolation. Additionally, we note that all results have the same precision and recall score.
This is more expected for balanced datasets. As a result, this also leads to a similar F-1
score and accuracy score.

Our best performing classifier can predict between a text produced from an L1
speaker of Peninsular Spanish and Mexican Spanish when writing in L2 English with
a unique combination of features that are transparent, topic independent, generalizable,
and prevalent. While using an engineering approach, and specifically a logistic regres-
sion model, is not always applicable to the forensic context because of text length and
explainability issues, we show that linguistically informed features can improve an au-
tomatic approach for this task. Therefore, such a model potentially serves as an analysis
tool that balances an automatic approach and its linguistic explainability, which can be
helpful when tackling automatic language and dialect identification tasks. These results,
however, only pertain to the scope of this specific genre and text size and need further
research with data from L2 English texts written by authors with other L1 Spanish di-
alects. Indeed, these models would struggle with shorter texts where these features are
possibly sparser.

While the accuracy seems relatively low and there is still room for improvement,
these experiments are a starting point for NDID classification. There was not one fea-
ture that carried the prediction but, from among the features we analyzed, punctuation
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seemed to be the most effective, suggesting that other NDID classification tasks within
online genres should consider punctuation types and punctuation repetition.

Conclusion and future perspectives
We presented a first effort to identify two Spanish L1 dialects, Mexican and Peninsular,
when analyzing texts written in L2 English. The mixed-approach methodology we used
to tackle NDID provides a comprehensive linguistic description of features that serve
to identify Mexican and Peninsular dialects of Spanish. As Kingston (2019) remarks,
a frequent problem with NLI studies is that they tend to neglect the features used to
classify texts; our study, on the contrary, has taken linguistic features into consideration
as they are key for explainability in the forensic context.

In terms of linguistic features in our data, a careful analysis from results revealed
that frequency alone is not necessarily explanatory; as an example, while a (little) bit
is more frequent in the Peninsular Spanish corpus, it shows a wider array of pragma-
linguistic functions in theMexican Spanish corpus, mirroring what happens in speakers’
L1 dialects. Thus, qualitative analyses are needed to help dissect between dialects more
accurately. Another revealing conclusion from our study is that stance markers, which
vary culturally, can aid the forensic linguist in discovering the L1 dialect of a language
from L2 output. Additionally, use of punctuation signs in the data follows patterns found
in previous studies (Bieswanger 2008; Gibson et al. 2018), where CMC users from dif-
ferent cultural backgrounds show different communicative strategies and where use of
non-word tokens is culturally bound. Importantly, results showed that we can tell the
difference between Spaniards’ and Mexicans’ L2 English output, so that it might be pos-
sible to differentiate English L2 outputs among Latin American Spanish dialects. Having
said this, inter-medial and inter-modal studies are needed to further advance knowledge
in NDID.

We also implemented a classifier to detect the L1 Spanish dialect of an anonymous
author writing in L2 English. In the experiments we carried out on the test data, our
model with function words and punctuation as features achieved accuracy of 69% in
categorizing unseen Tripadvisor entries. The applicability of this method to different
data requires further investigation, as we need to see if it is transferable to different
genres. Furthermore, the question of how short a text can be and still allow accurate
categorization still needs to be answered.

This investigation contributes to the field of authorship attribution studies in general
and to NLID and NDID studies in particular by being the first of its kind to address
NDID in non-contact dialects of any language. Future studies should apply the same
methodology to other dialects of Spanish to see if these linguistic features apply to all
dialects of Spanish in general. Finally, another issue that commands additional research
is whether the same linguistic features can detect native dialect influence in L2 English
(or any other L2) texts with an L1 that is not Spanish.

Notes
1According to its Wikipedia entry, Tripadvisor is “an American online travel company that operates

a website and mobile app with user-generated content, a comparison shopping website, and offers online
hotel reservations as well as bookings for transportation, lodging, travel experiences, and restaurants”
(https://en.wikipedia.org/wiki/TripAdvisor).
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2We are aware that gauging native proficiency can be complicated. In this specific case, we were
looking for accuracy (that is, the ability to produce grammatically correct sentences) and grammatical
range. The author who carried out the analysis is a native Spanish speaker and has also carried out L2
proficiency level assessments.

3Intensifiers are adverbs that magnify meaning, scaling a quality up (Ito and Tagliamonte 2003).
4All data for AmE frequencies in the study were obtained from the Corpus of Contemporary American

English (COCA, Davies (2008)), while data for all BrE frequencies were obtained from the British National
Corpus (BNC Consortium 2007).

5As Márquez-Reiter (2002) points out, these are quite generalized cultural perceptions: Latin America
is a vast, culturally diverse geographical area.

6The recall score refers to the number of predicted labels divided by the number of labels in the dataset.
The precision score refers to the number of predicted labels divided by the number of those predicted labels
that actually belong to the label.

7Since we have more of an even class distribution—an even number of testing input from Mexican
Spanish and Peninsular Spanish— we anticipate the accuracy score being sufficient for this study.
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