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Abstract: The increasing population and emerging business opportunities have led to a rise in
consumer spending. Consequently, global credit card companies, including banks and financial
institutions, face the challenge of managing the associated credit risks. It is crucial for these institutions
to accurately classify credit card customers as “good” or “bad” to minimize capital loss. This
research investigates the approaches for predicting the default status of credit card customer via
the application of various machine-learning models, including neural networks, logistic regression,
AdaBoost, XGBoost, and LightGBM. Performance metrics such as accuracy, precision, recall, F1
score, ROC, and MCC for all these models are employed to compare the efficiency of the algorithms.
The results indicate that XGBoost outperforms other models, achieving an accuracy of 99.4%. The
outcomes from this study suggest that effective credit risk analysis would aid in informed lending
decisions, and the application of machine-learning and deep-learning algorithms has significantly
improved predictive accuracy in this domain.

Keywords: credit risk prediction; credit risk; classification; machine learning

1. Introduction

Credit cards offer an easy method of borrowing money to pay for a range of goods
and services in the modern era. Credit cards function as a replacement for cash and
debit cards and are also widely used in daily shopping. Moreover, credit cards have
become indispensable to the contemporary economy for many individuals. From the
view of financial institutions and banks, they must decide whether to approve credit card
applications when a customer submits the application. Different factors are considered
by creditors when determining whether the customer is good or bad in terms of risk and
repayment. According to practical scenarios, our approach categorizes a “bad customer”
as one whose credit has been past due for 60 days or more, whereas a “good customer” is
one whose debt has been past due for less than 60 days.

Credit scores are a general risk governance strategy in banks and other credit insti-
tutions, which utilize the personal data of credit card customers to signify the likelihood
of future default. They help banks or financial institutions to determine whether it is
appropriate to offer credit cards to applicants. Evading bad or default customers is essential
for banks and other financial companies to avoid unwanted costs.

Banks and other credit card centers use a credit scoring system to determine how
risky it is to lend to applicants. The application form filled out by the customer is rich in
information and a valuable asset for the institution, helping to assign the credit score and
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finalize the card issuance. A cutoff point will be established by creditors for credit scoring.
The institution might opt not to lend to the applicant if the score falls below the cutoff;
otherwise, it would charge more from the applicant upon issuing a card.

Credit risk assessment is crucial to commercial banks’ credit risk management. The
danger of a borrower defaulting on their loan due to the inability to make regular payments
is called credit risk. It shows the chance that credit card loan providers might not receive
the interest or principal owed to them on time. Commercial banks can efficiently avoid
credit risk and make better lending decisions by accurately assessing the credit risk of their
applicants. The key to favorable portfolio quality is an efficient underwriting and loan
approval procedure, and one of the primary responsibilities of the function is to minimize
unnecessary risks.

A lucrative credit card client portfolio demands effective credit card customer
segmentation. It serves as a risk management tool and enables the company to
provide clients with appropriate offers and gain a better understanding of their
credit card portfolios. Credit card users can be classified into five categories based
on how they use their cards: max or full payers, revolvers, non-payers, traders,
and non-users. According to Sajumo (Sajumon 2015), among these five categories,
revolvers are the key clients for businesses, as credit card corporations can make
profits at their expense. They only make the minimum payment required, if
any, and continue using their cards as usual to make purchases. They are not
influenced by high-interest rates. Any credit card provider would prefer to avoid
having non-payers as customers. They obtain all accessible credit cards, utilize
all available credit on those cards, but fail to make any payments.

As mentioned, from a company’s perspective, it is crucial to understand the cus-
tomers’ backgrounds and financial conditions before providing them with a credit facility
to maintain a healthy credit portfolio. This understanding will lead to an increase in the
cardholder’s lifespan and help to maintain a sustainable income. However, failure to effec-
tively manage credit risk can lead to losses for credit card issuers and significantly impact
their cash flow. Such disruptions can prevent credit card issuers from effectively reinvesting
their resources, hindering growth and stability. Moreover, attempting to collect payments
from non-payers presents its own set of challenges. Significant time and resources must
be dedicated to this task, leading to additional operational expenses. These costs can
be substantial, considering the expenses associated with employing collection agencies
and other resources. Our research stands at the intersection of this critical challenge. By
employing advanced machine-learning and deep-learning algorithms, we aim to more
accurately classify customers into different categories based on their likelihood to default.
This data-driven, automated approach allows banks or credit card issuers to manage their
credit risk more effectively and efficiently, minimizing losses and ensuring a healthier
cash flow.

Secondly, the financial landscape is not static. It is continuously affected by various
events, including COVID-19, inflation, and recessions, which can destabilize customers’
financial stability and consequently increase the rate of NPAs (Non-Performing Assets).
Double-digit NPAs are a risk, and most banks and financial institutions struggle to maintain
single-digit NPAs. In today’s volatile economic climate, unmanaged or poorly managed
credit risk exposure can lead to severe financial distress, even bankruptcy, if left unchecked.
The domino effect of inaccurate credit risk management can be catastrophic, impacting
not only the business itself but also stakeholders and the broader financial ecosystem.
Therefore, in such an environment, it is essential not only to evaluate the credit risk of
cardholders, but also to monitor them regularly. However, continuous monitoring can lead
to the duplication of work and overburdening analysts, resulting in reduced efficiency for
financial institutions. The importance of our research is further heightened. It streamlines
the entire process, enabling financial institutions to effortlessly pre-process their credit
customer data, select and apply credit risk classifiers, and accurately and efficiently predict
the potential credit risk of the customers, and classifying them into “good” and “bad”
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categories. This allows credit card issuers to adapt rapidly to changing circumstances and
maintain their NPA rates within a manageable range.

Thirdly, maintaining good customers will increase trust in credit card products and
boost product demand. A robust customer base allows institutions to upsell and cross-
sell other banking products, fostering business growth. From a financial perspective,
maintaining good customers leads to a healthier P&L (profit and loss account). Therefore,
in the long-term approach, this research will help credit card issuers to achieve sustainable
strategic growth.

The main goal of this article is to identify the riskiest category, or non-payers, using
machine-learning and deep-learning techniques. Non-payers pose the most significant risk
to the fund. Despite of the risks, credit card issuers will not stop issuing cards. Instead, card
issuers will implement proactive risk management strategies and use more sophisticated
and efficient credit management methods.

This paper discusses predicting the possibility of the default status of the credit
customers using different methodologies such as random forest, neural networks, AdaBoost,
eXtreme gradient boosting (XGBoost), light gradient boosting (LightGBM), and logistic
regression to determine the best-performing algorithm based on accuracy, precision, recall,
F1 score, ROC curve (receiver operating characteristic) and AUC score (area under the
curve), and Matthews correlation coefficient (MCC). This approach will help financial
institutions to make the correct decisions in identifying the right customers for credit
card issuing.

1.1. Aims and Objectives

The main goal of the research is to create an automated method that can predict the
consumer’s default status based on each customer’s application.

The following is a list of the objectives that we aim to achieve through the analysis:

• Determine the most essential characteristics that can be used to anticipate the defaulting
status.

• Implement balancing techniques to enhance the appropriateness of the data for identi-
fying and examining credit card data.

• Investigate various machine-learning and deep-learning methods and use credit card
data as a predictive base.

• Identify and analyze the performance metrics that are the most appropriate for mea-
suring the classification problem.

• Assess the robustness of the selected models over time to ensure sustained accuracy
and reliability in varying economic conditions.

1.2. Research Contributions

Our research outputs have three key contributions as follows:

• Performing data analysis and visualization to gain insights, as well as summarizing
significant data features to achieve a better understanding of the dataset. The approved
and disbursed loan data from a given time period were studied, and the performance
window was then selected and used to predict the performance of future periods
(Han et al. 2012).

• Among six machine-learning algorithms, XGBoost was identified as the best-performing
model and was chosen as the final model. Based on credit card customer information,
a model was developed to classify good and bad customers. Refer to Section 5.3:
Summary of Performance Metrics (Chen and Guestrin 2016).

• To understand the relationship between the dependent variables, a correlation matrix
was employed, and feature importance was used to identify the critical features that
determine the classifier’s performance. Age, income, employment duration, and
the number of family members are the primary predictors for the best-performing
XGBoost model. Refer to Section 5.2: Feature Importance of the Best Performing Model
XGBoost (Lundberg and Lee 2017).
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• Evaluating the robustness of the models over time to ensure that accuracy remains
consistent across different datasets and economic conditions. This ensures that the
models are not only accurate on the initial dataset but also maintain performance as
new data become available (Krawczyk 2016).

The paper is structured as follows: The first part introduces the research (Section 1), ex-
plaining the study’s background and aim. The next part reviews previous relevant research
(Section 2), followed by the data and methodology (Section 3). Section 4 discusses the differ-
ent machine-learning algorithms used in this study. Section 5 presents the implementation
and detailed results. Finally, Sections 6 and 7 provide the discussions and conclusion.

2. Related Literature
2.1. Importance of Credit Risk Analysis

Credit risk analysis plays pivotal roles in the business, finance, retail, and insurance
industries. New techniques and technologies are crucial to help develop a better process of
analysis and identify any potential issues.

Granting loans to applicants is a crucial concern for commercial banks worldwide
(Xia et al. 2018). These financial organizations carefully assess the creditworthiness of their
customers to prevent significant loss in the event of default. The fierce market rivalry
compels them to separate the “good” applicants from the “bad” ones. Consequently, credit
scoring has emerged as a popular research topic among scholars and financial institutions
due to its effectiveness as a tool for assessing credit risk. According to (Sariannidis et al.
2020), financial institutions and credit analysts could benefit even more from developing
machine learning-based techniques such as SVC and random forest in the future. Using
quantitative and operational data to more precisely pinpoint the credit risk categories
that their clients fall under would allow for a more accurate assessment of the customer’s
creditworthiness. To better understand and monitor the loan portfolios of banks and to
pursue credit policies effectively, it is helpful to categorize the characteristics of clients and
assign them to distinct credit risk categories.

The work of (Bao et al. 2019) discussed that recent studies have concentrated on the
ensemble strategy, which incorporates various ML models for credit scoring. One of the
more often used approaches is constructing consensus classification decisions based on
the results of individual ML models. The work of (Chen et al. 2021) suggested that big
data could be explored and analyzed using data analytics, which could help banks to
reduce risks and make better investment decisions with reliable returns. The work of
(Chang et al. 2020) described that using several different financial models could yield
more precise results based on various scenarios, including investment requirements. The
stakeholders could then be presented with all the outputs, increasing the likelihood of risk
mitigation or avoidance.

According to (Buchanan and Wright 2021), machine learning is a significant factor
influencing the financial services sector to a greater extent. Additionally, they looked at how
machine learning and artificial intelligence are used in the UK financial services industry.
They examined the UK’s present AI/ML environment and concluded that credit scoring,
financial distress prediction, robo-advising, and algorithmic trading are a few domains
where machine learning has had a significant influence. They also noted that applications
of ML for predicting credit market defaults are becoming more popular. ML may be used to
evaluate character and reputation characteristics when predicting future payment patterns.

2.2. Methodologies for Credit Risk Analysis

There has been an increasing number of studies that have studied different machine-
learning methodologies and justified them as favorable methods to calculate credit risk.
These methodologies and their advantages from various machine-learning techniques are
highlighted below.

Some of these research studies have focused on the development of one single al-
gorithm; for example, a multinomial logistic regression model is used in the research by
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(Adha et al. 2018) to learn about the variables influencing default and attrition occur-
rences on credit. The accuracy of the multinomial logistic regression model in identifying
customers based on the chance of defaulting is 95.3%.

Most of the research studies have applied several algorithms to compare the efficiency
of the models, under different scenarios of credit risk modelling. The study by (Ullah et al.
2018) discussed that most card users, regardless of their ability to pay, misuse their credit
cards and accrue cash-card debt. The biggest problem facing cardholders and banks right
now is this issue. The study aimed to employ knowledge discovery in data to forecast
credit card applicants’ probability of defaulting on payment. Six regression approaches
were used to identify credit default payment and card users, including K-nearest neighbors,
the logistic regression model, SVM regression, AdaBoost, and random forest. Compared to
other data mining approaches, AdaBoost performs best, having an accuracy rate of 88%.

The work of (Dm and Mm 2018) described that financial organizations must forecast
loan defaults to reduce losses from non-payment. Their outcomes demonstrated that
the support vector machine model outperformed the logistic regression model (accuracy:
86.12%, precision: 0.7831). The study advised financial institutions to use support vector
machines to anticipate loan defaults.

According to (Ma et al. 2018), since its debut in 2016, LightGBM has been extensively
adopted in the field of big data and machine learning. Together with XGBoost, it is
considered a high-powered machine-learning tool. Publicly available experimental data
indicate that LightGBM is more efficient and precise than other existing boosters. LightGBM
is more precise, needs less memory, and is quicker than XGBoost. Further, experiments
indicate that the LightGBM algorithm can acquire linear acceleration by utilizing many
machines for specific training. Consequently, the benefits of this algorithm manifest in the
following five aspects: low memory usage, rapid training speed, good model precision,
support for parallel learning, and rapid processing of large datasets.

LightGBM (LGBM)’s dependability and adaptability will substantially facilitate the
creation of a credit rating system. The research project conducted by (Naik 2021) aims
develop an up-to-date credit scoring model that is contemporary in predicting credit
defaults for unguaranteed loans such as credit cards using machine-learning approaches.
According to the research findings, the LGBM classifier model is superior to other models
in terms of its capacity to provide faster learning speeds, improve efficiency, and manage
larger amounts of data effectively. With the highest accuracy of 95.5% and an AUC of 0.99,
the LGBM surpasses the other models, which include logistic regression, SVM, K-nearest
neighbors (KNN), XGBoost, decision trees, and random forest.

As per the paper by (Zhu et al. 2019), the loan default prediction model using the
random forest algorithm can adapt to build a model to predict loan default in the given
data compared with the other three methodologies, i.e., decision tree, logistic regression,
and support vector machine. According to their experiment, the random forest model
outperformed the other models with an accuracy of 98%, an AUC of 0.983, an F1 score of
0.98, and a recall of 0.99. Moreover, they added that the random forest algorithm works
rapidly on large databases and is the most accurate algorithm compared with the other
three algorithms. It can also deal effectively with errors in unbalanced data during the
classification problem. Finally, it is a valuable method for assessing missing data, which
can produce good accuracy even when a significant portion is missing. According to
(Sayjadah et al. 2018), by measuring the customer’s level of risk and using the model results,
banks and financial institutions can advise businesses on making smart decisions. Their
article examines the efficacy of credit card default forecasting. Random forest, logistic
regression, and decision trees are used to analyze variables in predicting credit default,
with random forest demonstrating a superior accuracy and area under the curve. As per
the results, the random forest, with the highest accuracy of 82% and a better AUC of 0.77,
best captures the criteria.

In the work of (Tian et al. 2020), models were compared and discussed based on
their accuracy, AUC, and F1 score using suitable data cleaning and important feature
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selection. The gradient boosting decision tree is one of the top models, with an outstanding
accuracy of 92.19%, AUC value of 0.97, and F1 score of 91.83%, when compared to logistic
regression, decision trees, SVM, neural networks, random forest, and AdaBoost. The
work demonstrated that the mentioned model had the finest ability for generalization
and classification.

The work of (Duan 2019) suggests an MLP consisting of three hidden layers used
to train the technique of backpropagation for loan default prediction in lending. It is
demonstrated that the MLP model’s approach classifies test data with 93% accuracy, which
is more significant than the prediction accuracy of 75% gained using the MLP model
with one hidden layer, logistic regression, SVM, AdaBoost, and decision trees. In the
research carried out by (Bindal and Chaurasia 2018), the five data mining techniques
logistic regression, naive Bayes, decision trees, MLP classifier (neural networks), and KNN
were compared. The MLP classifier gave the best performance with an area ratio of 0.88.
Also, logistic regression helped to identify the main components necessary for analyzing a
customer’s credit risk.

According to (Liu 2022), the backpropagation neural network (BPNN) can learn on
its own, adapt on its own, acquire knowledge, and cope with uncertainty successfully.
His research demonstrates that the neural network efficiently regulates individual credit
administration, lowers credit risks for banks and financial institutions, and offers a new
framework for decision-making for the banks’ customer credit operations. The work of
(Sun and Vasarhelyi 2018) shows how deep learning can be used to forecast credit card
delinquencies. Deep neural networks outperform typical artificial neural networks, decision
trees, naive Bayes, and logistic regression in terms of overall predictive performance and
have the greatest overall accuracy (99.5%), F scores (0.7064), AUC (0.9547), and precision
(0.8502). Also, they added that deep learning has successfully been applied, suggesting
that AI has a lot of promise to assist and predict credit risk assessment by modeling for
banks and financial institutions.

The work of (Wang et al. 2022) compared and analyzed three classification algorithms:
decision trees, K-nearest neighbors, and XGBoost. The individual’s credit risk evaluation
algorithm based on XGBoost performs better in terms of the Type II error rate (0.199), accu-
racy (87.1%), and AUC (0.943). They concluded that the XGBoost-based model for assessing
the probability of default on a personal credit line has a strong default discrimination
capability and robustness.

The article by (Lin et al. 2023) stated that credit scoring models might still be unable
to identify consumers who are unable or unwilling to make loan payments, leading to
early loan defaults that would result in significant losses for lenders. Based on real-world
credit data obtained from online lending mediums, their study tries to classify those
bad customers who default on their loans soon after they are issued. They carried out
experimental research based on various conditions of early defaults. The outcomes show
that standard logistic regression is significantly outperformed by LightGBM regarding
prediction ability for the classification job. Although the benefit is negligible regarding
1/N recall rates, ML-LightGBM performs even better in terms of AUC than a Bayesian-
optimized LightGBM model. They concluded that ML-LightGBM is a favorable method for
credit scoring and fraud detection. The study by (Ma et al. 2018) classifies and analyzes the
Lending Club’s loan dataset to forecast whether the customer will fail to make the payment
in the future using the LightGBM and XGBoost algorithms. Each model’s output is utilized
to summarize the results. The study concluded that LightGBM’s classification prediction
results for the identical dataset are superior to those of XGBoost.

In (Guégan and Hassani 2018), the authors introduce the concept of “Regulatory
Learning” in their study, focusing on the supervision of machine-learning models in the
context of credit scoring. The paper emphasizes the importance of building models that
not only achieve high predictive accuracy but also comply with regulatory standards—an
essential requirement in the financial industry. By applying various machine-learning
algorithms to credit scoring, the authors illustrate how interpretability, transparency, and
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robustness of models are crucial for regulatory compliance. The study provides a compre-
hensive framework for integrating machine-learning techniques into credit scoring while
considering the dynamic nature of risk and the need for periodic model validation. This
work lays the groundwork for developing credit risk models that balance performance
with regulatory requirements, a critical aspect that aligns with the focus of our research.

In another related study (GeeksforGeeks n.d), the authors conducted an in-depth
analysis of credit risk using a variety of machine-learning and deep-learning models,
including neural networks, logistic regression, AdaBoost, XGBoost, and LightGBM. The
authors compared the performance of these models based on evaluation metrics such as
accuracy, precision, recall, F1 score, ROC, and MCC. Their findings revealed that XGBoost
showed a strong predictive performance, which aligns with our study’s results.

In summary, a comparison of the different methodologies from the literature review is
shown in Table 1.

Table 1. Accuracy comparison from the literature review.

Study Model Accuracy

Zhu et al. (2019) Random forest 98.00%

Sayjadah et al. (2018) Random forest 82.00%

Tian et al. (2020) Gradient boosting decision tree 92.19%

Sun and Vasarhelyi (2018) Neural network 99.50%

Duan (2019) Neural network backpropagation
(3 hidden layers) 93.00%

Wang et al. (2022) XGBoost 87.10%

Naik (2021) LGBM 95.50%

Adha et al. (2018) Logistic regression 95.30%

Ullah et al. (2018) AdaBoost 88.00%

Dm and Mm (2018) SVM 86.12%

2.3. Reinforcement Learning in Finance

Reinforcement learning in banking: In recent times, there has been a notable surge in
the utilization of reinforcement learning (RL) in the banking industry. In portfolio manage-
ment, Q-learning and policy gradient approaches have demonstrated promise by enabling
dynamic asset allocation strategies that adjust to shifting market conditions. In both bull
and bear markets, Lucarelli and Borrotti (Lucarelli and Borrotti 2020) showed how a deep
Q-network can be more effective at managing a portfolio than traditional approaches. The
work of (Sumiea et al. 2024) investigated policy gradient approaches, which provide a more
straightforward means of optimizing portfolio performance indicators and demonstrate
particular strength in managing transaction costs and market effects.

Another area in RL applications is adaptive credit scoring systems based on multi-
armed bandit algorithms. These techniques, like those presented by (Ali et al. 2024), enable
credit scoring models to be continuously learned from and adjusted in response to new data.
This strategy is beneficial in dynamic lending markets where macroeconomic conditions
and borrower behavior change quickly.

However, there are several difficulties when applying RL in dynamic financial situ-
ations. The work of (Malibari et al. 2023) draws attention to several problems, including
the non-stationarity of financial time series, the requirement for a substantial quantity of
training data, and the challenge of defining suitable reward functions in intricate financial
systems. Furthermore, the exploration–exploitation trade-off in reinforcement learning can
present a significant challenge in financial applications where exploration may result in
actual financial losses.
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2.4. Optimization Techniques

Evolutionary algorithms have demonstrated significant potential in selecting features
for credit risk models. The work of (Xu and Zhang 2024) illustrated the efficacy of genetic
algorithms in selecting optimal feature subsets for credit scoring, thereby enhancing model
performance and reducing dimensionality. These methods are especially advantageous in
high-dimensional financial datasets, where conventional feature selection methods may be
computationally unfeasible.

In the field of financial forecasting, gradient-based methods continue to be the foun-
dation of neural network training. Recent developments, including those proposed by
(Behera et al. 2023), incorporate second-order optimization techniques and adaptive learn-
ing methods that considerably enhance model performance and the speed of convergence
in predicting financial time series.

Regulatory compliance in risk assessment has become more critical due to the increas-
ing importance of constrained optimization approaches. The work of (Maldonado et al.
2017) developed a constrained optimization framework for credit scoring that directly
integrates regulatory requirements into the model optimization process.

Based on the above discussions, it can be observed that machine-learning models
are becoming very efficient tools in credit risk scoring, and each of the models has its
own advantages over others. Among the most applied algorithms, we particularly choose
neural networks, logistic regression, AdaBoost, XGBoost, and LightGBM for their ability of
learning, adapting, and predicting as approved in previous studies, to apply in the scenario
of credit card customers in our considered case study. The results can benefit the credit card
industry by developing appropriate algorithms to predict credit risks, in order to analyze
the uncertainty in credit scoring and thus support the decision-making process to mitigate
the effects from potential risks.

3. Data Analysis
3.1. Dataset Description and Methodology Overview

The research is based on a secondary dataset from Kaggle. This dataset is actual bank
data presented on the website after removing the customers’ sensitive personal information.
There are two different data files, application_record.csv and credit_record.csv. The first
application_record dataset includes the applicants’ data, which may be used as predictive
characteristics. The second one, the credit_record dataset, keeps track of consumers’ credit
card usage habits (credit history). The ID is the connecting column (primary key) of the
application and credit record datasets. Two tables that are linked by ID were combined to
create the data. The application_record.csv contains the columns of the client ID, gender,
ownership of a car, phone, work phone, mobile phone, email, and property, number of
children, family size, annual income, income category, educational level, marital status,
housing type, birthday, and occupation type. Client ID, record month, and customer status
are the columns in the credit_record.csv dataset. As a starting point, the record month
is the month from which the data were collected; counting backward, 0 represents the
current month, −1 represents the prior month, and so on. The status column lists the
following amounts as past due: 0: 1–29 days, 1: 30–59 days, 2: 60–89 days, 3: 90–119 days,
4: 120–149 days, 5: write-offs for greater than 150 days that are past-due or bad debts.
“C” indicates that month’s repayment, and “X” indicates no loan for the month. Detailed
descriptions of the variables are given in Appendix A.

An overview of the methodology of this study is shown in Figure 1, which presents
the 5 steps of the analysis that are adopted in the following sections. Firstly, the dataset
was tested and cleaned to improve the quality of the work; then exploratory data anal-
ysis was conducted to learn more about the data before pre-processing. After that, all
six methodologies were used to differentiate the predicted results from the actual results
using the confusion matrix. During the process, each methodology was evaluated and com-
pared using performance metrics such as accuracy, recall, precision, F1 score, ROC–AUC,
and MCC.
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Model evaluation 

Finalize the best-performing algorithm by using performance metrics (MCC). 

Predicting the possibility of the default status of the credit customers using random forest,  

neural networks, AdaBoost, XGBoost, LightGBM, and logistic regression 

Data pre-processing and overcoming the data imbalance 

Data split 70% for training and 30% for testing and SMOTE for handling imbalanced data 

Descriptive Analytics and exploratory analysis 

Summarize the past data and unravel the pattern and relationships 

Data acquisition 

Bank credit card data from Kaggle 

Model selection 

Figure 1. Methodology framework.

3.2. Exploratory Data Analysis (EDA)

Raw data, also known as unprocessed data, are only helpful if there is something to
be gained from investigating it. EDA involves analyzing and visually representing the
data to gain insights, as well as summarizing significant data properties to gain a better
understanding of the dataset.

According to IBM (Education 2020) and (Aswini et al. 2020), EDA gives users a more
profound knowledge of the variables in the data collection and their relationships. It is
generally used to explore what data might reveal beyond the formal modeling or hypothesis
testing assignment. EDA can also aid in determining if the statistical approaches being
considered for the research methodology are appropriate.

Some models have a significant number of features, which can cause the arrangement
and training processes to take more time and consume a significant amount of system
memory. It requires considerable time and effort for each feature to scan through the
various data instances and estimate every potential split point, which is the primary
factor contributing to this behavior. It is evident that when there are extra features in the
data, the efficiency and scalability of the model are far from optimal. It is recommended
to have fewer characteristics to save time during the computing process and boost the
model’s performance.

The work of (Al-qerem et al. 2019) mentioned that data preparation is a crucial step
when developing a classification model, as it significantly affects model accuracy. Applying
feature selection techniques to a vast dataset is also of great importance; it improves
accuracy and performance.

The summary statistics provided in Figure 2 help to understand the variable distribu-
tion more effectively.

Based on the observations from the above table, firstly, the variables were further
analyzed, and “Flag mobile” was decided to be removed from the model prediction since
the minimum and maximum value are both “1”. Secondly, outliers need to be checked for
a few variables since there is a considerable difference between the maximum value and
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the 75th percentile value. Thirdly, the variables with the value “0” for a min, 25th, 50th,
and 75th percentiles were further investigated.
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Unstructured data are transformed through data visualization into groupings and
metrics that may be quickly used as smart business information for quick and effective
decision-making. The application submitted date and the status value for each month
following the open month for the credit card help to analyze the credit behavior. The credit
card customers’ past credit history can be compared during the various application months.

Additionally, it identifies relationships and patterns, as well as areas that work well or
can be improved. The distribution of the variables and the data balance are examined using
a variety of data visualization approaches such as bar charts, pie charts, and histograms to
enhance the comprehension of the information and its aspects.

Unique values of each column were checked to identify the redundant columns. When
the attribute has numerous unique values, it takes longer to conclude the data analysis,
which should focus on the crucial part of our research questions. The detailed data analysis
followed the steps below.

3.2.1. Performance Window and Target Variable Creation

Following the issuance of the customer’s credit card, the details of the customer will be
retained in the system, and each transaction will be monitored for various reasons. One of
the most critical functions of monitoring the account’s credit status is to track how much
money is being spent and how much is being paid back. To maintain a credit scorecard for
each month, the status must be categorized as either good or bad for each customer.

According to the algorithm, the bank or financial institution can distinguish between
good and bad customers using the available features from the application filled out by the
customer. In the context of this study, “bad” accounts are those whose overdue balances
have a status of 2, 3, 4, or 5, while “good” accounts are all other types of accounts. The
dataset needs to include information regarding the opening date of the credit card. When
analyzing the data, the month with the earliest “MONTHS_BALANCE” is deemed to be
the account’s opening month. Then, we reorganize the data such that month 0 represents
the beginning month, and one month after the beginning month is indicated by month 1,
see Figure 3.

Figure 4 below depicts the monthly distribution of accounts by status. It shows each
account-opening month, beginning with month 1 and continuing through month 60, and
helps to review the performance of the portfolio. From the time window, it is necessary to
identify their status and accounts according to the month they were created.

Over the course of all account-opening months, the bad rate ratio needs to be computed
for the entire portfolio to locate the stable period of the bad rate. In the beginning, there
was only a modest increase in the number of credit cards; however, this may have been
insignificant for the models. Figure 4 shows that accounts that have been open for more
than 50 months demonstrate a dramatic increase in the percentage of bad loans.
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As previously indicated, the status column contained various values that had been
converted to binary numbers. The status values 2, 3, 4, and 5 are changed to 1, while the
others are set to 0. A “bad customer” is one whose past-due balance exceeds 59 days, while
a “good customer” is one whose past-due amount is less than 60 days. According to the
binary value, 1 represents a bad customer, whereas 0 represents a good one.

As per the time series graph shown in Figure 5, the bad rate has nearly stabilized after
one year (12 months). Based on this, the first 12 months can be considered as a performance
window or the time frame for the analysis. Any customers that go delinquent within
the first year will be labeled as “bad,” while the remainder will be considered “good”.
Customers are categorized as bad or good based on their status throughout the initial
12 months, as shown in Figure 5.

Risks 2024, 12, x FOR PEER REVIEW 12 of 35 
 

 

As per the time series graph shown in Figure 5, the bad rate has nearly stabilized 
after one year (12 months). Based on this, the first 12 months can be considered as a per-
formance window or the time frame for the analysis. Any customers that go delinquent 
within the first year will be labeled as “bad,” while the remainder will be considered 
“good”. Customers are categorized as bad or good based on their status throughout the 
initial 12 months, as shown in Figure 5. 

 
Figure 5. Bad rate of the portfolio after one year. 

3.2.2. Target Distribution 
According to Figure 6 below, the data are exceptionally imbalanced, with a rate of 

1.3% for bad customers. 

 
Figure 6. Target distribution. 

3.2.3. Handling Outliers 
Outliers can affect the quality of the research since all statistical data are susceptible 

to their effects, including means, standard deviations, and all other statistical inferences 
based on them. Handling outliers is one of the essential steps in data pre-processing. Ac-
cording to Figure 7 below, there are outliers that need to be removed from the data re-
garding days employed, total income, count of children, and count of family members. 

Figure 5. Bad rate of the portfolio after one year.



Risks 2024, 12, 174 12 of 33

3.2.2. Target Distribution

According to Figure 6 below, the data are exceptionally imbalanced, with a rate of
1.3% for bad customers.
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3.2.3. Handling Outliers

Outliers can affect the quality of the research since all statistical data are susceptible to
their effects, including means, standard deviations, and all other statistical inferences based
on them. Handling outliers is one of the essential steps in data pre-processing. According
to Figure 7 below, there are outliers that need to be removed from the data regarding days
employed, total income, count of children, and count of family members.
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Figure 7. Box plots of features.

Outliers for the columns’ days employed, the number of children, total income, and
number of family members are detected using box plots, as shown above, and handled
using the IQR method. The IQR method is used to detect the outliers by setting up a bar
outside Q1 and Q3. Weights that fall beyond the fence range are concluded as outliers. To
construct the fence results, we multiplied the IQR by 1.5, subtracted this amount from Q1,
and added it to Q3. Outliers are any observations that exceed 1.5 IQR below Q1 or more
than 1.5 IQR above Q3. Then, outliers were removed to ensure they did not impact the
model’s outcomes, as shown in Figure 8.

The missing values were analyzed, and 32% of the values were missing in the vari-
able “OCCUPATION_TYPE”. With the account-opening month and date of birth, the
age and months of experience as of the application date are calculated backward from
the application date to the date of birth and from the application date to the months of
experience, respectively.
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3.2.4. Data Visualization

The boxen plot and box plot, as displayed in Figure 9, are used to compare and
understand the distribution of essential variables and the status of the customer.
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The observations from the graphs above are as follows:
According to the first graph, the younger population, in general, poses a greater risk

than the older population. It is evident that banks and other financial institutions should
consider a person’s age when deciding whether to issue them a credit card.

• The second graph shows that people with less experience typically pose a greater risk
than those with more experience. When issuing a card, banks and other financial
organizations should consider experience as one of the factors.

• As per the third graph, the red square refers to the average income, showing that the
average income of the bad customers is below the average income of the good customers.

• It is evident from the pie charts shown in Figure 10 below that good customers have a
higher proportion of property ownership compared to bad customers.

The histograms in Figure 11 show the distribution of the numeric variables for the
most important variables:

• The income total shows the highest distribution between 50,000 and 275,000.
• Age shows the highest distribution between 300 months and 600 months, which is

25 to 50 years.
• Employment months have the highest distribution between 0 and 50 months, less than

1 year to 4 years.

The correlation matrix, illustrated in Figure 12 below, is a chart that displays the
correlation coefficients established between different sets of variables. The table shows the
correlation between each variable and each value. This makes it possible to identify the
pairs with the highest correlation. In the study, a correlation matrix is initially generated
to determine how each pair of variables relates to one another. It should be considered to
remove variables if there is a significant relationship between them; hence, a set of highly
correlated characteristics will not contribute any new information or very little. Moreover,
they will complicate the algorithm and increase the possibility of errors. It is beneficial to
remove the variables that are significantly correlated with one another in order to reduce
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memory and speed issues. According to the confusion matrix presented below in Figure 12,
the number of children and family members is highly correlated with a correlation of 85%.
Initially, it was decided to remove one of the strongly correlated variables; however, both
variables are kept for analysis because the correlation is less than 90%. Also, even after
keeping both variables in the research, there is no adverse impact on the performance
metrics results.
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3.3. Data Pre-Processing

One of the early pre-processing procedures that must be carried out in machine learn-
ing is splitting the modeling dataset into training and testing samples. Testing the model
on the test set after training it on the training set will assist in determining how effectively
the model generalizes to brand-new, untainted data. The training and testing sections of
the dataset used in this study were split in a proportion of 70% training and 30% testing
(70:30). Thirty percent of the data were utilized to assess the learning effectiveness of the
testing data, while seventy percent of the datasets were utilized as a training set, ensuring
that the training model was not exposed to the test sets.

When working with the classification model, the most significant problem is the
unequal distribution of the values across the dataset. This is the fundamental issue. The
same pattern is shown in the research data, where the distribution of good customers is
98.7% and bad customers are 1.3% (Figure 6). Most traditional machine-learning techniques
assume that the distributions of the target classes are uniform. This impacts the models’
performance because unbalanced datasets will cause these models to underperform. As a
result, a higher accuracy for large categories (as in our case, good customers) and a lower
accuracy for smaller classes (bad customers) may result from the direct input of unbalanced
data. Even though the performance metrics show a good accuracy in this circumstance,
other performance metrics will not show high enough ratings in other evaluation criteria.
Two methods can resolve this issue. The first one is undersampling, which deletes the
dominant values, and the second is oversampling, which adds rare values to the dataset.
Undersampling strategies such as IB3, DROP3, and GA and oversampling strategies such
as SMOTE, CTGAN, and TAN can be used to handle unbalanced data.

SMOTE is an oversampling method, one of the better ways of handling imbalanced
data by producing fictitious samples for the minority class. This strategy assists in over-
coming the issue of overfitting caused by random upsampling. It focuses on the feature
space to generate new instances using interpolation between positive occurrences that
are close together. The issue is handled and sorted by using the mentioned upsampling
method, SMOTE. It involves adding artificially generated data records corresponding to
the minority class into the dataset. After the upsampling procedure, the counts for the two
labels are almost identical and can be used for predictive modeling.

According to our data, SMOTE can tackle the imbalanced target variance issue, and
the testing data show that the distribution is likewise balanced, with 7355 “good customers”
and 7473 “bad customers”.

4. Machine-Learning Algorithms

The models presented below serve as illustrations of supervised machine-learning
techniques utilized in the analysis. They are used to select the most appropriate classifi-
cation model to classify good customers from bad customers, contributing to the credit
card industry.

4.1. Random Forest

Prior to discussing the details of the random forest model, it is vital to define decision
trees, ensemble models, and bootstrapping, all of which are fundamental to an under-
standing of the random forest model (Beheshti 2022). The decision tree is an application of
supervised machine learning. It provides a flow chart type/tree-like structure, making it
simple to visualize and extract information from the background process (Sharma 2023).

According to (Meltzer 2023), multiple decision trees are grown using random forests
and combined to produce a more precise prediction, see Figure 13. The random forest
algorithm develops trees while simultaneously introducing more randomness to the system.
This method finds the best variable from a random collection of features when partitioning
a node instead of selecting the element that is regarded as the most essential. This ends
up providing vast diversity, which, in many circumstances, leads to a better model. As a
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result, in a random forest, the method used to divide a node will only consider a random
subset of all the characteristics (Donges 2021).
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The pseudo-code for the random forest model is shown in Algorithm 1 to elucidate
the mechanism by which random forests operate. The algorithm describes a structured
approach to random forests, which use bootstrap sampling to generate individual trees,
which are then combined to form the overall forest.

Algorithm 1. Random Forest Algorithm

Precondition: A training set X = {(i1, j1), (i2, j2), . . . , (in, jn)}, features F,
and number of trees in forest B.

1. Function RandomForest(X, F)
2. H← ∅
3. For i ∈ {1, . . . , B} do
4. Xi← A bootstrap sample from S

5. hi ← RandomizedTreeLearn
(

Xi, F
)

6. H← H ∪ (Sajumon 2015)
7. End for
8. Return H
9. End function
10. Function RandomizedTreeLearn(X, F)
11. At each node:
12. f← C ⊂ F
13. Split on the best feature in f
14. Return the learned tree
15. End function

One of the hyperparameter tuning parameters is referred to as the “Criterion”. The
Gini index is set as the default parameter for the random forest. The Gini index is used to
determine the node distribution on a decision tree branch.

Gini = 1−
c

∑
i=1

(pi)
2

where

pi = the probability of picking the data point with the class i;
c = number of classes.

4.2. Logistic Regression

Logistic regression is one of the supervised machine-learning algorithms classified as
a subset of linear regression. However, it is solely employed for categorization. Logistic
regression completes binary classification tasks by estimating the likelihood of a given
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outcome, event, or observation. In our work, the model produces a binary outcome with
only two options: good customer or bad customer, based on the status.

The pseudo-code for the logistic regression algorithm is shown in Algorithm 2. It splits
data into different individual groups and examines the association between one or many
independent features. It is frequently applied in the field of predictive modeling, in which
the model determines the mathematical likelihood of whether or not a particular occurrence
belongs to one specific category. As per our case, 0 is denoted as “good customer” and
1 is denoted as “bad customer”. The sigmoid function is an activation function of logistic
regression, and logistic regression employs the sigmoid function to establish a link between
predictions and probabilities.

Algorithm 2. Logistic Regression

Logistic Regression

1. Input: Training data
2. Begin
3. For i− 1 to k:
4. For each training data instance di:

5. Set target value for regression to zi =
yi−P(1|dj)

[P(1|dj)(1−P(1|dj))]
6. Initialize the weight of instance dj to

[
P
(
1
∣∣dj

)(
1− P

(
1
∣∣dj

))]
7. Finalize f(j) to data with class value zj and weight wj

8. Classical label decision
9. Assign (class label: 1) if Pid > 0.5, otherwise (class label: 2)
10. End

As shown in Algorithm 3, any real number can be transformed into a range of 0 and
1 using a function called the sigmoid, represented by an S-shaped curve. The sigmoid
function’s output is regarded as 1 if it is greater than 0.5. On the other side, the output is
categorized as 0 if it is less than 0.5. The formula of the sigmoid function is as follows:

f (x) =
1

1 + e−x

where e = base of the natural logarithms.

Algorithm 3. Sigmoid Function

Sigmoid Function
Require: Training data D, number of epochs e, learning rate η, standard deviation σ

Ensure: Weights w0, w1, . . . , wk

1. Initialize weights w0, w1, . . . , wk from a standard normal distribution with zero mean
and standard deviation σ

2. For epoch 1, . . . , e do
3. For each (x, y) ∈ D in random order do
4. ŷ← w0 + ∑k

i=1 wixi
5. If (ŷ > 1∧ y = 1) ∪ (ŷ < 1∧ y = −1) ⇒ continue
6. w0 ← w0 − η2(ŷ− y)
7. For i in 1, . . . , k do
8. wi ← wi − η2(ŷ− y)xi
9. End For
10. End For
11. Return w0, w1, . . . , wk

Logistic regression is demonstrated by the following equation:

y =
e(b0+b1x)

1 + e(b0+b1x)
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where

x = input value;
y = predicted output;
b0 = bias or intercept term;
b1 = coefficient for input (x).

Parallel to linear regression, the above equation predicts the output value (0 or 1) by
linearly integrating the input values using weights or coefficient values.

4.3. Neural Network

The model for predicting credit risk is developed using an artificial neural network,
which has a structure with three layers called input nodes, hidden layers, and output
layers, as illustrated in Figure 14. According to the dataset, customer details are the input
nodes, and customer classifications such as “good customer” or “bad customer” are the
output nodes.
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Training data are received by the input layer and passed to the hidden layers to convert
the raw data into characteristics with a high dimension that are nonlinear, and then the
output layer classifies the data. Firstly, the algorithm will be used to train the ANN-based
classifier based on historical information. Later, the algorithm will be used to determine
the customer’s credit risk.

Generally, a neural network begins with a random set of weights. Each time the
network finds an input–output pair, it modifies its weights based on it. Each pair passes
through two processing phases: a forward pass and a backward pass. The forward pass
involves delivering a representative input to the network and allowing activations to flow
until they reach the output layer. The standard backpropagation is a gradient descent
algorithm that repeats steps in the reverse direction to adjust the model’s parameters based
on weights and biases.

The algorithm’s first iteration step can be expressed as follows:

W(t + 1) = W(t) + µ(−∇E(t))

where

W(t) = vector of the weights at iteration step t;
∇E(t) = current gradient of the error function;
E = sum of the squared errors;
µ = learning rate.

The learning model updates the gradient descent weights with more momentum (β)
in order to shorten the training time.

W(t + 1) = W(t) + µ(−∇E(t)) + β∆W(t− 1)
and

∆W(t) = µ(−∇E(t)) + β∆W(t− 1)
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where

∆W(t) = current adjustment of the weights;
∆W(t − 1) = previous change to the weights;
β = momentum.

Momentum enables a network to deploy to recent trends in the error surface and
local gradient. It permits the network to dismiss small elements in error; it functions like
a low-pass filter. Through the use of the first-order and also second-order derivatives of
µ and β, the learning rates and momentum are updated with optimum rates during the
training process. Each iteration of the backpropagation algorithm allows for the quick
and easy computation of these derivatives. After the training, the model can be used to
distinguish the riskiest customers by analyzing customer data.

To comprehend the intricate patterns that lie beneath the surface, deep-learning algo-
rithms require an adequate quantity of data. When more data are used, the performance of
deep-learning models will significantly improve.

4.4. XGBoost Algorithm

XGBoost (see Figure 15) is a widely used implementation of the gradient-boosted
tree technique that is both efficient and open-source. Gradient boosting is a method of
supervised learning that accurately predicts a target variable by combining the predictions
of a series of weaker, simpler models.
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According to (Kharwal 2020), gradient boosting works well by minimizing loss when
adding new models. Regression trees serve as the weak learners in gradient boosting for
regression to translate each input parameter to a leaf that has a continuous value. XGBoost
minimizes a systemized objective function by integrating the convex algorithm based on
the variance between the anticipated and target outcomes and a penalty element for model
complexity. The training procedure is carried out repeatedly by adding additional trees
that reveal the residuals or mistakes of older trees, which are then incorporated with earlier
trees to produce the final forecast.

Fm(X) = Fm−1(X) + αmhm(X, rm−1)

where

αi—regularization parameters;
r—residuals computed with the ith tree;
hi—function trained to predict residuals;
ri—using X for the ith tree.
Residuals and Arg(minα) have to be computed in order to compute the α.

where

Arg(minα) =
m

∑
i=1

L(Yi, Fi− 1(Xi) + αhi(Xi, ri− 1))
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where

L(Y, F(X)) is the differentiable loss function.

4.5. LightGBM Algorithm

LightGBM represents a gradient-boosting framework created on decision trees (a
tree-based algorithm that grows leaf-wise, as shown in Figure 16, rather than level-wise)
for the light gradient to reduce memory usage, enhance memory utilization, and increase
the model’s efficiency.
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As per (GeeksforGeeks n.d), LightGBM employs two methods: EFB (Exclusive Fea-
ture Bundling) and GOSS (Gradient-based One-Side Sampling), which collectively enable
the model to function effectively. GOSS will merely use the remaining data to evaluate
the overall information gain, excluding the extensive number of data sections that have
insignificant gradients. The calculation of statistics expansion gives more weight to the
data instances with significant gradients. Despite utilizing a smaller dataset, GOSS can
produce trustworthy findings with substantial information gain compared to other models.
It has gained popularity due to its high speed and ability to handle large amounts of data
with low space complexity. Although EFB rarely receives any non-zero values parallel
to shrinking the number of characters, it does put the mutually exclusive features along
with frivolity. This affects the total outcome for efficient feature elimination without com-
promising the split point’s accuracy. Any algorithm’s training time will be shortened by
20 times by combining the two improvements. With EFB and GOSS together, LGBM can be
considered gradient-enhancing trees. It performs best with massive data.

LightGBM and XGBoost vary primarily in that whereas XGBoost employs a histogram-
based method and a pre-sorted algorithm for the most effective division calculation, Light-
GBM selects data instances to calculate a split value using the GOSS technique. LightGBM
employs a highly optimized decision-making algorithm that is based on histograms and
offers significant advantages while also being efficient and memory-efficient.

The critical characteristics of LGBM include higher accuracy and faster training speeds,
low memory usage, superior comparative accuracy to other boosting algorithms, better
handling of overfitting when working with smaller datasets, support for parallel learning,
and compatibility with small and large datasets.

Decision tree-based machine-learning algorithms were formerly the industry standard.
The best solutions for the majority of problems used XGBoost. Microsoft unveiled its
gradient-boosting technology, LightGBM, a few years ago. Currently, it takes center stage
in gradient-boosting devices. XGBoost has been replaced by LightGBM.

4.6. AdaBoost Algorithm

A common boosting approach called AdaBoost aids in combining several “weak clas-
sifiers” into one “strong classifier”. In other words, to improve weak classifiers and make
them stronger, AdaBoost employs an iterative process. AdaBoost is a form of ensemble
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learning approach. Based on the output of the previous classifier, it aids in selecting the
training set for each new classifier. It establishes how much weight must be assigned to
each classifier’s suggested response when the results are combined.

Algorithm 4 clarifies the AdaBoost methodology. Initially, all data points are equally
weighted. However, as the algorithm progresses through each iteration, it meticulously
recalibrates the weights of incorrectly classified data points. This weight adjustment
ensures that subsequent classifiers prioritize those specific misclassified instances, thereby
improving the cumulative prediction accuracy. At the end of the iterative process, AdaBoost
merges the outcomes of all weak classifiers and weights them according to their respective
accuracies to produce a robust final classifier.

Algorithm 4. AdaBoost

AdaBoost Algorithm
Given: (x1; y1), . . . , (xm; ym), xi ∈ X, yi ∈ Y = {−1, 1}.
Initialize: D1(i) = 1

m .
For t = 1, ..., T:

1. Train a weak classifier using distribution Dt.
2. Obtain the weak hypothesis ht : X → {−1, 1} with the error:

εt = ∑
i:ht(xi) ̸=yi

Dt(Xi)

3. Choose αt =
1
2 log 1−εt

εt
.

4. Update:

Dt+1(i) =
Dt(i)

Zt
= e−αt if i is correctly classified, otherwise eαt

where Zt is a normalization factor chosen such that ∑m
i=1 Dt+1(i) = 1

5. Output: The final hypothesis:

H(x) =
T
∑

t=1
αtht(x)

The research by (Nazarenko et al. 2019) highlighted the benefits of AdaBoost:

• Good generalization skills: Creating compositions for real-world issues of a higher
caliber is more feasible than using the fundamental algorithms. As the number of
fundamental algorithms rises, the generalization ability may become more effective
(in some missions).

• Own boosting expenses are minimal: The training time of the fundamental algorithms
nearly entirely determines the amount of time needed to construct the final image.

• Several drawbacks of AdaBoost can be discussed as follows:
• Boosting technology develops gradually: It is crucial to guarantee high-quality data.
• Tactful to unorganized data and outliers: Hence, it is intensely advised to avoid these

before using AdaBoost.
• Slower than XGBoost: It has also been indicated that AdaBoost is slower than XGBoost.

Hyperparameter tuning aims to train each model and finalize the best-predicting
model. In the modeling process, one critical aspect that needs to be considered is whether
there is still potential for improvement before completing the best-performing model. As a
result, the model needs to be improved in whatever manner possible. Hyperparameters are
one of the key elements in performance improvement. The performance of these models can
be considerably improved by selecting the appropriate values for their hyperparameters,
which are critical to how effectively they function. Table 2 represents the hyperparameters
set for each model for the predictions.
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Table 2. Hyperparameter for each methodology.

Methodology Hyperparameter Value

Random Forest

n_estimators 250
min_samples_leaf 16
maximum depth 12

random State 42

XGBoost

max_depth 12
n_estimators 250

min_child_weight 8
subsample 0.8

learning_rate 0.02
seed 60

gamma 0
colsample_bytree 0.8

objective binary: logistic

LGBM

num_leaves 50
learning_rate 0.02
n_estimators 250
subsample 0.8

colsample_bytree 0.8

AdaBoost
max_depth 1

n_estimators 100
learning_rate 1

Neural Network

hidden_layer_sizes 400,800
max_iter 1000

random_state 25
shuffle TRUE

Logistic Regression random_state 42

5. Implementation and Results

In this section, we first introduce confusion matrix, which is the framework that we
adopted; and then we will discuss the results from implementing our chosen machine-learning
algorithms. Further analysis will also be investigated from the best-performing model.

5.1. Confusion Matrix

The confusion matrix, shown in Figure 17, is a technique for determining the effec-
tiveness of a classification algorithm. Classification accuracy is defined as the proportion
of accurate predictions compared to all other predictions. A better understanding can
be obtained of what the classification model is doing correctly and the mistakes it makes
by calculating a confusion matrix. The total number of precise predictions for a class is
recorded in both the predicted column and true label row for that class value. Likewise, the
total amount of imprecise predictions for a class is recorded in both the predicted column
and the actual label row for that class value. Confusion matrices attempt to differentiate
the occurrences with a specific outcome.

The binary classification problem distinguishes between observations with a particular
outcome and regular observations. Based on our model predictions, the customers will
become default or not in the loan defaulting prediction. The good customer is labeled as
“0” and the bad customer as “1” in this matrix.

This results in the following:

• True positive—When good customers are accurately predicted as good customers.
• False positive—When bad customers are improperly predicted as good customers.
• True negative—When bad customers are accurately predicted are bad customers.
• False negative—When good customers are improperly predicted as bad customers.

The equations to compute the respective rates are as follows:
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• True positive = Number of customers accurately predicted as good/Actual number of
good customers

• False positive = Number of customers improperly predicted as good/Actual number
of bad customers

• True negative = Number of customers accurately predicted as bad/Actual number of
bad customers

• False negative = Number of customers improperly predicted as bad/Actual number
of good customers

According to the test samples, 7422 are good customers, whereas 7406 are bad cus-
tomers. Based on the number of actual good and bad customers for the prediction algo-
rithm, we will analyze the false positive rate, true positive rate, false negative rate, and true
negative rate for the best-performing and worst-performing algorithms.
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5.2. Implementation and Comparison of Machine-Learning Algorithms

The neural network model forecasted all customers as good, as shown in Figure 18.
As a result, a total of 5918 bad customers were inaccurately predicted as good customers.
In addition, none of the bad customers were correctly predicted as bad customers by the
neural network. Consequently, the false positive rate ended up being 80%, whereas the
true negative rate was 20%.
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Since the model projected that nearly all consumers would be good, the true positive
rate is calculated as 89%. Moreover, the model incorrectly projected 0 customers as bad
customers when they were actually bad customers, resulting in a false negative rate of 20%.

The XGB model correctly predicted both 7406 good customers and 7320 bad cus-
tomers, as shown in Figure 19. Consequently, the true positive rate ended at 99.50%,
whereas the true negative rate ended at 96.27%. In addition, the model incorrectly projected
278 customers as good customers when they were bad customers. Additionally, the model
incorrectly predicted that 37 customers were bad when they were good customers.
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As per the confusion matrix, XGBoost displays a superior performance, while the
neural network does not perform well for this purpose. Other performance metrics are also
vital to know how the model performs in the prediction scenario. This examination focuses
on classifier evaluation metrics, including AUC, accuracy, recall, and precision.

5.2.1. Accuracy

Accuracy is the easiest and most well-known measure for classification problems. It
is calculated by dividing the number of accurate predictions by the overall number of
forecasts. Further, while discussing accuracy, true negative rate (TNR), true positive rate
(TPR), false negative rate (FNR), and false positive rate (FPR) also need to be considered.
Accuracy can be computed as follows:

Accuracy =
TP + TN

TP + TN + FP + FN

As shown in Figure 20, the bar chart of accuracy comparison reveals that XGB has the
highest accuracy, coming in at 99.4%, followed by LGBM, which has a good accuracy of
99.3%, and finally, logistic regression, which has the lowest accuracy, coming in at 84.3%.
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Figure 20. Performance evaluation.

However, accuracy alone does not tell the entire story when dealing with a class-
unbalanced dataset, where there is a considerable variance between the total number of
positive and negative labels. Therefore, other performance metrics are also further analyzed.

5.2.2. Recall and Precision

Precision and recall apply to individual classes only; for instance, recall for good
customers or precision for bad customers.

Precision attempts to answer the question, “What percentage of positive identifications
were actually accurate?” The basis for precision is prediction. To explain, how many were
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correctly predicted as bad customers out of all the bad customer predictions? Or how many
were correctly predicted as good customers out of all the good customers’ predictions?

The mathematical equation for precision is as follows:

Precision =
True Positive

True Positive + False Positive

Recall attempts to answer the question, “What percentage of true positives were
correctly detected?” The basis of the recall is the truth. That is, out of all the bad customers,
how many were predicted as actually bad customers? Or, out of all the good customers,
how many were predicted as actually good customers?

The mathematical equation for the recall is as follows:

Recall =
True Positive

True Positive + False Negative

Precision or recall should be chosen depending on the problem that needs to be solved.
Use precision if the issue is sensitive to classifying a sample as positive in general, including
negative samples that were mistakenly categorized as positive. Use recall if the objective
is to find every positive sample without minding whether some negative samples could
be mistakenly categorized as positive. In our situation, identifying bad customers is very
similar to identifying good customers. According to this, precision is critical in our scenario.

The precision and recall comparison bar charts in Figures 21 and 22, respectively,
make it evident that the model XGB has the highest possible precision as per Figure 21 and
recall as per Figure 22 (both are 0.994), followed by the model LGBM (both are 0.992 and
0.993). In addition, the logistic regression has the lowest score for both precision (0.846)
and recall (0.843).
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5.2.3. F1 Score

Another performance metric is the F1 score, which ranges from 0 to 1 and is a har-
monic average of recall and precision. The most recommended quality metric for a binary
classification task is to optimize for its F1 score. The higher the F1 score, with 0 being the
worst and 1 being the highest, the better the overall performance of the model. Only when
precision and recall are both 100% does it attain its ideal level of 1. The F1 score has its
worst value of 0 if one of them is equal to 0.

F1 = 2 × ((Precision × Recall)/(Precision + Recall))

The scenario is reflected in Figure 23 in the same way as recall and precision discussed
earlier. It is clear from this that the model XGB achieves the highest possible F1 score due
to the fact that the XGB achieves the highest possible recall and precision.
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5.2.4. ROC Curve and AUC Score

The ROC curve and AUC score are among the most crucial evaluation systems for
measuring the performance of classification models. The ROC curve is a probability curve,
and the AUC defines the degree or measure of separability. It describes how well the model
differentiates between classes. The greater the AUC, the better the model predicts bad
credit card customers as bad and good credit card customers as good. In summary, the
greater the AUC, the better the model differentiates between good and bad credit card
customers. The following two factors make AUC desirable:

• Scale is unimportant to AUC: It evaluates how well predictions are ranked rather
than the absolute values of the predictions.

• AUC is independent of the classification threshold: It evaluates how well the model
predicts regardless of the classification threshold.

The baseline of the ROC curve can be explained at the diagonal points by default (FPR
is equal to TPR). TPR is mapped against FPR on the ROC graph, with FPR on the x-axis and
TPR on the y-axis. Algorithms closer to the top left corner corresponding to the coordinate
(0, 1) in the Cartesian plane demonstrate a better performance than those below.

The test will be less precise the closer the graph gets to the ROC plot’s 45-degree
diagonal. The fact that the ROC curve does not depend on the class distribution is one
of the many reasons it is so valuable. It enables and facilitates situations in which the
classifiers predict unusual events, which is the same as our concern regarding the detection
of bad customers.

The value of AUC ranges from 0 to 1. An AUC of 0 specifies a model with 100%
incorrect predictions, while an AUC of 1 indicates a model with 100% correct predictions. If
the area under the curve AUC is equivalent to 0.5, then we can conclude that the algorithm
is incapable of differentiating between good customers and bad customers accordingly.
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On an ROC curve, a greater value on the x-axis specifies a more significant number
of false positives than true negatives. At the same time, a higher value on the y-axis also
represents a more significant proportion of true positives than false negatives. Accordingly,
threshold selection depends on the capacity to create an equilibrium between false posi-
tives and negatives. Model comparison of random forest, neural networks, XGB, LGBM,
AdaBoost, and logistic regression is as follows.

As per Figure 24, LGBM and XGB show a better performance. The best models for
correctly classifying observations are LGBM and XGB, which have the most significant
AUC and the highest space below the curve. The green line indicates the model LGBM
and is embedded behind the red line model XGB; after XGB and LGBM, random forest
and AdaBoost perform best—in that order. Logistic regression is near the points lying
around the diagonal, and the neural network is on the diagonal line, which indicates a
poor performance.
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As per Figure 25 below, the red line of XGBoost at the (0, 1) position in the upper left
corner of the Cartesian plane exhibits a superior performance.
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As a result of our analysis of ROC–AUC, we are able to draw the conclusion that
LGBM and XGB outperform the other algorithms in terms of their ability to identify good
customers as good and bad customers as bad.
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5.2.5. MCC

A class imbalance can affect accuracy, recall, precision, and F1 score, making them
all uneven. An alternative approach to binary classification is to treat the true class and
the predicted class as two different variables and calculate their correlation coefficient
similarly to compute the correlation coefficient between any two variables. MCC aids in
identifying the classifier’s shortcomings, particularly with regard to the negative class
samples. MCC is a single-value statistic that distills the confusion matrix, much like the F1
score. No class is more significant than any other since MCC is also totally symmetric; even
when the positive and negative values are switched, the result remains the same. A high
number, near 1, indicates that MCC correctly predicts both classes. In other words, a score
of 1 represents complete agreement. Even if one class is unreasonably under-represented
or over-represented, MCC considers all four values in the confusion matrix. Following this,
there are calculations for MCC:

MCC =
TP× TN − FP× FN√

(TP + FP)(TP + FN)(TN + FP)(TN + FN)

By looking at their equations, one can quickly determine the main advantage of
employing MCC instead of the F1 score. The number of true negatives is ignored by the F1
score. Conversely, MCC is gracious enough to take care of all four entries in the confusion
matrix. MCC is favored over the F1 score only if the cost of low precision and low recall is
truly unknown or unquantifiable because it is a “fairer” evaluation of classifiers, regardless
of which class is positive.

MCC is the best single-value classification metric, which serves to summarize the
confusion matrix or an error matrix. As per Figure 26, the model XGB outperforms the
other algorithms with a score of 0.9879, followed by LGBM (0.986).
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5.3. Comparison of the Best- and Worst-Performing Models

According to Figure 27, random forest is superior in its ability to differentiate between
good and bad customers. The best scores assure the breakdown results for both good
customers (0) and bad customers (1) with the other performance metrics, such as precision
(0–0.965 and 1–0.995), recall (0–0.995 and 1–0.964), and f1 score (0–0.980 and 1–0.979).

The following Table 3 represents the summary of all performance metrics for each
algorithm.

Finally, we look at the feature importance from the best-performing model XGBoost,
and the results are shown in Figure 28 below, which indicates how each feature contributes
to the classification prediction model of XGBoost.
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Table 3. Summary of performance metrics.

Algorithm Accuracy Precision Recall F1 Score ROC–AUC MCC

Random
Forest 97.9% 0.979 0.979 0.979 0.996 0.958

Neural
Network 87.2% 0.872 0.872 0.872 0.942 0.744

XGB 99.3% 0.993 0.993 0.993 0.997 0.986

LGBM 99.2% 0.992 0.992 0.993 0.997 0.744

AdaBoost 0.920 0.925 0.920 0.920 0.976 0.845

Logistic
Regression 0.843 0.846 0.843 0.843 0.910 0.690
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Figure 28. Feature importance of XGBoost.

A feature with a higher value indicates that it is more crucial than a feature with a
lower value in predicting the customer type. In addition, the inclusion/exclusion of this
feature from the training set significantly impacts the final results. As per the figure above,
the customer’s age, income total, employment months (experience), and count of family
members are the crucial features of the XGBoost model formation. Also, other features only
contribute around 13% to the model.
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6. Further Discussion

From the experimental results in this section, the XGBoost model demonstrated high
accuracy on the selected dataset; this is in line with the recent literature on credit risk
modeling, which emphasizes the importance of dynamically robust machine-learning
models that maintain performance over time. The work of (Shi et al. 2022) discusses various
computing techniques, including traditional statistical learning, machine learning, and
deep learning, highlighting how these models have evolved to meet the demands of credit
risk prediction. The authors underscore the necessity for the continuous adaptation of
these models to new data and market changes, reinforcing the idea that model robustness
is critical for real-world financial applications. Similarly, research by (Alonso Robisco
and Carbó Martínez 2022) focuses on the model risk-adjusted performance of machine-
learning algorithms in credit default prediction, identifying the potential risks when models
overly depend on specific datasets. The study explores the application of interpretability
techniques, such as SHAP and LIME, to ensure that models can be regularly evaluated and
validated against changing market conditions. It also proposes methodologies to quantify
model risk, underscoring the need for dynamic evaluation processes to ensure models
remain effective and compliant with regulatory standards.

It is crucial to recognize that credit risk profiles evolve over time due to various
factors, including economic fluctuations and changing consumer behaviors. To maintain
accuracy and robustness, models should be periodically retrained with new data to adapt
to these changes.

7. Conclusions
7.1. Summary

Collecting payments from bad customers is a significant challenge for banks and
financial institutions, leading to prolonged collection processes and high expenses. One
of the most crucial decisions for these organizations is accurately identifying customers
who are both willing and capable of repaying their debts. This research contributes to
this decision-making process by developing a model to predict the credit risk of credit
card customers.

By addressing outliers and selecting essential features, various machine-learning mod-
els were applied to a credit dataset. Among the models examined, XGBoost outperformed
others in terms of all performance metrics, including accuracy, precision, recall, ROC–AUC,
F1 score, and MCC.

The proposed XGBoost model can effectively predict the default status of credit card
applicants, aiding banks and financial institutions in making more informed decisions. By
implementing this model, banks can enhance the accuracy of their credit risk assessments,
resulting in higher acceptance rates, increased revenue, and reduced capital loss. This
approach allows financial institutions to operate efficiently, maximizing profits while
minimizing costs.

For banks and financial regulators, this research has real advantages. Lenders can
improve their credit approval procedures and possibly lower default rates and related losses
by putting the XGBoost model into practice. For example, over a twelve-month period, a
large bank that tested a comparable methodology experienced a 15% drop in defaults. These
insights could be used by regulators to revise credit risk assessment rules, guaranteeing
that banks continue to employ sound evaluation techniques. Machine-learning models are
already being considered by one regulatory authority as a requirement for standard credit
checks. Additionally, the model’s capacity to pinpoint important risk indicators may aid
in the development of more focused financial education initiatives that target particular
default risk-causing behaviors.

7.2. Recommendations

In light of the insights obtained from this study, it is recommended that credit card
issuers or banks incorporate this predictive credit risk analytics into their operations for
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strategic business and marketing decisions. Firstly, this method segments cardholders based
on credit risk, allowing credit card issuers or banks to enhance their credit risk management
by avoiding or decreasing the number of non-payers. Secondly, with a clear understanding
of all the customers’ creditworthiness, credit card issuers or banks can identify those most
likely to responsibly address increased credit lines or additional financial products. This can
lead to effective upselling and cross-selling strategies, thus increasing the customer lifetime
value and overall revenue growth. Thirdly, credit card issuers or banks can implement a
risk-based pricing strategy by accurately classifying card holders according to their credit
risk. This may involve offering better terms to low-risk customers, enhancing customer
retention, and attracting other creditworthy customers. Fourthly, economic fluctuations can
affect the financial stability of cardholders and, therefore, their credit risk. The predictive
credit risk analytics can quickly incorporate these changes by monitoring a customer’s
financial situation over a period of six months or even longer. This enables card issuers
or banks to adjust their strategies accordingly, demonstrating resilience and flexibility in
volatile market conditions.

Our research findings have pragmatic and practical implications for credit card com-
panies, banks, and financial institutions, significantly improving lending decisions by
leveraging the ML models, such as LGBM and XGBoost, to predict credit risk. Financial
institutions can identify high-risk applicants to minimize bad debt and write-offs. Similarly,
they can approve creditworthy customers to expand the market share. Increased predictive
power also enables personalized loan terms based on an applicant’s true default risk.

7.3. Limitations of the Study and Future Work

This research could be enhanced by incorporating more recent and diverse credit
card data, which should include a wider range of features. Additionally, considering the
acquisition of a dataset with a larger number of records would improve the robustness of
the model.

The SVM algorithm was also attempted for prediction. However, it was excluded from
this study because it required a significant amount of time (more than 2 h) to run, making
it an expensive model in terms of computational resources.

The default credit status is influenced by macroeconomic factors such as the inflation
rate, interest rate, GDP (gross domestic product), and unemployment rate. Future data
collection efforts should incorporate these macroeconomic factors to enhance the prediction
of credit card default status.

In subsequent work, the K-fold validation methodology should be incorporated, in
addition to the machine-learning classifiers used in this study. This would add a new
dimension to the prediction method, employing the latest techniques and expandable AI to
better identify customers with good credit records.

Future work should also explore adaptive learning methods, such as online learning,
that can dynamically adjust model parameters in response to new data patterns. Addition-
ally, continuous performance monitoring in real-world applications is recommended to
promptly identify and address any declines in model accuracy.
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