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Abstract: Customer churn is a significant concern, and the telecommunications industry has the
largest annual churn rate of any major industry at over 30%. This study examines the use of ensem-
ble learning models to analyze and forecast customer churn in the telecommunications business.
Accurate churn forecasting is essential for successful client retention initiatives to combat regular
customer churn. We used innovative and improved machine learning methods, including Decision
Trees, Boosted Trees, and Random Forests, to enhance model interpretability and prediction accuracy.
The models were trained and evaluated systematically by using a large dataset. The Random Forest
model performed best, with 91.66% predictive accuracy, 82.2% precision, and 81.8% recall. Our results
highlight how well the model can identify possible churners with the help of explainable AI (XAI)
techniques, allowing for focused and timely intervention strategies. To improve the transparency of
the decisions made by the classifier, this study also employs explainable artificial intelligence methods
such as LIME and SHAP to illustrate the results of the customer churn prediction model. Our results
demonstrate how crucial it is for customer relationship managers to implement strong analytical
tools to reduce attrition and promote long-term economic viability in fiercely competitive market-
places. This study indicates that ensemble learning models have strategic implications for improving
consumer loyalty and organizational profitability in addition to confirming their performance.

Keywords: customer churn prediction; machine learning; explainable AI; ensemble learning; predictive
analytics

1. Introduction

Electronic commerce dramatically boosted the quantity of information accessible to
customers when it first began. In the digital age, consumers have become more informed
about the products they buy. Armed with access to information about a wide range
of related products or services, the behavior of consumers has shifted towards being
less impulsive. Instead, getting a range of information on a wide range of products
to make a more calculated purchasing decision has become the norm. This change in
attitude makes attracting and retaining new customers one of the most critical difficulties
confronting businesses in marketing today. While new businesses focus on obtaining new
consumers, established businesses are more focused on retaining current customers to
increase cross-selling opportunities. Customer satisfaction is one of the keystone concepts
in strategic marketing [1]. Efforts have been made to enhance customer value, such as
the 7Cs framework proposed by [2]. In several businesses, customer churn rates are a
significant problem. Many studies have demonstrated that even a minor shift in churn rates
may have a big effect on profits. Understanding client behavior in advance can provide
businesses with a competitive edge.
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Even though mobile phones account for over 75% of all potential phone calls world-
wide, the mobile telephone market is one of the most rapidly growing segments of the
telecom sector. For the same reasons that every other competitive market has witnessed
a movement in the competitive landscape from customer acquisition to customer reten-
tion, retail has also seen a shift in the means of competition from customer acquisition to
customer retention. In the telecom industry, churn refers to a company losing customers
to other service providers [3]. Like many businesses that work with long-term clientele,
telecom firms utilize customer churn research as one of their primary business indicators [4].
According to a survey presented by [5], 30–35% of clients leave their telecom company
annually post-COVID. This churn rate may continue to rise with market growth or the
emergence of new, big telecom players in the future. In addition, for cellular corporations,
client acquisition costs can be comparable to 5–10 times the amount spent on customer
retention or satisfaction costs [6].

Therefore, it is essential to learn the reasons why customers leave to reduce the harm
churn has on a business’s bottom line. Predictive marketing analytics and churn analysis
can help identify factors influencing consumers’ voluntary churn by using advanced
machine learning algorithms [7]. By investigating the existing studies, it was discovered
that ensemble learning, including classical machine learning algorithms like Random Forest,
Decision Trees, and Naïve Bayes [8–10], and deep learning methods, such as particle-
classification-optimization-based BP networks [11] and Deep-BP-ANN [12], have been
employed to improve the accuracy of churn prediction.

However, the models should not only focus on accuracy in predicting churning [9]
but also be comprehensible, which means it should provide reasons for churning so that
experts can validate its results and check that it predicts intuitively and correctly. If the
company had understandable and transparent models to work with, it would increase the
understanding of what was causing the churn and how to enhance customer happiness to
boost retention.

As a result, this research aims to construct an accurate, efficient, responsible, and
explainable prediction model for customer attrition in the telecom industry using ensemble
learning methods. Various data mining methods like Decision trees, Random Forests,
and Logistic Regression were utilized by experts to build the predictive model. The
performance of the models was evaluated using the accuracy measures, area under the
curve, and sensitivity and specificity measures. In addition, this study also aims to improve
the interpretability of customer churn predictive models through the use of LIME and
SHAP to provides decision-makers with an overall explanation of the factors affecting
the customer’s decision to churn, as well as a specific analysis for every single customer.
Following a brief introduction to customer churn amplification in the telecom business, the
existing literature is reviewed and summarized in detail.

The remainder of this paper is structured as follows: Section 2 focuses on reviewing
the contribution of predictive marketing to Customer Relationship Management, different
machine learning-based churn analysis models for the telecom industry, as well as the
explainable AI. In Section 3, the most acceptable attributes are determined, and the tech-
niques used in this study are introduced. Section 4 is concerned with the research analysis
and findings. Finally, the conclusion and several alternate interpretations are presented in
Section 5.

2. Literature Review

The current section is divided into three distinct components. The first section will
introduce Customer Relationship Management (CRM) with its core ideas. The next part
discusses the most well-known and significant ensemble learning models in CRM, which
were also employed in the model design phase of this examination. Finally, the third
segment discusses current research on the importance of explainability and transparency
of the methods used in this regard.
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2.1. Customer Relationship Management and Predictive Marketing

Customer Relationship Management (CRM) started gaining popularity in the late 1990s
through work conducted by American tech companies such as IBM and Gartner. There are
four main types of CRM—strategic, operational, analytical, and collaborative—which all aim
to manage the company’s relationship with both potential and current customers:

• Strategic CRM, which is the use of customer data through systematic analysis as a
means of marketing management [13];

• Operational CRM, which supports company operations whereby information on
employees, customers, and leads is stored;

• Analytical CRM, which is a strategy whereby customer and market information is
analyzed to aid the decision-making process for business management [14];

• Collaborative CRM, which allows for multi-way communications between compa-
nies and their customers, with the goal of facilitating more profitable retention of
customers [15].

The primary goal of CRM is to maximize customer retention while attracting a steady
stream of new customers to maximize the company’s revenue streams [16]. By adopting
certain CRM methodologies, companies can improve their understanding of how to en-
gage and interact with their customers to form mutually beneficial relationships through
collaboration [17].

Utilizing information technology and information systems in CRM is becoming in-
creasingly important. More specifically, modern data analysis techniques combined with
the increased amount of available data have made this approach particularly attractive
to businesses. It is critical, therefore, for companies to adopt such practices to achieve
innovative CRM capabilities. Machine learning has emerged as one of the most influen-
tial and popular tools to increase the effectiveness of any CRM strategy. The main four
dimensions [18] across which ML is commonly applied in the context of CRM are customer
identification (target customer analysis and customer segmentation), customer attraction
(marketing), customer retention (loyalty program analysis, one-to-one marketing, com-
plaint, and conflict management), and customer development (customer lifetime cycle
analysis, upselling and cross-selling, the market basket analysis).

Big data analytics is transforming businesses by transferring the focus from products
and channels to the customer, with the aim of maintaining personal relationships and
moving from mass marketing to highly personalized marketing. Predictive analytics, used
to transform raw data into useful information, has great relevance for marketing purposes,
allowing the prediction of customer behavior and allocation to specific groups of customers.
By using innovative instruments, companies can adopt big-data-driven, micro-targeting
marketing practices, which permit the improved precision of segmentation and targeting.

Predictive marketing is a powerful tool that can greatly enhance a company’s CRM
capabilities. One of the predictive marketing methods is cluster analysis. Cluster analysis
algorithms can manage vast amounts of data to identify elements that characterize certain
consumers and find correlations that are difficult to identify manually. Conjoint analysis is
also a method adopted in predictive marketing for CRM. It is a research technique used
to identify customer preferences by identifying relevant attributes for consumers in the
selection and purchase processes. The outputs of conjoint analysis often guide business
decisions on new products and promotions. Moreover, online reviews have a strong impact
on consumer choices, and sentiment analysis or opinion mining can potentially predict
future sales and assist marketing strategy. Sentiment analysis is important for a better
understanding of consumer preferences, which leads to the identification of precise targets
and better advertising strategies. Eachempati et al. [19] conducted sentiment analysis to
analyze the effect of the emotions expressed on social media platforms by Indian customers
regarding automobile companies’ stock prices. They found that customer sentiment is a
strong factor contributing to the stock price as well as the corporate value. In addition
to the classification algorithms for cluster analysis, Lamrhari et al. [20] also employed
cluster analysis and k-means algorithms to group customers into different clusters for
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the purpose of extracting insights from social media data. Random Forest outperformed
the other models used with 98.46% accuracy and K-means helped to realize the eWoM
communication balance.

While gaining new clients is necessary for a company to develop, customer retention
should not be disregarded. Companies employing CRM strategies should take particular
care to analyze the factors contributing most to improving customer retention rates. Ac-
cording to [21], such key factors involve the interplay between relationship management
practices, such as customer trust, employee commitment, and conflict handling. However,
it is also noted that more research needs to be conducted in these areas. Predictive analytics
not only enhances segmentation techniques but also enables the implementation of churn
analysis, which predicts the likelihood of customers leaving the company for competitors.
This information helps the company take initiative-taking measures to prevent customer
churn. Predictive analytics algorithms can estimate the likelihood of customers switching
to competitors and identify the factors that contribute to that probability.

2.2. Customer Churn Prediction Review

Customer churn prediction (CCP) plays a crucial role in this research, since it can
contribute to the impact of customer retention on business profitability and growth. Well-
known papers have been studied and summarized as follows.

Researchers [16] have investigated the understanding of nuanced behaviors leading
to customer churn in the telecommunication industry. Their combined approaches, using
temporal centrality metrics and data analytics, have provided insights into early churn
indicators and the role of customer lifecycle stages in influencing churn tendencies. Their
emphasis on leveraging advanced predictive analytics for proactive churn management
underscores the importance of timely interventions and personalized customer outreach.

De Caigny et al. [22] focused on developing their convolution neural network (CNN)
techniques in CCP and compared their approach with current practices of text data analysis
via text mining. They have found that CNNs outperform the current practices and un-
structured data in text data prevent them from achieving a high accuracy. Their approach
can extract the most valuable features from the unstructured textual data, thus achieving
more reliable prediction with higher accuracy. Additionally, they [23] have focused on
business-to-business (B2B) customer retention and analyzed 6432 customers. They devel-
oped the uplift Logit Leaf model (LLM), which can achieve better performance in CCP than
competing models. By integrating behavioral economics principles with their LLM model,
they have paved the way for more human-centric churn prediction strategies.

Seymen et al. [24] proposes a deep learning model for predicting whether retail
customers will churn in the future. The results showed that the deep learning model
achieved better classification and prediction results than the Logistic Regression model
and an artificial neural network model. Deep learning models have been proved to be
effective in a variety of domains, including agriculture [25] and stock price forecasting [26].
Researchers [27] blended deep learning and natural language processing (NLP) to analyze
25,943 customer survey data. Their blended model can identify patterns, which can lead to
improved decision-making and improve accuracy in their CCP analysis. Therefore, the use
of ML algorithms can be effective in prediction robustness.

2.3. Customer Churn Prediction Model for Telecom Industry

Ensemble learning contains the use of multiple ML models to achieve improved
performance and accuracy [28,29] and also provides more independent views, so that
decision-making can be better and more accurate [30]. Ensemble-based ML classifiers
have recently emerged as a new way of building ML models. Since models have different
strengths and weaknesses, researchers have started building hybrid models consisting of
two or more models. Mishra and Reddy [31] took this approach and applied ensemble
models, such as Random Forest, Decision Trees, bagging algorithms, and boosting algo-
rithms, to predict customer churn in the telecom industry. They compared the results of
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these ensemble models with more classical models such as Naïve Bayes. From their results,
they found ensemble classifiers performed favorably, with Random Forest returning the
highest accuracy of 91.66% and all other ensemble classifiers returning results above 90%.

Researchers [19] used a particle classification optimization-based BP network for tele-
com customer churn prediction. The PBCCP algorithm is based on particle classification
optimization and particle fitness calculation. In this case, particles refer to vectors contain-
ing the thresholds and weights within a BP neural network. The particles are classified
into categories using their fitness values and are updated using distinct equations. They
found that increasing the number of layers can improve the performance of the algorithm
at the cost of training time. As a result of this, they opted to use one hidden layer in the
neural network. They used a balanced dataset made up of 50% churn customers and 50%
non-churn customers, resulting in the PBCCP network returning an overall accuracy of
73.3%. By comparison, the PSO-BP network returned an overall accuracy of 69.6% and the
BP model had 63.6%.

Similarly, researchers [9] devised the Logit Leaf model, an ensemble model using
aspects of Logistic Regression and Decision Trees, and compared their results with standard
Decision Tree, Logistic Model Tree, Logistic Regression, and Random Forest models. The
AUC performance criteria were one of the metrics used to evaluate performance—a metric
commonly used for evaluating the performance of binary classification systems, such as
customer churn prediction. In this regard, the Logit Leaf model performed the best, slightly
better than Random Forest. The same was true when the models were evaluated using the
TDL (10%) performance criteria. The Logit Leaf model was also more efficient at making
predictions, taking less time than the other models used. When real-time predictions are
required, this can be a crucial factor when deciding which model to use for a given problem.

Finally, scientists [10] applied gravitational search algorithms to perform effective
feature selection, resulting in a dimensionality reduction in the dataset used for customer
churn prediction. After this, they applied a selection of ML models for comparison: Logistic
Regression, Naïve Bayes, Support Vector Machine, Decision Trees, Random Forest, and
Extra Tree Classifiers and boosting algorithms such as Adaboost, XGBoost, and CatBoost.
They found that, when comparing the models used, the boosting algorithms performed the
best, with CatBoost achieving the highest accuracy, recall, and precision with scores of 81.8%,
82.2%, and 81.2%, respectively. When comparing their AUC scores, boosting algorithms
performed the best again, with XGBoost and Adaboost scoring the highest at 84%.

One of the most important applications of ML with regard to CRM is to give companies
the ability to predict customer churn. This is particularly important given that retaining
existing customers is significantly more valuable than acquiring new customers, as more
resources are needed for new customer acquisition. It follows, therefore, that customer
retention is one of the key priorities of the CRM strategy [32]. The ability to harness ML to
significantly improve customer churn rates is of particular importance.

In this study, we will make use of predictive machine learning models to identify clients
who are likely to churn after categorizing current customers using clear machine learning.

2.4. Explainable Artificial Intelligence (AI) in Churn Analysis

While the application of machine learning algorithms has brought many benefits to
business, it has also revealed several drawbacks. For example, in Customer Relationship
Management, it is essential that every decision is meaningful. Advanced data analytics
should enable decision-makers to understand the reason underlying the model’s prediction
of customer behavior results so that they can tailor their decisions and adjust personalized
marketing strategies accordingly [4]. Decision-makers are often wary of or even reject AI
systems because the performance of the predictive model or system is overemphasized
while interpretability or transparency is ignored [33].

Many popular ML models are considered as “black boxes” [7,34], meaning that the
inner workings of the algorithms and associated decisions or classifications made are
secretive. For example, individual predictions often lack interpretability when predicting a
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potential customer’s risk of discontinuing a telecommunications service. It is difficult to
relate the predicted probability of customer churn to customer characteristics, which creates
challenges in determining customer retention success and deciding on refinement strategies.
Additionally, from a legislative perspective, the interpretability of AI algorithm conclusions
is itself a right of consumers and regulators have a responsibility to ensure this right.
Studies have discussed data transparency and ethical issues from the perspective of users
or data subjects [35]. To address this problem, explainable AI (XAI) models are required to
provide details or interpretations that make the operations of AI understandable.

According to [36,37], explainable AI enables interested parties to comprehend the
primary influences on model-driven decisions as well as how AI algorithms carry out their
operations, forecast outcomes, and make decisions. The European General Data Protection
Regulation (GDPR) emphasizes that intelligent decisions should be accompanied by relevant
information about the logic involved and the significance and possible effects of their
processing for the data subject. Therefore, the GDPR grants data subjects the right to obtain
pertinent information regarding the basis for smart decision-making [38].

A few XAI approaches have been used for customer churn predictive models in the
existing literature, including global surrogate models, Partial Dependence Plots (PDPs),
Accumulated Local Effects (ALEs) [4], LIME [39], and Shapley values [40,41].

In the work of [4], a number of XAI methods were employed to explain the customer
churn predictive model by using a dataset of the telecom industry. The discussed global
explanation methods included Partial Dependence Plots (PDPs), Accumulated Local Effects
(ALEs), global surrogate models, and Shapley Valuea, as well local methods, including
Individual Conditional Expectation (ICE) and the local surrogate model (LIME). The results
show that a thorough understanding of the data, the inner workings of the model, and
the issue can be addressed by the combination of several interpretations and approaches
in a specific way. Scientists [42] proposed a novel XAI framework to identify the most
significant factors that influence a customer’s decisions on purchasing or abandoning non-
life insurance coverage. Their framework applied similarity clustering to the Shapley values
from a predictive model created by XGBoost. The results showed that the integration of
the clustering technique and Shapley values effectively grouped the customers, which was
used to forecast the churn decisions of customers. Researchers [7] provided an XAI solution
for predicting customer churn and outputting its explanations through visualization. This
system integrates two major methods, the Random Forest algorithm used to train a churn
classifier and Shapley values used to provide global and local explanations for the churn
classifier. Using LIME and Shapley techniques, Ref. [39] interpreted customer churn
predictive models constructed using Random Forest and light-gradient-boosting machines
from local and global perspectives, respectively.

Personalized marketing initiatives, especially those related to managing customer
churn, are essential for companies looking to establish and uphold strong customer relation-
ships. The use of predictive analytics methods undoubtedly enhances the efficacy of these
endeavors [43]. For better customer churn prediction, various emerging ML algorithms
have been employed in the existing literature and have performed well in terms of accuracy.
Nevertheless, decisions produced via ML-based customer churn predictive models are not
easily understood by managers of customer relationships because of the black-box nature
of artificial intelligence. Further research in this area is nascent. Therefore, the aim of this
research is to contribute to the literature by improving the interpretability of customer
churn predictive models through the use of XAI interpretations to optimize their local and
global interpretability.

3. Research Methodology

The telecommunications sector has long struggled with churn. This research aims to
create and deploy a cost-effective system for predicting client churn in the telecommunica-
tions sector. Addressing this issue is expected to yield a deeper comprehension of churning
customers, enabling the identification of such customers and providing a foundation for
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future initiatives aimed at reducing the sector’s churn rate. Section 3 discusses both the
research approach selected and the machine learning models adopted.

3.1. The Crisp Model

The CRoss-Industry Standard Process for Data Mining (CRISP-DM) model is referred
to as a standardized way of obtaining a good process via data mining across businesses and
industries where data and modeling are a priority [44]. Researchers advise that, after twenty
years of developing CRISP-DM, the emphasis is on data science and the methodologies
should accommodate the need for data release, data architecting, data simulation, and
data acquisition [45]. Business processes and demands can be centered based on the data-
driven approach. In other words, we can check work progress, evaluate our outputs, and
make decisions in real-time. By doing so, our efficiency and accuracy in our tasks can be
significantly improved.

Thus, CRISP-DM models are an apparent methodological way of directing the research’s
procedure. The process diagram of the CRISP-DM model is depicted in Figure 1 below.
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We first define a specific business problem, i.e., customer churn in the telecommunica-
tion industry, and set explicit goals to mitigate this problem through predictive modeling.
Following the CRISP-DM framework, we collected and preprocessed customer data from
the telecom industry, focusing on the characteristics that may indicate customer churn.
Throughout the modeling phase, we applied various data mining techniques such as Deci-
sion Trees, Random Forests, and Logistic Regression. After modeling, we evaluated the
performance of the models using rigorous metrics such as accuracy and area under the
curve to ensure that they meet the operational requirements of the business environment.
Finally, we translated the findings from the models into actionable strategies aimed at
customer retention.

3.2. Dataset

The dataset used in this study is a publicly available, large dataset. The aim was to
find a sufficiently large and recent dataset regarding churn within the telecommunication
industry. The dataset in question was selected based on meeting certain search criteria—it
could meet a representative size and was presumed to contain relevant explanatory vari-
ables such as demographics. Finally, a Telecom CUSTOMER Churn dataset from the Maven
Analytics website platform was selected. It consists of customer activity data (features),
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along with a churn label specifying whether a customer canceled the subscription, which
we used to develop predictive models. The dataset consists of 7043 rows and 38 attributes.
The attributes consist of different pieces of information about the individual customer,
including the status of the customer’s subscription, which is categorized as churn and
not churn.

A high-quality dataset is required for further analysis; therefore, this study examined
each variable in the dataset for missing values. In order to select a predictive model with
optimal predictive accuracy, the research data was divided into two groups—the Train
(75%) and Test (25%) datasets—by putting into consideration the great ratio of 2:1 (non-
churner: churner) based on Wei and Chiu ’s [31] research. After testing data quality and
selecting variables, none of the observations or rows were deleted.

3.3. Machine Learning Algorithms

Different machine learning techniques were adopted to create a customer churn
prediction system. These techniques were adopted to find the best possible way to predict
customer churn through a model with high predictive accuracy. The five techniques used
were the Logistic Regression model, the Random Forest classifier, the Naïve Bayes classifier,
The K-Nearest Neighbor classifier, and the Decision Tree Classifier. All the models and
their functions are described below.

Logistic Regression: Logistical models attempt to create a regression model based on
data with the binary response variable. These models can be used, among other things,
to estimate population groups where a statement may be true or false, such as churn or
non-churn. In Logistic Regression, the logit function is used to determine the probability of
a binary outcome.

K-Nearest Neighbor (KNN) Classifier: KNN is a non-parametric algorithm and a
lazy-learner algorithm, meaning it does not make any assumptions about the underlying
data and does not immediately learn from the training set until new data is obtained. The
KNN algorithm assumes that the new data is similar to the existing data and assigns the
new data to the category that is most similar to the existing category based on the distance
between two points.

Naïve Bayes Classifier: This procedure is based on Bayes’ Theorem and the assump-
tion that the predictors are unrelated. In contrast to other models, the Naive Bayes model
is straightforward to create and is particularly successful when dealing with large datasets.
Additionally, it is easy to use.

Decision Tree: Decision Tree learning is a fundamental technique in decision theory.
These trees comprise a root at the top and knots that are interconnected by branches. Nodes
can be classified as either internal or terminal. At each internal node, a specific attribute
is tested, and the result guides the selection of different branches, eventually leading to a
terminal node. The terminal nodes, or “leaves”, correspond to a classification [46].

Random Forest Classifier: A Random Forest is a combination method that works
with Decision Trees as building blocks. The algorithm generates a predefined number of
trees and takes a cut of the total number of trees and uses it as its predictor [47]. In the
task, the Random Forest model can be adjusted to achieve the best possible performance by
adjusting the number of trees and the number of cuts used in the algorithm.

3.4. Model Performance Evaluation

In classification problems, the following measures are used to assess the performance
of ML models.

3.4.1. Confusion Matrix

A Confusion Matrix is a well-known way of examining how a good classification
model achieves the observed classes. The Confusion Matrix is presented in Table 1
as follows.
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Table 1. Confusion Matrix.

Observed 0 Observed 1

Estimated 0 TN FN
Estimated 1 FP TP

The four boxes in the classification table are all assigned a name: FN, FP, TP, and TN.

• TN stands for true negative. Here, the customers are observed as not being churners,
and the model has also classified the customers as non-churners.

• FP stands for false positive. Here, customers are observed as being non-churners, but
the model has classified the customers as churners.

• FN stands for false negative. Customers are observed as being churners, but the model
has classified the customers as non-churners.

• TP stands for true positive. Here, customers are both observed and classified as churners.

The Confusion Matrix is not only a visually advantageous way of measuring the
model’s ability to classify correctly. Several calculations can also be made based on the four
values. These calculations are all targets for more specific evaluations of the model and can,
therefore, be used to identify the model’s strengths and weaknesses.

3.4.2. Four Evaluation Metrics

This section describes four metrics used to assess the performance of churn prediction
models, including accuracy, error rate, specificity, and sensitivity.

Accuracy: Accuracy is the proportion of correctly classified observations out of all
customers classified. This is an overall score, which counts on the overall performance of
the model. Accuracy is determined as follows:

Accuracy =
TP + TN

TP + TN + FP + FN
. (1)

Error rate: As opposed to accuracy, the error rate is the proportion of incorrectly
classified observations out of all customers classified. The error rate is calculated as follows:

Error rate = (FP + FN)/(TP + TN + FP + FN). (2)

Specificity: This is the true negative rate. The rate, thus, indicates how large a pro-
portion of the customers estimated as non-churners are correctly classified. Specificity is
determined as follows:

Specificity = TN/(TN + FP). (3)

Sensitivity: This is the true positive rate. The rate indicates what percentage of the
customers were estimated as churners and classified correctly. Sensitivity is calculated
as below:

Sensitivity = TP/(TP + FN).

3.4.3. Other Evaluation Metrics

ROC stands for Receiver Operating Characteristic and is a visual representation of the
ability to classify correctly. The graph shows the relationship between the false positive
rate on the x-axis and the true positive rate on the y-axis. Three different ROC curves are
shown in Figure 2.
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The ROC curve in the graph to the left indicates a model that correctly predicts 50%
of the time and, therefore, also indicates random classification. The graph in the middle
indicates a model with improved predictive ability but that still leads to misclassification.
In the graph to the right, the ROC curve indicates that the model classifies close to perfect,
as the curve is very close to the upper left corner.

AUC stands for area under the curve and measures the area under the Receiver
Operating Characteristic (ROC) curve. It is one way to obtain a more accurate measurement
of the model’s performance. A perfect model will have an AUC of 1, after which the
model’s quality decreases as the AUC value decreases.

3.5. Explainable AI Techniques

Due to the black-box nature of machine learning algorithms, the operating principles of
the algorithms are difficult to understand and cannot be easily explained to decision-makers
in the telecom industry, especially if they do not have a computer science background.
As a result, although ML algorithms excel in terms of accuracy, they may not gain the
trust of decision-makers or users or be accepted in real-world enterprise management.
While aiming to address this issue, after evaluating the classifiers, this paper introduces the
concept of explainable AI in the study and illustrates the results of the best customer churn
prediction models through two visualization tools, including LIME and SHAP.

First, Local Interpretable Model-Agnostic Explanations (LIMEs) are employed to
optimize the local interpretability of the Decision Tree classifiers and Random Forest
classifiers. It emphasizes training locally interpretable models that may be used to explain
specific predictions and help decision-makers understand why a particular class was
predicted for a certain instance [46].

However, the purely local character of the LIME explanation, which only predicts
how the present prediction will change in response to minute changes in the input values,
is one of its limitations. As a result, rather than serving as an interpretation of why the
forecast was made in the first place, it acts more like a sensitivity study. Therefore, this
study also employs another explanation technique, SHAP, to show the overall importance
of the factors.

The SHapley Additive exPlanation (SHAP) is a method of interpreting the results of
any ML model by attributing an importance score to each feature in the data [48]. In this
study, summary plots are drawn to allow visualization of the importance of features and
their influence on prediction. The features are ranked according to the sum of the SHAP
values of all samples. The colors indicate the high and low SHAP values of the features,
i.e., blue indicates low importance and red indicates high importance. It makes use of the
SHAP values to show the impact distribution of each feature as well.
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4. Analysis and Results

This section will present the results from the application of the machine learning model
described in Section 3 of this paper to the research dataset, as well as the model evaluation
procedure. The initial step of the analysis section involves the descriptive statistics, which
will help to build an understanding of the data for the subsequent analysis. The second
area consists of, Sections 4.2 and 4.3, showing different but related results and analysis. The
section will conclude with a review of the variable and the machine learning technique that
provides the best algorithm to predict customer churn.

4.1. Descriptive Statistics

To develop a better understanding of the attributes, it is required to construct summary
statistics for all the features contained in the dataset used in this study. Table 2 shows
the outcomes.

Table 2. Table of descriptive statistics.

Count Mean Std Min 25% 50% 75% Max

Age 4601 47.89307 17.362 19 33 47 62 80

Number of Dependents 4601 0.380569 0.880541 0 0 0 0 8

Number of Referrals 4601 1.947403 2.957352 0 0 0 3 11

Tenure in Months 4601 34.63117 24.19849 1 12 32 58 72

Avg Monthly
Long-Distance Charges 4601 25.5811 14.26574 1.01 13.02 25.84 37.97 49.99

Avg Monthly GB
Download 4601 26.12889 19.53716 2 13 21 30 85

Monthly Charge 4601 81.20272 21.14967 −10 69.9 83.75 96.2 118.75

Total Charges 4601 3042.595 2391.057 42.9 847.3 2564.3 4968 8684.8

Total Refunds 4601 2.163306 8.286778 0 0 0 0 49.57

Total Extra Data Charges 4601 8.943708 28.62071 0 0 0 0 150

Total Long-Distance
Charges 4601 888.9163 866.5069 1.13 178.89 582 1417.92 3536.64

Total Revenue 4601 3938.291 3054.189 46.92 1119.4 3378.79 6412.05 11979.34

From the over 4601 customer samples used in this research study, the number of
referrals is 1.95, with an SD of 2.96, which means that, on average, each customer referred
this telecom company to two friends. The average download volume in gigabytes to the
end of the second quarter is 26.12 GB, and the customer’s total charges for additional data
downloads for the same quarter is 8.94, with an SD of 28.62. Table 2 also shows details
of the customers’ charge history, where the average values are 3042.59, 2.16, 8.94, and
888.91 for total charges, total refunds, total extra data charges, and total long-distance
charges, respectively.

The bar chart presented below was computed to examine the distribution of the target
variable across the customer service call variable. It can be observed from the chart that
the dataset is unbalanced, with almost twice as many churning samples than not churning
samples. See Figure 3.

To examine the inter-correlation among the features, a correlation matrix was com-
puted and displayed in the form of a heatmap to indicate the pairwise relationship among
the call activities and features of the telecom customers. See Figure 4.
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4.2. Results Based on Confusion Matrix

Customer churn is a critical issue for telecom companies, as it can significantly impact
their revenue and profitability. Therefore, accurate prediction of customer churn is an
important task in the industry. This study applied five different ML algorithms to predict
customer churn in the telecom industry, including Logistic Regression, KNN model, Naïve
Bayes, Decision Tree, and Random Forest. Their performance was first evaluated using a
Confusion Matrix, which consisted of values of true negatives (TN) and true positives (TP),
false negatives (FN) and false positives (FP). As stated in Section 3.4.1, TNs are cases where
the actual negative is also predicted to be negative, while TPs are cases where the actual
positive is also predicted to be positive. FNs are cases that are positive but predicted to be
negative, while FPs are cases that are actually negative but predicted to be positive. See
Figure 5.
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Figure 5. Confusion Matrix values for the five algorithms.

A clustered bar chart was drawn to illustrate the performance of these algorithms
in terms of these four metrics. Random Forest appeared to have the highest number
of TP and TN and the lowest number of FN and FP, indicating that it may be the best-
performing model of the five. It can be observed that 641 customers from the test dataset
are correctly classified as non-churner, 109 of the customers who are non-churners are
incorrectly classified as churners, 88 of the customers that are churners are misclassified as
non-churners, and 670 of the customers are classified correctly as churners. The prediction
accuracy of the Random Forest algorithm was computed to be equal to 0.8694. This implies
that 86.94% of the customers are correctly classified by the Random Forest model. Random
Forest is effective in identifying both customers at risk of churn (TP) and those unlikely to
churn (TN), while avoiding misclassification of non-churning customers, which can lead to
customer dissatisfaction, or churning customers as non-churning and missed opportunities
to take action to retain them, leading to loss of profit.

In terms of the TP metric, Decision Tree was the second-best choice after Random
Forest, indicating that it was excellent at identifying customers at risk of churn (TP: 614).
However, its relatively lower TN values of 593 compared to the other algorithms indicate
that it performs poorly in identifying non-churning customers. Furthermore, its relatively
low FN values (144) and high FP values (157) confirm that the Decision Tree has a tendency
to classify customers as those at risk of churn. Therefore, telecom companies may want
to carefully assess the accuracy of the algorithm’s positive predictions before taking any
retention action.

Naïve Bayes and Logistic Regression performed similarly with moderate levels of
performance, with high numbers of true negatives (TNNB: 617; TNLR: 555) and true
positives (TPNB: 587; TPLR: 584) as well as high numbers of false negatives (FNNB: 171;
FNLR: 174) and false positives (FPNB: 133; FPLR: 195). This suggests that these algorithms
can effectively identify customers who are likely to churn (TP) and those who are unlikely
to churn (TN), but it may also misclassify some customers as either those who will not
churn (FN) or those who will churn (FP).

The KNN model is the worst performer of all the algorithms. Although it performs
well in identifying non-churning customers, as evidenced by the high number of TNs
(635 customers), it performs rather poorly in identifying customers at risk of churning (TP:
440 customers). In addition, it has a high number of FN (318 customers) and a relatively
low number of FP (115 customers) compared to the other models, which could indicate
a tendency to misclassify positive instances (i.e., customers who will churn) as negative
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(i.e., customers who will not churn). This could potentially lead to missed opportunities for
telecom companies to take retention action.

The area under the Receiver Operating Characteristic (ROC) curve is a metric widely
used to assess the overall performance of binary classification models. The results of
AUC-ROC for all algorithms tested in this study are shown in Figure 6. Random Forest
had the highest score of 0.95, followed closely by Naïve Bayes, with a score of 0.88. These
two models were the most effective at predicting customer churn in the telecom industry in
this study. Logistic Regression also performed well, with an AUC score of 0.84, indicating
that it is a reliable algorithm for predicting customer churn. KNN and Decision Tree had
lower AUC scores of 0.81 and 0.8, respectively, suggesting that they may be less accurate in
distinguishing between the customers at risk of churn and customers who will not churn.
See Figure 6.
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In summary, from the analysis of the Confusion Matrix and AUC-ROC curve, Random
Forest was the most effective model for automatically detecting customer churn risk for
telecom companies. The performance of the five models will be further evaluated in the
next section.

4.3. Results of Analysis and Discussion

This study aims to identify the system that produces good predictions on customer
churn through machine learning models. Therefore, it is necessary to compare the models
selected in this study and identify the model with the best predictive ability. Presented in
Table 3 are the model evaluation criteria considered in this study.

The accuracy measure is the ability of a machine learning model to make a correct
prediction. As observed from Table 3 above, the machine learning models based on Naïve
Bayes, Decision Tree, and Random Forest algorithms computed high prediction accuracy,
as they computed well with around 80% or above accuracy measures. The Random Forest
classifier computed the highest accuracy (86.94%) measures with around 7% points better
than the decision tree model, which computed an 80.04% accuracy measure. Figure 7
depicts a graphical representation of the model evaluation metrics.



Algorithms 2024, 17, 231 15 of 21

Table 3. Table of descriptive statistics.

Model Accuracy AUC Sensitivity Specificity

Logistic Regression 0.7553 0.84 0.7400 0.7704

KNN 0.7129 0.81 0.8467 0.5805

Naïve Bayes 0.7984 0.88 0.8227 0.7744

Decision Tree 0.8004 0.80 0.7907 0.8100

Random Forest 0.8694 0.95 0.8547 0.8839
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Figure 7. Model Evaluation.

4.4. Model Interpretation

According to the model comparison results, the best customer churn prediction model
was created from the random forest algorithm, which had a prediction accuracy of close to
90%. After that, to address with the black-box nature of machine learning algorithms, this
paper illustrates the results of customer churn prediction models through two explainable
AI tools, including LIME and SHAP.

4.4.1. Local Interpretable Model-Agnostic Explanations (LIME)

Figure 8 shows the local explanations of the Random Forest classifier for the first
sample and the second sample using the LIME technique. According to Figure 8, the five
most significant factors in Random-Forest-based churn detection for the first customer are
the ‘Contract’, ‘Number of Dependents’, ‘Online Security’, ‘Premium Tech Support’, and
‘Number of Referrals’. Furthermore, an increase in the value of these five factors will drive
the prediction toward not churning, while an increase in the value of ‘Payment Method’
and ‘Monthly Charge’ will increase the likelihood of churning. For the second customer,
‘Monthly Charge’ was more important than ‘Premium Tech Support’ and was one of the
top five factors that influenced a customer’s subscription decision. In addition, contrary to
the first customer, LIME indicates that an increase in the value of ‘Contract’, ‘Number of
Dependents’, and ‘Number of Referrals’ values can increase the likelihood of the second
customer’s churn. See Figure 8.
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However, the LIME explanation only predicts how the present prediction will change
in response to minute changes in the input values. Therefore, this study also employs
another explanation technique, SHAP, to show the overall importance of the factors. The
results are shown in the following subsection.

4.4.2. SHapley Additive exPlanation (SHAP)

The summary plots for the random forest classifier computed using the SHAP tech-
nique are shown in Figure 9. In terms of the overall importance of the features, ‘Contract’,
‘Number of Referrals’, ‘Tenure in Months’, ‘Monthly Charge’, and ‘Online Security’ are the
five factors that make the most contribution to the prediction outcomes of the Random
Forest classifier. To be specific, high values of ‘Contract’, ‘Number of Referrals’, ‘Tenure in
Months’, and ‘Online Security’ increase the possibility of customer churn predicted by the
classifiers, while the low value of ‘Monthly Charge’ increases the possibility.
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In addition, to provide a global explanation, SHAP values can also be used to explore
the prediction made for an individual sample. Therefore, this paper computes the SHAP
explanation for the same two samples, as investigated using LIME in Section 4.4.1, and
conducts a comparison.

According to Figure 10, the most significant factors for the first customer sample
that push the prediction toward churning are ‘Payment Method’, ‘Age’, and ‘Monthly
Charge’, and the ones that push the prediction toward not churning are ‘Contract’, ‘Online
Security’, ‘City’, and ‘Number of Referrals’. Although ‘Age’ is not included in the top 10
groups of LIME, LIME and SHAP are able to corroborate each other’s judgment about
the significance and direction of the factors for the first sample. For the second customer
sample, as shown in Figure 10, SHAP shows that the ‘Number of Referrals’, ‘Contract’,
‘Number of Dependents’, and ‘Monthly Charge’ are the most significant factors that push
the prediction toward churning, which is consistent with LIME explanation as well.
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In summary, the results of the model explanations presented by the LIME and SHAP
techniques, respectively, are consistent. By showing decision-makers in the telecom indus-
try how customer-related factors affect customer retention through these interpretation
figures, decision-makers can understand how AI makes predictions in a way they under-
stand, even if they do not understand the complex algorithms of AI.

5. Discussion and Recommendations
5.1. Relevance to This Emerging Area and Its Contributions

Due to the black-box nature of machine learning algorithms, it may be difficult for
decision-makers in any industry to comprehend the advanced customer churn system
and may, therefore, lead to the systems being rejected. While aiming to address this issue,
this paper also introduces the concept of explainable ensemble learning, with the use
of ensemble-based machine learning and innovative ensemble learning, into business
analytics and illustrates the results of the best customer churn prediction model through
two visualization tools, including LIME and SHAP.

We implemented multiple classifiers including Logistic Regression, Random Forests,
Naïve Bayes, Decision Trees, and KNN to compare ensemble techniques like bagging and
boosting against individual methods [49]. The ensemble approach of combining diverse
models clearly provided superior predictive performance over any individual learner for
this key business analytics challenge.

Consequently, the developed predictive system is sufficient for distinguishing churn-
ers and non-churners and helps business developers in the telecommunication industry
to conduct a more efficient campaign for customer retention, which will help to reduce
marketing costs and churn rate effectively. The use of analytics and explainable ensemble
learning can deliver critical insights effectively to all customers, stakeholders, and employ-
ees. Therefore, it makes decision-making more streamlined and straightforward, and the
employees and other stakeholders can revise their work focus.

5.2. Implications Relevance to This Special Issue

This research aimed to develop a predictive model for customer turnover in the
telecommunications industry that could distinguish between customers who are likely
to churn in the near future and those who are loyal to the company. The value of such a
strategy to a firm is that it avoids wasting money on useless mass marketing approaches
and allows organizations to target true churners by removing customers who are likely
to churn. Furthermore, as explained in Section 1, obtaining a new customer costs eight
times as much as keeping an existing one; as a result, because the churn predictive model
can predict future churners, businesses seeking to keep their clientele can concentrate on
retention strategies rather than acquisition strategies, which are less expensive.

In addition, this study also improves the interpretability of customer churn predictive
models through the use of LIME and SHAP to optimize their local and global interpretabil-
ity. It provides decision-makers with an overall explanation of the factors affecting the
customer’s decision to churn, as well as a specific analysis for every single customer. As
a result, decision-makers can more easily understand the results of advanced predictive
models and use these explanations to develop global strategies and customize strategies
for specific customer segments.

The conclusions of this study have significant consequences for telecommunication
companies. Apart from the notion of establishing a predictive system for predicting
customer turnover in the telecommunication industry, the findings of this study may be
applied to the banking industry in terms of developing a churn prediction model for debit
card customers.

To generalize the previous discussion, we may advocate that companies employ
machine learning approaches to transform existing consumer information in their databases
into meaningful information that can assist them with their efforts to market based on the
research results. They would also benefit from using machine learning to create a projected
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churn model, which could act as an alert system for organizations and help them to spend
their retention money effectively.

5.3. Limitations of the Study

There are limitations to this study. Some of the constraints were that we could not ac-
cess some types of customer data, such as billing and credit information, due to telecom data
categorization and confidentiality restrictions. This was a significant research constraint.
Another constraint in conducting this study was the lack of demographic information
on the clients. Therefore, it was not possible to include such criteria in the classification
process, which would have improved the classification accuracy and interpretability.

6. Conclusions and Recommendations

The telecommunication industry has been hit the hardest and at a high stake, with an
average annual churn rate of 30%, resulting in a tremendous waste of money and effort. It
is essential to understand why customers leave to minimize the damage to the bottom line
of the business.

Since churn is certain to result in lost revenue, and the cost of customer acquisition
is equivalent to 5–10 times the cost spent on customer retention or satisfaction, churn
forecasting has become a major task for companies to remain competitive. While aiming
to help companies reduce customer churn to survive or grow, customer churn forecasting
can be used in the long term to obtain continuously updated, real-time customer data.
Therefore, the principal aim of this study was to build a prediction system that can help to
identify customers who are likely to leave, specifically in the telecommunication industry.
Various data mining methods like Decision Trees, Random Forests, and Logistic Regression
were utilized by experts to build the predictive model. This study created a comparison
system, since it is a more interpretable and intelligible approach to visualizing several
machine learning algorithms. The performance of the models was evaluated using the
accuracy measures, area under the curve, and sensitivity and specificity measures. The
Random Forest classifier is the best classifier in this study, with an accuracy of around 90%,
and it also performed well in other evaluation metrics.

Moreover, this paper contributes to the field by introducing the concept of explainable
ensemble learning. By integrating various tools, such as LIME and SHAP, this study
provides decision-makers with clear, actionable insights into the factors driving customer
churn. This advancement is particularly significant in addressing the opaque nature of
machine learning algorithms, making advanced analytics accessible and applicable for
strategic decision-making in business settings.
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