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RESEARCH ARTICLE

Disordered gambling, or dependence and consequences: a bifactor exploratory 
structural equation model analysis of the problem gambling severity index

Richard J. E. Jamesa, Jaimie E. Tillsleya, Lucy Hitchama, Cong Moua, Hyungseo Kima and Richard J. Tunneyb 

aSchool of Psychology, University of Nottingham, Nottingham, UK; bSchool of Psychology, Aston University, Birmingham, UK 

ABSTRACT 
Background: The Problem Gambling Severity Index (PGSI) is a widely used assessment of disordered 
gambling. However, it has been claimed that instead of measuring a single factor of problem gambling 
severity, the PGSI measures two correlated factors of behavioral dependence and harms/consequences. 
The existing literature using exploratory and confirmatory factor analysis has notable limitations that 
mean these accounts cannot be discriminated.
Method: Secondary data from 13 nationally representative surveys of gamblers in the UK (n¼ 42,422) 
between 2007 and 2023 were used to examine five different approaches to specifying one- and two- 
factor models of the PGSI.
Results: Overall, the findings supported a single construct account. Fit indices provided slight support 
for a two-factor model. However, the composition and loadings of these factors did not replicate in 
the disaggregated datasets and demonstrated poor model-based reliability. The best-fitting model was 
a bifactor ESEM model with a general gambling severity factor and a group-specific factor subsuming 
additional covariance between the first three or four items.
Conclusions: This study provides support for a unitary gambling severity construct and the use of total 
PGSI scores. The second factor observed elsewhere appears to consist of residual covariances between 
the first 3-4 PGSI items or a methods factor that can be explained by item framing (e.g. items that ask 
about gambling behavior).
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Introduction

The Problem Gambling Severity Index (PGSI) (Ferris and 
Wynne 2001) is the most widely used measurement of prob
lem gambling worldwide (Williams and Volberg 2010). 
However, it is disputed whether the PGSI measures a single 
construct of disordered gambling (Svetieva and Walker 
2008; Browne and Rockloff 2020) or correlated but distin
guishable indices of behavioral dependence and gambling 
consequences (Tseng et al. 2023). This paper reviews the 
existing literature that has tested the structure of the PGSI, 
highlighting significant methodological problems with exist
ing approaches. We conclude that additional modeling is 
needed to test between these accounts. To address this, we 
applied exploratory structural equation (ESEM) and bifactor 
modeling to data from 13 nationally representative surveys 
of over 42,000 gamblers from the United Kingdom.

The Problem Gambling Severity Index – one factor 
or two?

The PGSI was designed to measure a latent factor of gam
bling problems (Ferris and Wynne 2001). However, the 

internal structure of the PGSI has been contested since its 
inception. Ferris and Wynne (2001) used an iterative 
approach to identify candidate items for the PGSI, beginning 
with a 46-item pool hypothesized to measure factors of 
dependence, consequences, and involvement. The first ana
lysis proved inconclusive between 1, 2, and 3-factor models, 
with substantial cross-loading between the factors. From 
this, a one-factor model was selected, and the data was rean
alyzed with a reduced set of 20 items before choosing a final 
set of 9 items that loaded closely onto a single factor.

Given the issues encountered during scale development, 
it is unsurprising that alternative models have been pro
posed. The PGSI contains questions assessing behavioral 
dependence and gambling consequences (Browne and 
Rockloff 2020), with most items ostensibly focusing on the 
latter. However, the PGSI has been criticized as a measure 
of harm because most items were sourced from instruments 
or criteria that assess a dependence model (Svetieva and 
Walker 2008). Indeed, a subset of items from the PGSI has 
previously been included among a set of indicators measur
ing behavioral dependence that can be distinguished from 
harm (Browne and Rockloff 2020). Consequently, it is 
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possible, albeit uncertain, that dependence and harm can be 
separated within the PGSI.

Item content aside, conceptualizations of substance use 
(e.g. DSM-IV) have distinguished between ‘dependence’ and 
‘abuse’ to separate core addiction criteria and the impacts of 
substance use. The distinction between behavioral depend
ence and consequences is reminiscent of this and has the 
potential to be utilized in treatment pathways or interven
tion studies. This is because, like the operationalizations of 
these in the DSM-IV (Hasin et al. 2013), it has been argued 
that one factor may precede the other (Maitland and Adams 
2005; Flack et al. 2023). Indeed, it has been shown that sig
nificant harms accumulate among people who are not expe
riencing disordered gambling (Browne et al. 2020; Browne 
and Rockloff 2020). If there are groups for whom harm pre
cedes dependence, as the DSM-IV distinction proposed, this 
can be used to identify candidate behaviors for prevention. 
However, there were significant problems with these con
structs in substance use that led to their removal in the 
DSM-5 in favor of a unitary model, with item response 
models conclusively rejecting the hypothesis that abuse was 
a precursor to dependence (Hasin et al. 2013).

Factor analyses of the PGSI

An extensive empirical literature has assessed the structure 
of the PGSI using exploratory (EFA) and confirmatory 
(CFA) factor analytic approaches (Table 1). The EFA litera
ture is almost unanimous in support of a single factor model 
when samples are not selected based on PGSI scores (i.e. 
higher severity subgroups), whereas findings using CFA 
have been equivocal: ten out of twenty-four studies either 
failed to support a simple single factor model or concluded 
in favor of a multidimensional model. Of these, a number 
favored a two-factor model of dependence and consequences 
over a single factor (Maitland and Adams 2005, 2007; Tseng 
et al. 2023), using the distinction made during scale develop
ment. However, these analyses were estimated using max
imum likelihood (ML), and in each case, the two-factor 
model also displayed misfit despite improvements. Analyses 
by Frasheri and Shahini (2017) using EFA and CFA with 
weighted least squared (WLS) supported a two or three-factor 
oblique exploratory model in a sample of Albanian adoles
cents, concluding in favor of a two-factor model in a con
firmatory analysis based on parsimony. Molander and 
Wennberg (2022) identified substantial misfit in a sample of 
Swedish gamblers using ML, principally based on poor 
RMSEA fit, and subsequently used EFA to identify three 
orthogonal factors.

Several additional studies indicated a poor fit for a one- 
factor CFA model (Loo et al. 2011; Auer et al. 2023), and 
required additional evidence to justify a single factor, such 
as EFA (Auer et al. 2023) or adding correlated residuals 
(Loo et al. 2011). In several instances, one and two-factor 
structures showed equivalent fit, but a one-factor model was 
supported based on additional considerations. Re-analysis of 
Tseng et al.’s (2023) data by Tabri and Wohl (2023) chal
lenged a two-factor interpretation, highlighting minor 

improvements in fit and poor reliability of factor-specific 
reliabilities when fitting a bifactor model alongside the 
dependence and consequences factors. Cooper and 
Marmurek (2023), reanalyzing data that had previously sup
ported a one-factor model (Marmurek and Cooper 2023), 
found an improved fit with a second factor but limited evi
dence of additional criterion validity.

Methodological issues with factor analyses of the PGSI

However, there are critical weaknesses in this literature. The 
exploratory literature has chiefly used principal components 
analysis (PCA) rather than EFA, despite the PGSI being 
developed to measure a latent factor. PCA makes different 
assumptions to EFA, specifically that EFA parcellates error 
into unique and common variance, whereas PCA only mod
els the latter. This generally leads to PCA retaining fewer 
factors using the same indices (Silverstein 1990; Widaman 
1993). In addition, best practices have not been regularly 
applied to decide the number of factors to retain. The Kaiser 
criterion has been most frequently used when factor reten
tion metrics have been reported. Limitations of the Kaiser 
criterion have been extensively debated, and in practice, it 
tends to over-extract orthogonal factors due to sampling 
error (Braeken and van Assen 2017).

Methodological problems pervade CFA studies as well. 
Table 1 shows that most CFAs have been conducted with pro
cedures (i.e. ML) designed for continuous data and perform 
poorly on skewed ordinal data (Savalei 2021). The PGSI, with 
four ordered categories, is highly skewed (Table 2). The most 
substantial evidence of misfit is from one index (RMSEA), and 
while two-factor models improve fit, these often still indicate 
substantial misfit. The modeled factors are very highly corre
lated (r > .85), and this may be a symptom of problems such 
as cross-loading between items (Asparouhov and Muth�en 
2009) or an over-extraction of factors when encountering 
minor misspecification such as correlated residuals.

These issues are often addressed with estimators such as 
WLS or its robust adjustment (WLSMV), which are well- 
suited for categorical data. However, these come with a dif
ferent set of limitations. For instance, model comparison is 
more complicated, with common guidelines on fit developed 
for ML. When applied to WLS, these are biased toward sup
porting better model fit (Xia and Yang 2019; Savalei 2021). 
This creates a risk of false positive evidence supporting a 
one-factor model, as attempts to improve model fit prema
turely cease because of biased cutoffs. Comparisons of non- 
nested models also become difficult as many methods rely 
on ML, as do options for handling missing data.

Another consideration is the choice of models that have 
been compared. Except for Tabri and Wohl (2023), existing 
research has only compared first-order factor structures, i.e. 
one versus two factors. An alternative specification that may 
address these problems is to use a bifactor model. Bifactor 
models assume the presence of a general factor onto which 
all items load and item-specific group factors that may be 
interpreted as residual/methods factors or substantiative. If 
the PGSI is better represented as a single factor with minor 
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misspecification, then a bifactor model should demonstrate a 
reliable general factor with inconsistent group factors. 
Bifactor models allow the testing of model-based reliability 
(e.g. omega) to determine whether a single score is 
sufficient.

The present study

Over the last 20 years, psychometric analyses of the PGSI 
have found support for both one and two-factor models. 
However, the literature is confounded by methodological 
limitations that preclude conclusive evidence in favor of 
either model. These weaknesses highlight the need for a dif
ferent approach. To resolve this impasse, we propose using 
exploratory structural equation modeling (ESEM) 
(Asparouhov and Muth�en 2009) to overcome limitations 
with EFA and CFA. Conceptually, ESEM combines the 
exploratory element of EFA with the measurement approach 
of CFA and SEM. Rather than specifying which factors items 
load onto, as with CFA, EFA is used to estimate item load
ings freely. ESEM is more flexible than EFA or CFA and has 
been used to resolve discrepant EFA and CFA findings 
(Marsh et al. 2010). It allows exploratory modeling of cross- 
loadings between factors and residual covariance between 
items and incorporates factor rotation methods standard in 
EFA but not CFA. ESEM has value in this study because it 
relaxes the assumption that items load onto one primary fac
tor (unidimensionality). This allows for a more comprehen
sive test of the assertion that the PGSI measures one or two 
factors. Building on this, we compare these against bifactor 
models with a general factor and one or two specific factors. 
We apply these models to 13 British gambling prevalence 
surveys using the PGSI.

Methods

Sampling

This is a secondary analysis of data from 13 studies, with 
81,903 respondents, of whom 42,422 completed the PGSI. 
Data were only excluded for respondents who were not 
administered the PGSI or had not completed any items.

Each of these studies was a gambling prevalence survey 
conducted in the UK between 2007 and 2023, designed to 
represent their respective national populations using a com
plex sampling approach. The methods for these datasets: the 
British Gambling Prevalence Surveys in 2007 (Wardle et al. 
2007) and 2010 (Wardle et al. 2011), the Northern Ireland 
Gambling Prevalence Survey 2010 (Analytical Services Unit 
2010), the Health Survey for England in 2012 (Craig and 
Mindell 2013), 2015 (NatCen Social Research and University 
College London 2016), 2016 (NatCen Social Research and 
University College London 2017), and 2018 (NatCen Social 
Research and University College London 2019), the Scottish 
Health Survey in 2012 (Rutherford et al. 2013), 2015 
(Christie et al. 2016), 2016 (Day et al. 2017), 2017 (Christie 
and McLean 2019; Hinchliffe et al. 2022), and 2021 
(Hinchliffe et al. 2022), and the National Survey for Wales 
2022–23 (Welsh Government 2023) have been reported else
where, including details of ethical review processes for the 
deposited datasets. For 12 of the 13 studies, the PGSI was 
administered to past-year gamblers, which is standard prac
tice in the gambling literature (Xiao et al. 2023). In the 
Northern Ireland Gambling Prevalence Survey, all respond
ents were administered the PGSI.

The data is available from the UK Data Archive for 
research use (Department for Social Development (Northern 
Ireland) 2016; NatCen Social Research & University College 
London Department of Epidemiology and Public Health 
2019a, 2019b, 2022; National Centre for Social Research 
2008, 2011; National Centre for Social Research & 
University College London. Department of Epidemiology 
and Public Health 2014; Office for National Statistics & 
Welsh Government 2024; ScotCen Social Research 2016, 
2017, 2021, 2023; ScotCen Social Research, University 
College London 2014).

Table 2 reports descriptive statistics on the sample size 
and the PGSI. Table S1 provides detailed descriptive statis
tics on the sample.

Instrument

The Problem Gambling Severity Index (PGSI) (Ferris and 
Wynne 2001) was used in all analyses. The PGSI consists of 
nine items measuring betting beyond one’s means, tolerance, 
loss chasing, borrowing money to fund gambling, self and 
other perceived gambling problems, guilt, health, and finan
cial problems. The PGSI items are typically summed into a 
single total score from 0 to 27, corresponding to increasing 
problem gambling severity. Four interpretive categories are 
commonly used: no problem gambling (0), low risk of prob
lem gambling (1-2), moderate problem gambling (3-7), and 
problem gambling (8þ). The proportion of respondents 
exceeding the 8þ cutoff typically stands between 0.5% and 
2% internationally (Williams et al. 2012).

Statistical analysis

Analyses were conducted on the individual datasets, and an 
integrated dataset pooled the studies. To begin, CFAs were 

Table 2. Summary of sample sizes, PGSI scores, and distributions.

Dataseta N M S.D. Skew Kurtosis a

BGPS2007 5,621 0.267 1.408 10.856 158.164 0.917
BGPS2010 5,706 0.288 1.453 9.776 128.550 0.907
NIPS2010 1,032 0.555 1.952 5.062 33.915 0.905
HSE2012 4,264 0.176 1.118 12.679 223.786 0.914
SHES2012 2,730 0.205 1.381 11.068 153.446 0.936
HSE2015 4,080 0.228 1.525 11.608 167.131 0.947
SHES2015 2,655 0.166 1.124 11.399 165.909 0.922
HSE2016 3,709 0.196 1.182 10.146 135.273 0.912
SHES2016 2,246 0.190 1.410 12.154 177.725 0.944
SHES2017 1,676 0.202 1.347 11.133 161.309 0.941
HSE2018 3,733 0.205 1.352 11.992 182.085 0.929
SHES2021 2,052 0.206 1.179 10.966 153.898 0.882
NSW2022-23 2,918 0.230 1.330 10.189 128.422 0.902
Aggregated Data 42,422 0.230 1.358 10.843 154.135 0.920
aBGPS ¼ British Gambling Prevalence Survey, NIPS ¼ Northern Ireland 
Gambling Prevalence Survey, HSE ¼ Health Survey for England, SHES ¼
Scottish Health Survey, NSW ¼ National Survey for Wales.
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estimated by specifying one and two-factor models. The 
two-factor specification was adopted from previous studies 
(Maitland and Adams 2005, 2007; Tseng et al. 2023), with 
items 1-4 and 5-9 specified as correlated factors. The factor 
variance was set to 1 to allow loadings to be freely esti
mated. ESEM was subsequently applied to the datasets to 
test whether this improved fit compared to the CFA models. 
Loadings were freely estimated on both factors, allowing 
cross-loading. The ESEM factors were rotated using an 
oblique (geomin) rotation. Bifactor ESEM models were esti
mated using a bi-geomin rotation, with the general factor 
and group factors specified as orthogonal.

Model fit was initially assessed using CFI, TLI, v2, 
RMSEA, and SRMR. CFI, TLI, and RMSEA penalize for 
additional parameters, enabling comparison between CFA 
and ESEM. Many of these indices are sensitive to sample 
size (Meade et al. 2008) and estimator (Savalei 2021). As 
such, standard cutoffs were not utilized to interpret WLSMV 
analyses as there is strong evidence of bias. Misfit was also 
tested using Shi et al.’s (2020) unbiased SRMR, model resid
uals, and for CFA models, dynamic fit indices (Wolf and 
McNeish 2023). Model-based reliability was assessed using 
Omega, hierarchical Omega, factor determinacy, construct 
replicability (H), explained common variance, and absolute 
relative parameter bias.

The models were estimated using maximum likelihood 
with robust (Huber-White) standard errors (‘robust’ ML or 
MLR) and weighted least squares with mean and variance- 
adjusted test statistics (WLSMV). MLR is frequently used for 
non-normal data, and WLSMV is commonly advised for 
ordinal data with a small number of categories and severe 
violations of normality. The models were estimated using 
lavaan (Rosseel 2012) and replicated in MPlus v8.7 (Muth�en 
and Muth�en 1998–2022) with the aid of the 
‘MplusAutomation’ package (Hallquist and Wiley 2018). 
Initial scale and model fit testing was conducted using the 
‘psych’ package (Revelle 2023) and the SEMTools package 
(Jorgensen et al. 2016). Model-based reliability was assessed 
using the indices proposed by Rodriguez et al. (2016), with 
the ‘bifactorindicesCalculator’ implementing these (Dueber 
2017). Tables were generated using the ‘flextable’ package 
(Gohel and Skintzos 2021).

Additional analyses

A series of multiple group CFA/ESEM models were com
pared to test whether the parameters are invariant between 

datasets. These added incremental constraints to the model. 
For MLR, a baseline configural model was estimated, fol
lowed by imposing constraints to assess metric (factor load
ing), scalar (item intercept), and strict (residual) invariance. 
The code for this is built on the program developed by De 
Beer and Morin (2022). For WLSMV, the identification 
approach proposed by Wu and Estabrook (2016) was used: a 
configural model was fit with item thresholds held invariant 
for all items as a baseline model. Then, the equivalence of 
factor loadings was tested before adding constraints on 
intercepts and residuals, in line with previous implementa
tions (Svetina et al. 2020). Further tests repeated the analyses 
under different conditions, specifically by accounting for 
increasing degrees of weighting and complex sampling 
design, utilizing a reduced set of items, stratifying the sam
ple by the interpretative categories of the PGSI, and assess
ing the criterion validity of the ESEM factors.

Data and code availability

Code and output files are available on the OSF at https://osf. 
io/24a6h/

Results

Latent structure modeling

Confirmatory factor analyses
Model fit statistics are reported in Table 3 for individual 
datasets, Table S2 for the pooled data, and each model on 
the OSF. All items loaded strongly onto a single factor 
across all datasets (mean k > .63 MLR, mean k> 0.88 
WLSMV) and the integrated sample (k > .611 MLR, k >

.870 WLSMV (Table S3).
Model fit was equivocal using both estimation methods 

(Table 3). Levels of absolute error measured using both 
implementations of SRMR were very low. Examination of 
the residuals (see OSF) further highlighted that the misfit 
was small. Bivariate residual correlations with misfit r >
j0.1j were only found with MLR, restricted to couplets of 
the first four items. In most datasets, only one residual 
covariance (between items 1 and 3) exceeded r> 0.1. These 
residual covariances were substantially lower using WLSMV. 
However, there was also evidence of poor fit. The chi-square 
statistic was significant in most (10 MLR, 9 WLSMV) analy
ses. One index (RMSEA) performed notably worse than 
others, exceeding standard cutoffs in every MLR analysis. 
This mirrors previous studies where RMSEA performed 

Table 3. Summary of model fit indices (mean and range) for the disaggregated models.

Model X2 df X2 p > .05 RMSEA CFI TLI SRMR Unbiased SRMR

1F CFA (MLR) 71.22 (19.26–126.16) 27 2 0.13 (0.08–0.19) 0.92 (0.86–0.97) 0.9 (0.82–0.96) 0.04 (0.03–0.06) 0.02 (0–0.04)
1 F CFA (WLS) 64.21 (28.54–146.42) 27 3 0.01 (0–0.02) 1 (1–1) 1 (1–1) 0.03 (0.02–0.04) 0.01 (0–0.03)
2 F CFA (MLR) 52.55 (15.46–84.36) 26 3 0.11 (0.07–0.15) 0.94 (0.89–0.98) 0.92 (0.84–0.97) 0.03 (0.02–0.05) 0.01 (0–0.03)
2 F CFA (WLS) 45.99 (21.41–93.28) 26 3 0 (0–0.02) 1 (1–1) 1 (1–1) 0.02 (0.01–0.04) 0.01 (0–0.03)
2 F ESEM (MLR) 39.42 (10.09–67.20) 19 3 0.10 (0.07–0.16) 0.96 (0.94–0.99) 0.93 (0.88–0.97) 0.03 (0.02–0.03) 0.02 (0–0.03)
2 F ESEM (WLS) 23.46 (14.57–33.76) 19 5 0 (0–0) 1 (1–1) 1 (1–1) 0.01 (0.01–0.02) 0.00 (0–0.01)
BI-ESEM þ 1 F (MLR) 48.88 (11.20–126.99) 19 2 0.10 (0.07–0.16) 0.96 (0.94–0.99) 0.93 (0.88–0.97) 0.02 (0.02–0.03) 0.01 (0–0.02)
BI-ESEM þ 1 F (WLS) 26.70 (14.57–39.67) 19 8 0 (0–0) 1 (1–1) 1 (1–1) 0.01 (0.01–0.02) 0.01 (0–0.01)
BI-ESEM, þ 2 F (MLR) 65.97 (11.13–200.58) 12 4 0.08 (0.05–0.12) 0.99 (0.98–0.99) 0.96 (0.93–0.98) 0.01 (0.01–0.02) 0.01 (0–0.02)
BI-ESEM, þ 2 F (WLS) 14.36 (8.36–19.92) 12 9 0 (0–0) 1 (1–1) 1 (1–1) 0.01 (0.01–0.02) 0.00 (0–0.01)
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poorly (Maitland and Adams 2007; Molander and 
Wennberg 2022; Tseng et al. 2023). Dynamic fit indices, 
reported on the OSF, indicated misspecification, with evi
dence suggesting either local dependencies between items or 
the need for an additional factor with MLR. The DFIs were 
ambiguous for WLSMV, suggesting difficulties in discrimi
nating between models.

Two-factor models appeared to show better fit, ameliorat
ing some but not all issues encountered with the one-factor 
models. While the 2 F model reduced residual correlations 
between items, it also added residual covariance not previ
ously observed. The factors were almost perfectly correlated 
(r ¼ .90 under MLR and r ¼ .96 using WLSMV). The main 
index identifying misfit, RMSEA, continued to indicate sig
nificant misfit, with 12 out of 13 MLR CFA models exceed
ing the standard cutoff of 0.08 (Hu and Bentler 1999). 
Dynamic fit indices continued to identify misspecification 
indicating cross-loadings, highlighting the need for ESEM to 
test between these accounts.

Exploratory structural equation models
ESEM analysis of the disaggregated datasets provided limited 
support for the 2-factor model. The 2 F ESEM models fit 
better than both 1 F and 2 F CFA models in terms of fit 
(Table 3), but their composition was inconsistent. Two pro
files of model emerged, often differing between estimators. 
Most MLR ESEM models resembled the CFA analyses, with 
cross-loading and highly correlated factors (mean r ¼ .678). 
However, item 4 did not consistently load onto a single fac
tor, fitting with items 1-3 in six analyses, items 5-9 in four 
analyses, and cross-loading on both in three. A subset of 
WLSMV analyses identified a similar profile, with greater 
correlations (r ¼ .821–.923), but also distinguished by the 
presence of Heywood cases, observed in three of the MLR 
analyses, and all 6 of the WLSMV analyses identifying two 
distinguishable factors.

The second set of WLSMV models comprised a single 
factor that all items loaded onto strongly and a second, less 
clearly defined factor. This second factor was characterized 
by varying levels of low loading on some or all items, incon
sistent statistical significance of item loadings, and small cor
relations between the two factors. These models show a 
structure akin to a bifactor, with all the items loading onto a 
single factor and small loadings of the first four items onto 
a second factor.

ESEM analyses of the pooled data (Supplementary Tables 
3 and 4) were more consistent but nonetheless provided lim
ited support for a 2-factor model. The analysis conducted on 
the pooled data (n¼ 42,422) showed the model fitted with 
less error than the CFA analyses. Estimations with MLR and 
WLSMV identified a two-factor model with the first three 
items loading onto a first factor, the fourth item cross-load
ing, and the remaining five items loading onto a second fac
tor. The cross-loading of the fourth item varied between 
estimators, primarily loading onto the first factor using 
WLSMV and onto the second with MLR. The two factors 
were highly correlated (r ¼ .945 with WLSMV, r ¼ .820 
with MLR), even though ESEM allows cross-loading between 
factors.

Bifactor ESEM models
Two bifactor models were compared, with one and two- 
group factors freely estimated across all items (Table 3). The 
parameters from both were similar across analyses. Both 
converged upon a general factor on which all items loaded 
(ks > .639 with MLR) and a group factor characterized by 
moderate loadings for items 1-3. The second group factor 
did not appear to have items consistently or significantly 
loading onto it.

With one exception, the one-group factor models con
verged without problems, performing favorably against the 
unconstrained ESEM model. However, several (5 MLR, 4 
WLSMV) two-group factor models did not converge or had 
Heywood cases or items with negative variance. These points 
to a model with a general factor and a single group factor 
being the most appropriate fit.

Model-based reliability
Model-based reliability indices varied considerably between 
analyses (Table 4 and S4). The one-factor CFA model had 
excellent reliability (mean Xs ¼ .908 (MLR) & .938 (WLS)). 
The two-factor CFA models showed greater reliability for 
the harms factor (X’s ¼ .914 & .92) than the behavioral 
dependence factor (X’s ¼ .778 & .812). In contrast, reliabil
ity for the ESEM models with MLR was poor (X .412 & 
.147 for each factor). Using WLSMV, reliability was excellent 
for the primary factor (.905) and poor for the second factor. 
Hierarchical omega indices for the bifactor model indicated 
excellent reliability for the general factor (means .91-.925), 
with low reliability for the group factor (.000–.153). These 

Table 4. Indices of model-based reliability for the CFA, ESEM, and BI-ESEM models (mean and range).

MLR WLSMV

Model F XH H FD X XH H FD X

1 F CFA 1 0.91 (0.88–0.94) 0.97 (0.95–0.98) 0.94 (0.9–0.96) 0.94 (0.89–0.98) 0.99 (0.99–1) 0.99 (0.98–1)
2 F CFA 1 0.78 (0.68–0.86) 0.94 (0.92–0.96) 0.82 (0.71–0.88) 0.92 (0.88–0.95) 0.81 (0.7–0.89) 0.99 (0.98–1.04) 0.97 (0.92–1.04) 0.94 (0.89–0.97)

2 0.91 (0.87–0.95) 0.97 (0.95–0.98) 0.92 (0.87–0.95) 0.92 (0.86–0.96) 0.99 (0.99–1.00) 0.99 (0.97–1.00)
2 F ESEM 1 0.23 (0.09–0.47) 0.92 (0.87–0.96) 0.80 (0.66–0.91) 0.92 (0.88–0.95) 0.90 (0.83–0.96) 1 (0.99–1) 0.99 (0.98–1) 0.93 (0.89–0.96)

2 0.33 (0.12–0.49) 0.97 (0.93–0.99) 0.93 (0.83–0.98) 0 (0–0) 0.84 (0.73–1.12) 0.17 (0.11–0.23)
BI-ESEM þ 1 F 1 0.92 (0.88–0.96) 0.97 (0.96–1.01) 0.94 (0.91–0.96) 0.92 (0.88–0.96) 0.93 (0.89–0.96) 1 (0.99–1) 0.99 (0.98–1) 0.93 (0.89–0.96)

2 0 (0–0.01) 0.82 (0.68–1.49) 0.35 (0.23–0.74) 0 (0–0) 0.9 (0.74–1.5) 0.19 (0.11–0.28)
BIESEM þ 2 F 1 0.9 (0.86–0.93) 0.98 (0.97–0.99) 0.94 (0.93–0.96) 0.93 (0.9–0.95) 0.93 (0.9–0.95) 1 (0.99–1.02) 0.99 (0.98–1) 0.94 (0.92–0.96)

2 0.02 (0–0.05) 0.81 (0.71–0.9) 0.37 (0.29–0.46) 0 (0–0.01) 0.97 (0.81–1.23) 0.20 (0.12–0.33)
3 0 (0–0.02) 0.77 (0.62–1.06) 0.27 (0.16–0.36) 0 (0–0.01) 1.2 (0.73–2.68) 0.26 (0.08–0.9)
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findings support the bifactor ESEM model, especially as the 
MLR ESEM analyses showed poor model-based reliability.

Additional tests

This section reports additional analyses testing whether these 
findings hold under alternative methodological specifica
tions. Detailed findings are reported on the OSF.

Between-study measurement invariance
The primary analysis reports differences in loading patterns 
between datasets across the ESEM analyses while assuming 
the factor structure and loadings are sufficiently invariant to 
be integrated by analyzing a pooled dataset. These can be 
formally tested by constraining the model parameters to be 
equal between studies. The pooled analyses were repeated as 
a multiple-group CFA/ESEM model, with dataset, mode, 
frame, country, and year tested as group variables. To enable 
the use of WLSMV, the third and fourth categories were 
combined to ensure non-zero frequencies for each item. 
Under all model specifications, the invariance analyses sup
ported scalar and metric but not residual invariance. 
Changes in CFI and RMSEA between the models were small, 
although chi-square tests indicated the presence of model 
misfit.

Survey weighting
The analysis was extended by increasing how much of the 
survey design was accounted for. The datasets include 
weights to adjust for over-and-under sampling of certain 
groups and variables that capture the primary sampling 
units and stratification used in the sampling design. These 
design effects, when not controlled for, might underestimate 
the degree of error in the model parameters. These findings 
highlight little change from the primary analysis, with model 
fit and factor loadings mostly identical (Dk � ± .01).

Item subset
Given the inconsistent models identified in the ESEM analy
ses and convergence difficulties, sensitivity analyses were 
conducted with a reduced item pool (excluding items 2 and 
3). Although these analyses suffered similar convergence 
issues, they closely matched the total scale analyses, with 
fewer items loading onto a separate factor.

Criterion validity
To extend the model-based reliability assessment of the util
ity of an additional factor (CFA/ESEM) or group factor (BI- 
ESEM), regression analyses were conducted to look at the 
relationship between factor scores from the models and 
demographic (age, sex) and behavioral (involvement, DSM- 
IV Pathological Gambling screen) correlates of gambling 
problems. The coefficients were similar in sign and magni
tude across analyses, with effects being significantly larger 
for the second factor.

Factor structure in higher severity groupings
Previous analyses in higher severity groups have identified 
multidimensional structures (Holtgraves 2008; Molander and 
Wennberg 2022). The integrated data facilitates further test
ing to determine whether these findings are consistent across 
PGSI severity groups. The models were estimated using 
MLR on subsamples with PGSI scores >¼ 1 (n¼ 2,928), 
>¼ 3 (n¼ 963), and >¼8 (n¼ 293). These findings con
cord with the primary analyses. The correlation between the 
ESEM factors decreased in higher severity groups (PGSI 1þ
r ¼ .849, 3þ r ¼ .698, and 8þ r ¼ .495), and factor load
ings for the group factor increased in higher severity groups. 
However, model-based reliability did not improve (X ¼ .436 
and .164 for the ESEM model, X ¼ .861 for the general fac
tor, and .002 for the group factor). Otherwise, fit indices 
indicated excellent fit for the 1þ and 3þ subgroups. Misfit 
for the 8þ subsample was more pronounced (CFI ¼ .932, 
TLI ¼ .870, RMSEA ¼ .103, SRMR ¼ .038), but examin
ation of the residuals did not indicate substantial misfit 
either. These findings suggest that a single-factor model is 
consistent across PGSI interpretative categories.

Discussion

The Problem Gambling Severity Index is widely used in 
prevalence studies, clinical assessment, and experimental 
research to measure the degree of gambling-related impair
ment. However, there is theoretical and empirical debate 
regarding the scale’s internal structure. This uncertainty, 
combined with critical methodological limitations, under
scores the need for a new approach. This study assessed the 
factor structure of the PGSI using CFA, ESEM, and bifactor 
ESEM in an integrated sample of thirteen representative 
gambling prevalence surveys from the United Kingdom. The 
findings of this study support a single or general factor 
model of the PGSI. CFA and ESEM analyses identified a 
two-factor model as having better absolute fit but with low 
reliability and criterion validity. The best-fitting model was a 
bifactor model consisting of a general factor, which all PGSI 
items strongly loaded onto, and a group factor comprising 
the first three or four items. Although a second factor was 
found in the pooled data, we cannot recommend its use. In 
individual datasets, the composition of the factors did not 
replicate in ESEM analyses and tended toward fitting 
improper solutions. Moreover, when the second factor was 
meaningful, it was highly correlated with the first factor (e.g. 
r ¼ .943 in the pooled data). Even if this second factor was 
meaningfully distinct, which does not appear to be the case, 
evidence of additional utility was limited, as previously 
observed (Cooper and Marmurek 2023). Since we cannot 
recommend modeling this additional factor in large, inte
grated representative samples, we recommend that a global 
PGSI score be used to interpret this instrument. This is con
sistent with recent analyses of the factor structure of the 
PGSI (Tabri and Wohl 2023).

The findings of this study shed light on the inconsistent 
factor structures previously observed in the literature. The 
discrepancies appear to be driven by minor misspecification, 
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exaggerated by using maximum likelihood estimation on 
skewed data, and fit measures that are biased on ordinal 
data (i.e. RMSEA). Converging lines of evidence support this 
conclusion, specifically the examination of residuals and 
dynamic fit indices, differences between estimators, and the 
composition of group factors in the bifactor analyses. While 
a second factor or a group factor may capture residual vari
ance related to behavioral dependence, poor model-based 
reliability indices reinforce the unsuitability of interpreting 
these factors substantively. The findings also generate novel 
explanations for this group factor. The first three items are 
the only questions that ask about gambling problems in the 
context of the respondents’ gambling behavior. In contrast, 
the other six items are structured differently, asking either if 
the respondent’s gambling has caused a particular negative 
consequence or if they have experienced a significant 
adverse outcome because of the respondent’s gambling. This 
factor, therefore, may reflect common methods as much as 
content, a hypothesis that can be empirically tested in sam
ples with multiple gambling assessments.

Although extensively used, validation of the PGSI has 
lagged behind the best psychometric practices (Flake et al. 
2017). Several studies have referred to the PGSI as a ‘gold 
standard’ measure, and this is reflected in practice by its 
predominance as a gambling severity scale. However, the lit
erature review highlights gaps in the psychometric validation 
of the PGSI that cannot be ignored. Although the PGSI has 
undergone considerable evaluation, notable knowledge gaps 
exist in its performance between groups at the scale and 
item level. Only a small number of tests of measurement 
invariance have been conducted in candidate risk groups 
(Currie et al. 2010), and this is an area of particular need. 
The extended analyses give reason for optimism, reporting 
evidence of invariance across different methodological 
factors.

This study looked at the impact of different estimators 
and analytic choices on the modeling, and these findings 
have implications for analyzing PGSI data. We recommend 
that greater transparency and justification be given to the 
choice of estimator and criteria for selecting the best-fitting 
model. Models with excellent fit were identified with both 
MLR and WLSMV, especially the bi-factor ESEM models. 
Both procedures have advantages and disadvantages. ML is 
widely implemented and well-suited for many types of 
missing data. At the same time, ML underestimates the 
degree of association between categorical items and 
increases the risk of specification errors. While WLSMV 
alleviates many of these issues, it can only handle pairwise 
handling of missing data, and fit indices appear to show 
ceiling effects, which in some cases may lead to an under
fitted model. We urge caution when rejecting models based 
on RMSEA when analyzing the PGSI. RMSEA is biased 
toward poor model fit because the PGSI items are highly 
skewed with sparse categories. When PGSI responses are 
dichotomized, these issues become less salient, an observa
tion noted elsewhere (Rutkowski and Svetina 2014; Gao 
et al. 2020).

There are several strengths and limitations to highlight 
with these analyses. The modeling approach overcomes sig
nificant limitations present in the existing literature. Using 
multiple datasets is a strength, allowing the replicability of 
the different structures to be tested between datasets and a 
large integrated sample tested for invariance. The data ana
lyzed are representative samples of the general population. 
Nonetheless, these sampling approaches tend to underrecruit 
certain groups (e.g. students, homeless) that may be at 
greater risk of gambling harm, and the sampling approach 
does not account for this. Levels of gambling disorder sever
ity are relatively low in general population samples, and as 
such, most respondents endorse ‘never’ on all the items. 
While the extended analysis did not find evidence for a dif
ferent structure in higher severity subsamples, replication on 
specific populations (e.g. treatment-seeking, clinical, high 
involvement) would be beneficial to test this directly. 
Bifactor models tend to fit very well, even if the data-gener
ating mechanism is inconsistent with a bifactor structure 
(Greene et al. 2019). Although our use of bifactor ESEM is 
limited to a single scale and model-based reliability was 
tested to determine whether to interpret the group factors as 
substantive, this does highlight the need for caution with 
relying on fit indices for model selection. This is especially 
true for correlated factors models, which are difficult to cor
roborate in comparison. However, the degree of correlation 
between the proposed factors in the CFA and ESEM model 
suggests that this model would not be appropriate for the 
PGSI.

This study’s findings provide encouraging evidence for 
using the PGSI as a single gambling severity index. This is 
not the case for subscales or group factors, as these appear 
to have limited reliability or additional criterion validity. 
These findings also shed light on the discrepancies observed 
in other studies. At the same time, the findings highlight the 
need for further validation of the PGSI, especially in differ
ent groups.
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