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Kerr nonlinearity has a significant degrading effect on the performance of high-speed

optical transmission systems. Hence, to achieve reliable and high-quality optical commu-

nication, compensating for fibre nonlinearity is crucial. However, many existing techniques

like Digital back-propagation (DBP), Inverse Volterra series transfer functions (IVSTF),

Nonlinear Fourier Transform (NFT), and Optical phase conjugation (OPC) have draw-

backs, such as high computational complexity, marginal performance benefits, difficulty

in reconfiguring.

In recent years, machine learning (ML) has gained popularity as a promising solution

for the compensation of nonlinear fibre effects. This is primarily due to the fact that

Machine Learning (ML) techniques are universal approximations, allowing them to reverse

the channel propagation function and effectively mitigate fibre impairments. Additionally,

data science approaches like ML in optical communication applications excel due to the

high data availability. However, a major challenge faced by most ML-based equalisation

implementations is the high computational complexity, which imposes significant demands

on device speed and energy consumption during equalisation operations. This becomes

more prominent during training, requiring much energy and training data.

This thesis explores low-complexity machine learning implementations, including Support

Vector Machine (SVM), Support Vector Regression (SVR), and low-complexity Neural

Networks (NN), particularly complex-valued multilayer perceptron. The impact of these

approaches is evaluated through bit error rate (BER) performance and resulting compu-

tational complexity.

Moreover, the thesis investigates different strategies for simplifying the resulting equalis-

ers or the training process while maintaining adequate performance. Techniques such as

weight pruning, integration with optical solutions (like optical phase conjugation and dis-

persion management), and crowd equalisation based on committee learning are examined.

The findings provide valuable insights into their performance, computational complex-

ity, and potential enhancements, thereby contributing to the development of efficient and

effective equalisation techniques in optical communication.

Keywords and phrases: Optical communications, Nonlinearity Mitigation,

Machine learning, Neural Networks
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Chapter 1

Introduction

Optical communication has become an essential part of modern society’s technological

progress[2]. It is affordable, capable of handling large amounts of data, and has numerous

other alluring qualities. Recent years have seen advancements in optical system technology,

including the development of lasers, amplifiers, fibres, coherence detection, digital signal

processing, etc. Nevertheless, despite all the advancements made, there is a growing

need for improved optical communication [3]. The industry has historically relied on

hardware-based advancements, but over the past ten years, the demand for alternative

software-based solutions has grown as the complexity of optical communication systems

has increased.

Optical communication faces certain issues, such as the limitation of the maximum

amount of information and transmission distance and degrades of signal-to-noise-ratio,

which are introduced by fibre nonlinearity, caused by the Kerr effect [4]. The Kerr effect

is a nonlinear phenomenon that causes the distortion of the propagated optical signal

and is proportional to its power, leading to the data transmission decelerating [5]. This

problem, along with the increased complexity of the system, results in several challenges

that must be solved to maintain successful optical communication (reliability and quality

of the system) without compromising the speed and data capacity[6].

Machine learning (ML) is a branch of Artificial Intelligence which can be described

as a mathematical tool for decision-making by inferring statistical characteristics of the

information being monitored. In recent years, machine learning has gained attraction as a

promising technique for mitigating fibre nonlinearities in optical communication systems

[5; 7]. The use of neural networks (NN), in particular, allows for the enhancement of ex-

isting fibre-optic systems without any prior knowledge of their characteristics. Despite its

outstanding performance, such equalisers’ computational cost is high, making real-world

implementation impossible [8]. Additionally, the training process for such an equaliser

requires a large amount of data and computational resources.

In this thesis, two ways to address these issues are explored: designing low-complexity

equalisers and simplifying the training process, and making it more efficient, which would
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1.1 Overview of the Thesis

result in a lower computational load and required electricity. We started by investigating

intrinsically low-complexity solutions, like Support Vector Machines and Support Vector

Regression. Then NN-based equalisation using Complex-valued Multilayer perceptron

was investigated. Different ways to reduce the resulting complexity of the NNs-based

equaliser were explored, such as the application of pruning, integrating optical solutions,

and considering its photonic implementation.

For a more efficient learning stage, several techniques were suggested that either aim

to achieve faster training, training with fewer data, or better utilisation of the available

data.

1.1 Overview of the Thesis

This thesis is organised as follows:

Chapter 2 provides a brief explanation of challenges in optical communication and

the need for fibre nonlinearity compensation, as well as discusses the advantages and

disadvantages of the existing techniques. Then a brief background of machine learning is

provided, followed by a discussion of the role of machine learning in optical communication

and, in particular, nonlinearity equalisation.

Chapter 3 provides a brief overview of the Support Vector Machine and Support Vector

Regression, followed by a demonstration of their implementation for nonlinearity mitiga-

tion and an analysis of the system’s performance in terms of resulting BER performance

and computational complexity.

In Chapter 4, the Neural Networks-based equalisation is suggested using Complex-

Valued Multilayer perception. The analysis of the performance of the equaliser is pro-

vided in terms of the resulting BER and required computational complexity. Some of the

strategies to simplify the resulting equaliser are also discussed.

In Chapter 5, the integration of optical solutions, such as Optical Phase Conjugation

(OPC) and Dispersion Managed (DM) links, with Neural Networks (NNs) is explored as a

way to reduce the resulting complexity of NNs. Following a brief introduction to Optical

Phase Conjugation and dispersion management, the implementation of each of the com-

bined equalisers is described. The performance and resulting computational complexity

of the combined equaliser are then compared to that of just NN-based equalisation. It is

investigated how these optical solutions affect the computational complexity of NN-based

equalisers.

Chapter 6 showcases some of the techniques that were considered for their potential

to speed up/enhance learning. Firstly, data pruning, based on the symmetry of QAM

constellations, is examined to remove repeated data and accelerate the learning process.

Curriculum learning is then investigated, where the training data gradually shifts from easy

to difficult, aiding the learning process. Additionally, the use of multi-output networks

is explored, enabling the detection of multiple symbols and potentially improving the
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1.2 Publications

performance of the system.

In Chapter 7, to mitigate noise accumulation in photonic NN implementations, a crowd

equalisation approach based on committee learning is investigated. Firstly, an introduction

to committee learning for crowd equalisation is provided, followed by a comparison of

different approaches for combining Neural Networks in crowd equalisation. This is followed

by the assessment of the resiliency to the noise of each type of crowd equalisation.

In Conclusion, a summary of key findings is provided. This is then followed by the

identification of future directions for further research and development.

1.2 Publications

The results in this thesis include the following publications:

• M. Kamalian-Kopae, A. A. Ali, K. Nurlybayeva, A. Ellis, and S. Turitsyn, ”Neu-

ral Network-Enhanced Optical Phase Conjugation for Nonlinearity Mitigation,” in

Optical Fiber Communication Conference (OFC) 2022, S. Matsuo, D. Plant, J. Shan

Wey, C. Fludger, R. Ryf, and D. Simeonidou, eds., Technical Digest Series (Optica

Publishing Group, 2022), paper W2A.38.

• D. A. Ron, K. Nurlybayeva, M. Kamalian-Kopae, A. A. Ali, E. Turitsyna, and

S. Turitsyn, ”On the Impact of the Optical Phase Conjugation on the Computa-

tional Complexity of Neural Network-Based Equalisers,” in European Conference

on Optical Communication (ECOC) 2022, J. Leuthold, C. Harder, B. Offrein, and

H. Limberger, eds., Technical Digest Series (Optica Publishing Group, 2022), paper

We5.29.

• K. Nurlybayeva, D. A. Ron, M. Kamalian-Kopae, E. Turitsyna, and S. Turitsyn,

”Noise-Resistant Crowd Equalisation for Optical Communication Systems Based on

Machine Learning,” in Frontiers in Optics + Laser Science 2022 (FIO, LS), Technical

Digest Series (Optica Publishing Group, 2022), paper FM3D.2.

• K. Nurlybayeva, D. A. Ron, M. Kamalian-Kopae, E. Turitsyna and S. Turitsyn,

”Implementation of Noise-Resistant Crowd Equalisation in Optical Communication

Systems with Machine Learning DSP,” 2022 Asia Communications and Photonics

Conference (ACP), Shenzhen, China, 2022, pp. 753-756, doi: 10.1109/ACP55869.2022.10088872.

Furthermore, the following list of works submitted/in the process of submission:

• K. Nurlybayeva, M. Kamalian-Kopae, E. Turitsyna, and S. Turitsyn, ”Combining

Optical and Digital Compensation: Neural Network-Based Channel Equalisers in

Dispersion-Managed Communications System,” -submitted.

• K. Nurlybayeva, M. Kamalian-Kopae, E. Turitsyna, and S. Turitsyn, ”Imple-

mentation of Crowd Equalisation in Optical Communication Systems with Machine

Learning”- to be submitted.
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Chapter 2

Literature Background

Communication systems can be broadly categorised into guided and unguided systems.

Guided communication systems, such as optical and microwave systems, transfer signals

through a physical medium like coaxial cables or optical fibres. In contrast, unguided

systems, such as satellite communication, use free space to transmit signals without need-

ing a physical medium[9]. Optical Communication Systems are a type of communication

technology that uses light waves to transmit information from one place to another. They

use laser technology to encode information onto a light beam and send it across optical

fibres or through the air. This use of optical fibres provides various advantages. Fibre

optic systems enable faster transmission speeds than copper-based systems because they

use layers of material transparent to the emitting frequency to guide light waves. The

signal propagates through a series of total internal reflections, resulting in significantly

less signal loss.

Optical communication systems offer several advantages over traditional electrical com-

munication systems, including ([9; 10]):

Bandwidth and Capacity: Compared to microwave systems, which function at carrier

frequencies of about 1 GHz, optical communication systems operate at substantially higher

frequencies (roughly 200 THz). Because of this higher carrier frequency, optical systems

have a large potential bandwidth and can transmit data at bit rates of approximately 1

Tb/s, a significant improvement over microwave systems.

Signal Loss and Distortion: Signals can be transmitted over long distances with little

degradation due to optical fibres’ ability to transmit light with low dispersion and losses

(as low as 0.2 dB/km). In contrast, microwave systems may encounter increased signal

loss and interference, especially when operating over large distances.

Long-Haul Applications: Optical communication systems are particularly well-suited

for long-haul applications, such as transoceanic communication, due to their high capac-

ity, low loss, and the ability to use wavelength-division multiplexing (WDM) with optical

amplifiers to enhance system capacity and reduce overall cost .

Practicality of cables: Cables are lighter and thinner in diameter, making installations
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2.1 Effects in Optical Fibres

more practical while remaining cost-effective. Additionally, their non-conductive nature

enhances security, protecting against remote signal detection.

Figure 2.1: Basic fibre optic communication system
.

These advantages play a crucial role in developing the digital economy and are required

for modern communication networks. The basic structure of optical communication sys-

tems is illustrated in figure 2.1 and consists of the following components:

Optical transmitter - to transform electrical signals into optical signals that can be trans-

mitted over the fibre optic cable.

Optical fibre cable - the medium through which the light signals travel. The cable consists

of a core made of glass or plastic, surrounded by a cladding layer and a protective jacket.

Optical amplifier - to amplify the optical signals to compensate for signal loss caused by

the distance travelled and other factors.

Optical receiver - to convert the optical signals back into electrical signals to be then

processed by the receiving device.

The structure of an optical communication system is designed to provide high-speed

and reliable communication while maintaining a low level of signal loss and error rates.

The various components are carefully designed and integrated to ensure the system op-

erates effectively and efficiently. Furthermore, depending on the system’s requirements,

such as the distance of transmission and the bandwidth, the system may require addi-

tional components. For example, long haul high bandwidth communication may require

wavelength-division multiplexing, optical amplifiers (such as Erbium-doped fibre ampli-

fier (EDFA)), coherent detection, and high-speed infrared photodetectors [10].

2.1 Effects in Optical Fibres

Optical communication differs from standard communication systems because fibres intro-

duce nonlinear effects to the systems, and their characteristics vary with signal power. In

the linear channel, increasing signal power improves communication system performance.

However, in the fibre channel, increasing signal power enhances nonlinear signal-signal

and signal-noise interactions, resulting in significant signal distortions. The signal propa-

gation in the optical communication model in single-mode fibres can be described by the
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2.1 Effects in Optical Fibres

Nonlinear Schrodinger equation (NLSE) [11]:
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+
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E +

j

2

β2∂
2E

∂t2
− jβ3

6

∂3E

∂t3
= jγ|E|2E (2.1)

Where E is the electrical field as a function of the propagation distance z and time t.

α, β2,3 and γ are, respectively, the effects of fibre loss, chromatic dispersion and Kerr

nonlinearity of the optical fibre. This equation can be divided into linear and nonlinear

effects of fibre as follows [12]:
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N̂ = jγ|E|2E (2.3)

Where L̂ denotes linear effects, and N̂ stands for nonlinear.

Equation 2.1 is appropriate to describe optical fibre transmission when transmission

along a single polarisation is investigated, such as in intensity-modulation with direct-

detection systems [11]. But a coherent transceiver uses advanced Digital Signal Pro-

cessing (DSP), which makes it possible to identify a dual-polarisation signal and double

the system’s spectral efficiency. For that, the relations between the two signal polarisa-

tions—both linear and non-linear—must be considered. Hence, Eq. 2.1 can be rewritten

as follows:
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The impact of fibre attenuation, chromatic dispersion, and Kerr nonlinearity, as shown

in the equation 2.1, limit the efficiency of the optical communication system. The following

sections briefly explain each impairment introduced by fibre in the equations above.

2.1.1 Fibre attenuation

Due to Rayleigh scattering, absorption of the light and fibre impurities and imperfections,

the signal transmitted through the fibre loses a portion of the power[11]. The following

equation can be used to determine this power loss:

PT = P0e
−αL (2.6)

Where P0 is power at an input of a fibre, L is the fibre length, PT is received power, and

α is the attenuation constant that measures total fibre losses from all sources. The power

loss is proportional to the length of the fibre, as shown by equation 2.6. As a result, long-
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2.1 Effects in Optical Fibres

haul transmission demands several optical amplifiers (such as EDFA) to compensate for

fibre losses. However, due to the interaction between Amplified Spontaneous Emissions

(ASE) noise and nonlinear properties of the fibre, the amplifiers cause parametric noise

amplification [13].

Standard single-mode fibre (SSMF) has the minimum attenuation coefficient of ap-

proximately 0.19d dB/km at the optical bands C (1530nm to 1565nm) and L (1565nm to

1625nm), which is why these bands are typically used for long-haul communications.

2.1.2 Chromatic Dispersion

Another effect of light propagating through the fibre is called Chromatic Dispersion (CD),

which is pulse spreading (in the time domain) due to different frequencies transmitting

through the fibre at slightly different speeds. This is due to light sources emitting more

than one wavelength, each of which propagates at a different rate when it passes through

a glass fibre with a refraction index. Chromatic dispersion is usually represented by group

velocity dispersion parameter β2 or by chromatic dispersion coefficient Dc that can be

calculated as:

Dc = −2πcβ2/λ2 (2.7)

Where λ is considered wavelength and c is the speed of light. The typical values of

chromatic dispersion coefficient Dc for SSMF are around 16-17 ps/km/nm. The chromatic

dispersion effects can be compensated by either implementing dispersion compensating

techniques or with the linear filter at the receiver. More on this in the section 5.2.

2.1.3 Polarisation Mode Dispersion

The single-mode fibre used in optical communication enables the propagation of two de-

generate modes in orthogonal polarisations. However, because of imperfections in the

manufacturing process and external stress, practical fibres have asymmetric core shapes

along the length of the fibre. This asymmetry can cause mode degeneracy to be broken,

resulting in a difference in refractive indices for modes polarised in the x- and y- directions,

which is known as modal birefringence [11; 14]. It can be expressed using the following

formula:

Bm = |nx − ny| (2.8)

Where nx and ny are the mode indices for the orthogonally polarised fibre modes.

The birefringence causes orthogonal signal polarisations to experience different refrac-

tion indices, leading to varying propagation speeds and resulting in the random spreading

of optical pulses. This effect is called Polarisation-mode dispersion (PMD), which can be a

limiting factor in long-haul transmission at higher data rates. Some of the other sources of
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2.1 Effects in Optical Fibres

PMD include manufacturing variations such as non-uniform stress and geometric irregu-

larities, external factors (such as bending, stretching, and heating), fibre ageing, and issues

related to connectors and splices. These imperfections also lead to the randomisation of

the polarisation state of signals propagating along the fibre.

The pulse broadening due to PMD can be estimated from the differential time delay

between its polarised components, which can be approximated as:

∆τ = DPMD

√
L (2.9)

Where ∆τ is a differential time delay between the polarisations, DPMD, is the PMD factor

of the fibre, and L is the propagation distance. For SSMF, the mean value of DPMD is

usually approximately 0.1 ps/
√
km.

While advanced fibre manufacturing minimises PMD impact in modern fibres, older in-

stalled fibres may pose challenges for system upgrades to higher data rates. Compensation

techniques have been developed to address PMD effects, utilising optical and electronic

methods with digital signal processing.

2.1.4 Fibre nonlinearity

In addition to the aforementioned linear impairments, the signal transmission through the

optical fibre is impacted by nonlinearities of fibres, such as the Kerr effect. The Kerr effect

is defined as the change in refraction index that a medium goes through when it passes

through an electric field [15]. It may lead to the highly unpredictable behaviour of the

performance of the communication system, as it can induce signal distortion at the receiver

and is often considered a significant limitation of data transmission speed and reach. The

nonlinear parameter from the Eq. 2.1 can be used to estimate the fibre nonlinearity and

calculated as follows:

γ =
2πn2

λ0Aeff
(2.10)

where λ0 is the carrier wavelength, n2 is the nonlinear refractive index, and Aeff is the

effective mode area of a fibre. The nonlinear effects in the fibre can be generally cat-

egorised into signal-noise and signal-signal interaction [11]. The signal-signal nonlinear

interference provides a more significant effect on the system’s performance; hence, most

proposed strategies for nonlinearity mitigation concentrate on solving this distortion. This

interference can be further divided into intra-channel, Self-Phase Modulation (SPM), inter-

channel Cross-Phase Modulation (XPM) and Four-wave mixing (FWM). Self-phase mod-

ulation can be described as a self-induced phase shift that the optical field experiences as

it travels through optical fibres. It can be measured as a change in the phase of an optical
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2.2 Parameters of Optical Communication Systems

field by the following equation:

ϕ = (n+ ñ2|E|2)2π
λ
L (2.11)

Where n is the refraction index, ñ2 is the nonlinear refraction index, and E is the elec-

tromagnetic field. In addition to the phase shift, the SPM is responsible for the spectral

broadening of the pulses. Cross-phase modulation refers to the nonlinear phase shift

caused by interference by another field with a different wavelength, direction or polarisa-

tion state [11]. The following equation can define this phase shift:

ϕNL =
2π

λ
Lñ2(|E1|2 + 2|E2|2) (2.12)

Where the first term of the right side of the equation is due to SPM, and the second

term is due to XPM. It should also be noted that XPM impacts the nonlinear phase shift

twice as much as SPM. In addition to the mentioned interferences, the XPM results in

an asymmetric spectral broadening of the pulses. In the case of the four-wave mixing, the

new wave is generated as the result of the interaction of three incident waves if the phase-

matching conditions are satisfied. Nevertheless, while the effects of SPM can be (partially)

mitigated with the use of digital signal processing, XPM and FWM can severely degrade

the performance of the optical communication system [16]. In addition to fibre nonlinear-

ities introduced by the Kerr effect, the stimulated nonlinear effects occur in optical fibres,

such as stimulated Raman scattering (SRS) and stimulated Brillouin scattering (SBS).

However, these effects can be neglected as they are only noticeably significant with a very

high optical power that exceeds typical values used in optical transmission [11].

To summarise, nonlinearities in fibre are the dominant factor limiting the performance

of optical communication systems. Hence, it is crucial to develop a method that can react

to signal degradation and/or compensate for the undesired effects of nonlinearities in order

to increase the achievable data rate and/or capacity.

Advanced signal processing techniques can be used to mitigate nonlinearity effects in

optical fibre. These techniques help preserve the signal transmission quality and ensure

that data is transmitted accurately and reliably. Additionally, the choice of optical fibre

and the design of the communication system can also be optimised to reduce the impact

of nonlinear effects. The next part will give a general overview of some key parameters of

optical communications systems.

2.2 Parameters of Optical Communication Systems

The parameters for an optical communication link can vary depending on the specific

system being modelled, but the following are some standard parameters that may be
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2.3 Digital Signal Processing at the receiver

Figure 2.2: Typical DSP processes at the receiver in optical communication link

included in a simulation:

• A number of channels - the number of individual communication paths that can be

transmitted simultaneously over a single fibre optic cable.

• Multiplexing technique - the process of combining multiple channels for transmis-

sion onto a single fibre optic cable (Time-Division Multiplexing (TDM), Frequency

Division Multiplexing (FDM) and Wavelength Division Multiplexing (WDM)).

• Modulation format - the type of modulation used to encrypt data in an optical

signal. Examples include quadrature amplitude modulation (QAM), binary phase-

shift keying (BPSK), and quadrature phase-shift keying (QPSK).

• Bit rate - the data rate of a system is typically expressed in bits per second (bps).

• Channel bandwidth - the frequency range that the signal is transmitted over.

• Fibre type - the type of optical fibre used in the link can affect the dispersion

characteristics of the system.

• Transmission distance - the distance over which the signal is transmitted.

• Optical power -the strength of an optical signal at both the transmitter and receiver.

• DSP at Receiver - various signal processing techniques used at the receiver. More

on it is provided in the section below.

It is important to note that the list above is not comprehensive, and depending on

the complexity of the system, other parameters may need to be added and adjusted to

replicate the real-life scenario.

2.3 Digital Signal Processing at the receiver

Digital Signal Processing plays a crucial role in optical communication links at the receiver.

As was already noted, DSP techniques can improve the performance of the receiver by

mitigating the linear channel impairments produced during transmission (such as CD and

PMD). Figure 2.2 shows an illustration of a typical DSP chain at the receiver.

Match Filtering: In digital communication systems, pulse shaping is a technique
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2.3 Digital Signal Processing at the receiver

used to modify the pulse waveform of the transmitted signal in order to better manage

the signal’s bandwidth, reduce spectrum interference, and increase the system’s overall

efficiency. Furthermore, pulse shaping techniques such as Nyquist pulse shaping or raised

cosine filtering are used to mitigate Inter-symbol interference (ISI) by carefully construct-

ing the pulse waveform to reduce symbol overlap and maintain adequate symbol separation

at the receiver [9]. The raised cosine pulse shape can be achieved by using matched Rsoot-

raised cosine (RRC) filtering at the receiver side in conjunction with RRC pulse shaping

at the transmitter side. The transmitter side applies RRC pulse shaping to shape the

transmitted signal’s pulse waveform according to the desired pulse shape characteristics.

The receiver side uses matched RRC filtering to effectively recover the transmitted signal

by aligning with the transmitted pulse shape and minimising ISI.

CD Compensation:CD is a type of distortion that remains constant over time and

can be counteracted using linear filtering techniques with the inverse CD response [17].

The CD compensation filter can be designed as an all-pass filter with a quadratic phase

response. However, because the signal is limited to a specific bandwidth, such as in the

case of RRC pulse shaping, the all-pass characteristic of the filter is only necessary within

the signal’s bandwidth.

Nonlinear Equalisation: Long-haul optical communication systems are susceptible

to the detrimental effects of fibre nonlinearity, which can degrade signal quality. Different

equalisation methods based on DSP can be used to reduce these effects and improve

receiver performance. More information on these methods is provided in section 2.5.

Demodulation: When a transmitted signal is modulated using a specific scheme

(such as QPSK, BPSK, or QAM), demodulation at the receiver is performed to restore

the original data. This process involves reversing the modulation technique applied at

the transmitter to extract the transmitted data. This demodulation operation transforms

received symbols into code words represented in bits.

Error Correction and Decoding: Following demodulation, the decoding process

occurs, in which these code words are translated into message words (in bits), recovering

the original data. Optical communication systems frequently use error correction coding

techniques to increase the system’s resistance to channel imperfections. These methods

raise the data’s redundancy, enabling the receiver to identify and fix any transmission

problems that may have happened. At receiver-side DSP methods, received symbols or

bits are processed using the same error correction code, which removes the redundancy

during FEC encoding to detect and correct errors [18].

In hard decision demapping, the received symbols or bits are mapped to their most

likely transmitted values based on a specific decision rule, such as selecting the closest

symbol in terms of Euclidean or Hamming distance. This method is frequently applied

in systems that use Hard-decision Forward error correction (HD-FEC). In soft decision

demapping, probabilities or likelihoods are assigned to the received symbols or bits based

on the received signal quality and noise characteristics. Soft decision values are used
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to estimate the likelihood of each possible transmitted symbol or bit. This method is

frequently applied in systems that use Soft-decision Forward error correction (SD-FEC).

Hard decision remapping involves first demodulating each symbol into a code word,

followed by decoding this code word. It is characterised by its simple and intuitive method-

ology [19]. On the contrary, in the soft decision demapping, each symbol is demodulated

into a code word, accompanied by a measure of confidence in the accuracy of the mapping.

Soft decision demapping has better performance due to its approach to signal interpreta-

tion. However, this improved performance comes at the cost of increased complexity and

potential error propagation issues.

By employing sophisticated DSP techniques at the receiver, optical communication

links can achieve higher data rates, better signal quality, and increased reliability, allowing

for large data transmission over long distances.

2.4 Performance measures of optical transmission

Optical communication systems are typically designed to transmit information over long

distances using optical fibres. The performance of these systems can be measured using a

variety of metrics, some of which include:

Bit Error Rate (BER): is a measure of the number of errors that occur in the transmission

of data. It is expressed as a ratio of the number of bits received in error to the total number

of bits transmitted.

BER[dB] = log10
number − of − wrong − bits

number − of − total − bits
(2.13)

Error vector magnitude (EVM): is a measure defined as an error vector norm normalised

over a signal vector norm. Suppose that the signal comes from the constellation set, c,

then the EVM is provided as:

EVM = [
|cRx − cTx|2

|cTx|2 ]1/2 (2.14)

Q-Factor : a measure of the quality of a communication system, indicating the separation

between signal points in a constellation diagram. It can be calculated from either BER or

EVM:

QBER =
√
2erfc−1(2BER) (2.15)

QEVM = 20 log10(1/EVM) (2.16)

Signal-to-Noise Ratio (SNR): is a measurement of the received signal’s quality in relation

to the system’s background noise level.

These metrics play a vital role in optimising the design and performance of opti-
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cal communication systems, ensuring reliable data transmission over long distances. In

particular, the pre-FEC BER/Q is commonly used to measure the performance of the

nonlinear equalisation techniques. This choice is practical for initial performance evalua-

tions because integrating the equalised symbols into the rest of the DSP chain to obtain

post-FEC BER/Q is not feasible. The underlying assumption is that if the system op-

erates below a certain pre-FEC threshold, it can achieve error-free operation after FEC

decoding. This assumption holds true for HD-FEC systems, as the pre-FEC BER reliably

predicts the post-FEC BER. The specific threshold value depends on the overhead and

type of encoding employed. Here, an HD-FEC scheme with 7% overhead is considered,

resulting in a pre-FEC BER threshold value of 3.8 ∗ 10−3. This threshold serves as an

indicator of the system’s ability to achieve reliable communication.

2.5 Existing fibre nonlinearity compensation methods

As mentioned before, nonlinearities in optical fibre significantly limit the capabilities of

optical communication systems. Therefore, it is crucial to address the impacts of fibre

nonlinearities in order to enhance the attainable data rate and overall capacity. Mul-

tiple researchers have investigated various techniques for compensating nonlinear effects

in fibres. These techniques can be broadly classified into digital and optical solutions,

depending on the way they were implemented.

Digital nonlinearity compensation methods are restricted by the receiver bandwidth,

which limits the compensation to intra-channel nonlinear effects [20]. They are primarily

based on using digital signal processing to reverse the effect of propagation in the optical

fibre. Some examples of such solutions include Digital back-propagation (DBP) [21; 22;

23; 24], Inverse Volterra series transfer functions (IVSTF) [25; 26] and Nonlinear Fourier

Transform (NFT) [27; 28]. The complexity of implementing these algorithms is the main

pushback for their use for real-time transmission.

In the optical domain, there are several ways to implement nonlinear compensation

of fibre effects: 1) by conjugating the signal in the middle of the link (mid-link Optical

phase conjugation (OPC)) [29; 30; 31; 32], 2) transmitting a set of mutually Phase-

conjugated twin-waves (PCTW) through a nonlinear medium [33; 34; 35], 3) with the fibre

backpropagation at the receiver (optical backpropagation). The short survey of how they

were used and the problems associated with their implementation for the real-time systems

can be found in the table 2.1: As can be seen from the table 2.1, at the moment, each

technique has some issues associated with its use for real-time processing of the long-haul

optical communication system. It is essential to continue exploring other possible methods

for the compensation of nonlinear fibre effects and evaluate their performance compared to

the existing methods. My research in this thesis is focused on the use of machine learning-

based techniques to account for fibre nonlinearities in optical communication systems. The

background of machine learning, its implementation, and an overview of the latest study
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Nonlinearity
compensation
technique

Description The Problem

Digital Back
Propagation
(DBP)[21; 22; 23;
24]

Emulates an inverse
fibre link propagation
using the split-step
Fourier method

Very complex, not suitable
for real-time implementa-
tion

Inverse-Volterra
series trans-
fer functions
(IVSTF) [25; 26]

Calculates an inverse
fibre link propagation
using Volterra series
transfer functions
(allows parallel imple-
mentation)

Marginal performance ben-
efit, high computation com-
plexity

Nonlinear Fourier
Transform (NFT)
[27; 28]

Effectively linearise
the channel via non-
linear transform at
the transceiver and
receiver

Currently, the achievable
data rate is below the state-
of-art communication sys-
tems, high computational
complexity

Mid-link Optical
Phase Conju-
gation (OPC)
[29; 30; 31; 32]

Performs spectral in-
version in the middle of
the transmission link

Requires ideal symmetry
for the link, reduces the
flexibility in an optical
routed network

Phase-conjugated
twin-waves
(PCTW)
[33; 34; 35]

Modulation one of
the conjugated signals
with additional bits or
by duplexing the twin
waves

Marginal performance ben-
efit or sacrifice in spectral
efficiency

Table 2.1: The survey of different methods of mitigating nonlinear effects

into its application to optical communication and fibre nonlinearity compensation are all

covered in the next section.
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2.6 Implementation of Machine Learning

Machine learning is a branch of artificial intelligence (AI) that focuses on developing models

and algorithms that enable computers to learn and make predictions or decisions without

being explicitly programmed. Its foundation lies in the concept that systems can acquire

knowledge from data, identify patterns, and make intelligent decisions or predictions.

Unlike traditional programming, where programmers create explicit instructions to carry

out specific tasks, machine learning models are trained using sizeable datasets to learn from

examples and generate predictions or decisions based on patterns and statistical analysis.

The objective is to create algorithms that automatically learn from experience and improve

over time without having to be explicitly designed for each unique task. Machine learning is

used in a wide range of fields, including healthcare, autonomous vehicles, image and speech

recognition, natural language processing, recommendation systems, fraud detection, and

many more. By automating complex tasks, making predictions, and facilitating data-

driven intelligent decision-making, machine learning continues to develop and has the

potential to completely transform a variety of sectors. In this thesis, the application of

machine learning in optical communication is investigated. For that, an overview of the

machine learning background is provided in the subsection below.

2.6.1 Machine Learning Background

Machine learning is classified into three types based on the purpose of the learning task: su-

pervised learning, unsupervised learning, and reinforcement learning [36]. Semi-supervised

learning refers to the combination of supervised and unsupervised learning algorithms [6].

These ML algorithms are distinguished by their capacity to learn the system’s behaviour

from previous data and forecast future reactions based on the learnt system model [3].

For this dissertation, the focus is only on supervised learning solutions.

Supervised learning has been used for many applications, such as speech recognition,

spam detection and computer vision [3]. The main objective of supervised learning al-

gorithms can be described as giving a set of “historical” inputs to predict an output.

It means that some known data consists of inputs and outputs, which are later used to

estimate the new outputs based on new inputs [37]. This “labelled data” is called the

training set, consisting of N samples of inputs and corresponding outputs. The learning

algorithms use it to study the properties of the system by constructing the system re-

sponse function [36]. Based on the values of the output, supervised learning can be split

into solving two categories of problems: Classification and Regression. If the value of the

output variable is continuous, then the problem is called Regression. An example of such

a problem is predicting the house price based on the provided parameters. However, if

the output is discrete, which means as the result of the machine learning algorithm, the

output will be classified into a specific category or class; then the problem is described as

a Classification problem. As an example, the categorisation of animals into species based
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on their characteristics. Furthermore, supervised learning can be broken into two main

classes: parametric and non-parametric, based if the number of input parameters is fixed

(parametric) or dependent on the training set (non-parametric) [38]. The methods that

can be identified as supervised learning algorithms include K-nearest Neighbours, Artificial

Neural Networks and Support Vector Machines, among other methods. ML applications

in optical communication include resource optimisation by the quality of transmission es-

timation and prediction and predictive maintenance (fault identification) based on historic

traffic or network function patterns [3].

2.6.2 Evaluation of machine learning

When developing a machine learning algorithm, it is essential to consider the design de-

cisions carefully. This includes selecting algorithms, optimising model parameters, and

avoiding overfitting/underfitting [36]. A poorly designed system might fail the perfor-

mance of the machine learning algorithm [39]. This section describes a few techniques to

ensure the correct function of the machine learning model.

The overall procedure for evaluation of the machine learning model consists of the fol-

lowing stages: preparing and processing data, feature selection, finding the best algorithm

and tuning its parameters, performance validation, and finally, testing the model with the

test set. Before the model can be trained, it is essential to prepare the data. Firstly,

it may require normalising the available data so the learning procedure will not take an

unnecessarily long time. Data preparation may also require adding or removing sample

points in case of corrupted data, outliers, or missing values. Then the system’s data is

divided into training, validation and testing sets [36]. The training set is used for the con-

struction/ training of the model. Typically, around 20-30% of the samples are assigned to

the validation set, and this set is applied to the constructed model [4]. The purpose of this

is to ensure that the completed model does not only work well on the training data and to

optimise the model. If the model’s performance on the validation set is not satisfactory,

then changes to the model or data must be done, and the training and validation stages

are repeated until acceptable “fitting” is achieved [36]. Finally, the test data is applied

to the trained model to assess the model performance and to find the desired outcome,

which can be predicting outputs, finding patterns, etc. It should be noted that test data

is never used during the model construction process.

One of the reasons to divide the data into these sets is to avoid overfitting and un-

derfitting the training data [6]. Overfitting is when the model is too complex for the

available dataset; hence, it will fit the training set too closely. As the training data may

have had some noisy samples and/or outliers, this results in poor generalisation; for ex-

ample, it may inaccurately predict any new data points. In contrast, underfitting is when

the model is too simple for the available data and fails to fit the training data properly.

Figure 2.3 demonstrates the difference between underfitting and overfitting in comparison
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to the actual model. A few ways to manage the fitting of the model are to either change

Figure 2.3: Difference between underfitting and overfitting

the complexity (the degrees of freedom of the system), try the other machine learning

methods or add the regularisation [40]. Changing the system’s complexity is usually done

with the step of a feature selection when the features that do not contribute enough to

the model are removed or more features are added by combining the existing features.

Regularisation becomes valuable when it is difficult or impossible to change the number

of features of the system.

As can be seen, outside of the selection of the ML algorithm, there are many design

decisions to consider while constructing the model. Tuning of the model is a complex

procedure and continuously varies depending on the model and application of the machine

learning.

2.6.3 Bayesian Optimisation

In machine learning, hyperparameter optimisation involves selecting optimal parameters

to control the learning process of an algorithm. Unlike other parameters that are learned

from the data, hyperparameters require tuning to ensure that the model effectively solves

the problem by adapting to various data patterns. These hyperparameters are set by the

user before the training process and can include variables like the learning rate, number

of hidden layers, regularisation strength, and kernel functions.

There are several approaches available that can be used to optimise the hyperpa-

rameters of the machine learning model, such as grid search, random search, Bayesian

optimisation and gradient-based optimisation. In this work, only Bayesian optimisation

is considered.

Bayesian optimisation is a powerful technique designed explicitly for hyperparame-

ter optimisation in machine learning models. Its objective is to find the optimal set of

hyperparameters that minimises the model’s validation error. This method employs a
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probabilistic model to capture the relationship between the hyperparameters and the val-

idation error. The probabilistic model is constantly updated as the model is evaluated

with different hyperparameter configurations, providing more accurate predictions of the

validation error and guiding the search towards the optimal hyperparameter values. The

process is repeated until an appropriate set of hyperparameters is discovered. Compared

to other hyperparameter tuning methods, such as grid search or random search, Bayesian

optimisation is more efficient and can find better hyperparameters with fewer iterations.

However, it is also more computationally expensive and can take longer to run. Overall,

Bayesian optimisation is an effective method for increasing the performance of machine

learning models.

An overview of the possible issues of optical communication that may be solved with

the use of machine learning is provided below.

2.6.4 Machine Learning for optical communication

Machine learning has been considered a possible solution for optical communication sys-

tems in the last few years. Some of the reasons that contributed to the increased popularity

of ML can be listed as follows:

• Increased system complexity [41]: With coherent detection and digital signal pro-

cessing, there are more parameters that require tuning to control the system.

• Increased data availability [6]: With many monitors providing information on the

optical systems, there is increased availability of the data collected.

Several issues in optical communication have been considered to be partially or fully

solved by implementing machine learning, as described in the following table.

Table 2.2 demonstrates the machine learning techniques used to solve the cases of

optical communication as found in the existing literature. Despite the found advantages

of the use of Machine learning in comparison to the traditional methods [5; 6; 42; 52; 62],

overall, several challenges of the realisation of ML for optical communication were found:1)

There needs to be an outline of how to design and operate learning-based networks. The

choice of an ML algorithm that solves the required problem the best is complex and may

require a careful investigation of the different ML approaches and trial and error testing.

This aligns with the preceding section, where it was mentioned that extensive tuning might

be necessary for the ML model. 2) The research on implementing ML in optical systems

is still in its early stages; to date, it has not yet been implemented in actual real-life

communication systems. 3) Machine learning requires huge amounts of data; however

collecting, processing and transferring this data to the ML model is an open problem. 4)

Machine learning in optical communication is a multi-domain problem which requires a

complex architecture design.

For the dissertation, nonlinearity mitigation was chosen as the primary focus. This is

because nonlinearity in optical fibres affects the transmission’s performance in terms of
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Application Description Relevant ML technique

Estimation of
Quality of Trans-
mission (QoT)

Predict QoT of the un-
established lightpaths
or monitor the QoT
of current lightpath to
find the faults

Random forests classifier
(RF) [42], Support Vector
Machine (SVM) [43], Re-
gression [44], Case-Based
Reasoning (CBR) [45]

Optical amplifica-
tion control

Reconfigure the net-
work devices as any
changes in the WDM
system require EFDA
gain to adjust to rebal-
ance output powers

Neural Networks (NN) [46],
CBR [46], Kernelised linear
regression [47]

Modulation for-
mat recognition
and automatically
identify the mod-
ulation format
from the features
of the incoming
optical signal

Principal Com-
ponent Analysis
(PCA) [48], NN [49],
SVM [50], Clustering
K-means [51]

Nonlinearity miti-
gation

React to signal degra-
dation and/or compen-
sate undesired nonlin-
earities

Bayesian filtering [4],
NN [52; 53; 54; 55], k-
nearest neighbours [56], N-
SVM [57], binary SVM [58],
Clustering K-means [59]

Optical Perfor-
mance Monitoring

Estimate transmission
parameters for future
use

NNs [60], SVM [50], Gaus-
sian Processes [61]

Table 2.2: The overview of applications of Machine Learning in optical communications

BER and quality factor (Q-factor). The survey of the latest achievements of ML-based

nonlinear equalisers is presented in the section below.

2.6.5 Machine Learning for nonlinearity compensation

Machine learning has primarily been used at the receiver and is considered to be a promis-

ing way to mitigate nonlinear effects. The following list outlines the possible benefits of

this approach over the ones currently in use [3; 4; 42; 63]:

• The complex nonlinear behaviour of optical fibres can be modelled using machine

learning methods, which can reduce the nonlinear effects caused by both determin-

istic nonlinearities and stochastic nonlinear signal ASE noise interactions.

• Machine learning algorithms are able to predict the nonlinear behaviour of optical

fibres solely from the input-output data. As a result, it is not necessary to have

a thorough knowledge of the optical link parameters, which can be challenging in

dynamic optical systems.
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• Dynamic optical systems can be handled, as the models can be trained on data from

dynamic optical systems, allowing them to adjust to changes in the system over

time. This is in contrast to traditional methods, which might need to re-tune or

re-optimise settings when the system changes.

• When compared to conventional methods that are based on heuristics or simple

models, machine learning algorithms have the potential to achieve high levels of

accuracy in nonlinear mitigation.

Numerous ML-based equalisers have been proposed over the course of years of research,

including support vector machines (SVM), K-means clustering, the K-nearest neighbour

algorithm, Neural Networks and many others [3; 5; 6; 24; 40; 62]. However, defining which

ML methods may provide the best results can be challenging. In optical transmission-

related issues, achieving a minimum of 99% accuracy in determining the transmitted

bits is often necessary for state-of-the-art transponders operating at pre-Forward Error

Correction (FEC) bit error rates (BER). This means that the ML-based equalisers have

to be extremely accurate. Furthermore, for real-time implementation of the equaliser, it is

crucial to minimise latency to the greatest extent possible. Striking a balance between high

accuracy and low latency poses a significant difficulty in developing ML-based equalisers

for optical communication systems. Moreover, striving to achieve such a high accuracy

requirement in machine learning can give rise to multiple challenges, including the risk

of overfitting. It is also crucial to evaluate the performance of different machine learning

algorithms and compare them. The evaluation process should consider several factors,

including the computational complexity, training time, and the achieved performance of

machine learning models. This evaluation can help to identify the most promising machine

learning techniques for reducing nonlinear effects in optical communication systems.

In addition, further research should also focus on developing new approaches to the

implementation of machine learning algorithms that can provide better performance than

existing techniques while also being computationally efficient. This would require a com-

bination of domain expertise in optical communication systems and machine learning, as

well as access to appropriate data sets and computing resources.
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Chapter 3

Support Vector Machine for

nonlinearity mitigation

The Support Vector Machine is a binary classification machine learning technique intro-

duced by Vapnik [64]. Though it is primarily used for classification, it can be modified

to perform regression tasks. SVMs generally can handle complex decision boundaries and

usually work well with high dimensional data; hence, they are a good starting choice as

a possible solution for fibre nonlinearity compensation. Furthermore, SVM is generally

a low-complexity algorithm, which means that it could be suitable for real-time imple-

mentations [65]. However, the algorithm’s complexity and performance can significantly

vary based on how SVM is implemented. The following section will provide a brief back-

ground of SVM and a description of parameters that can be tuned to improve the learning

algorithm’s performance.

3.1 Support Vector Machine

The fundamental concept of SVM is to find an optimal hyperplane that effectively sep-

arates the data points of different classes with the widest margin. This hyperplane acts

as the decision boundary, and the data points, which are the closest to it and used to

calculate the margin, are known as support vectors(see Fig. 3.1). A kernel function is

introduced for the linearly inseparable data, so it maps the data to a high-dimensional

feature space, where the separation can be solved easily. The common kernel function for

the SVM is the Gaussian radial basis function (RBF) [66]. The principle of SVM for bi-

nary classification can be described with the following: for [xy] input training data, where

x is MxN matrix representing the features, and y is Mx1 matrix representing class labels,

the write function of nonlinear SVM can be written as follows:

min
ξ,ω,b

∥ω∥2 + C
N
∑

i=1

ξi (3.1)
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Figure 3.1: The concept behind Support Vector Machine (SVM)

Such that:

yi(ω⃗
Txi + b) ≥ 1− ξi (3.2)

ξi ≥ 0 i = 1, ...,M (3.3)

Where ω is a vector perpendicular to the hyperplane, C is a penalty factor that controls

the margin between classes, ξi is the slack variable, and b is the bias term. The parameter

C has been introduced into the system to avoid overfitting of a model, so in case of

some misclassification, the data can be ”ignored”, which can lead to a better fit. The

optimisation problem can be reformulated by introducing Lagrange multipliers αn for

each constraint, and by using Karush-Kuhn-Tucker (KKT) complementary conditions,

the coefficient of SVM α can be derived [66]. The prediction of the output of each data

point (zk) depends on kernels evaluated at a subset of the training data points and is

defined as follows [64]:

zk = sign(

N
∑

n=1

(αny⃗nK(xk, xn) + b)) (3.4)

Where K(xk, xn) is a Kernel function.

In the SVM, the following parameters are that are considered important, as they can

significantly affect the performance of the algorithm:

• Kernel Function –defines the shape of the hyperplane. Based on the function that

describes its shape, it can be linear, Gaussian, sigmoid or polynomial.

• Kernel Scale - parameter that is used in the kernel function, such as g in the Gaussian

kernel. For the Gaussian kernel, if the value of the kernel scale is high, then features

vary more smoothly, and on the opposite, a small kernel scale will result in features

varying less smoothly.

• Box Constraint - regulates the maximum penalty imposed on margin-violating ob-

servations, which helps to prevent overfitting [67]. High values of box constraint
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prioritise the accuracy of prediction, while low values prioritise the algorithm’s sim-

plicity (hence, speed of training).

The optimisation of these parameters can be done either manually by testing different

values of parameters or by using such functions as Bayesian optimisation, which selects

optimal parameters that minimise the cross-validation loss.

As SVM is a binary classifier, the N QAM system requires combining multiple SVMs

using one of the methods of multi-class classification. There are several strategies for

classifying the SVM algorithm into multiple classes. Below are the most widely used

strategies for multiclass classification:

• One vs Rest – a received constellation point would belong to a certain cluster if

that cluster accepted the received symbol and other clusters rejected it. However,

the imbalanced distribution of classes can cause the classifier to be overly biased

towards the majority class, leading to poor performance in identifying the minority

class. This is especially problematic when the minority class is of particular interest

or importance.

• One vs One - generates an optimal decision function between every two different

categories of training sets [68]. The number of samples per training is relatively

small; hence, the training speed of a single decision surface is faster, and the precision

is higher.

• Binary Encoding - the principle is that starting from the root node, the category

contained in the node is divided into two subclasses. Then the two subclasses are

further divided, etc, until each subclass contains only one category, thus obtaining

a binary tree [68]. The SVM classifier is trained in each decision node of the binary

tree to realise classification. An N QAM communication system would require N−1

SVM classifiers for the training and, depending on the implementation, an even less

number of SVMs when testing.

The difference between these methods is that One vs Rest requires less classification;

hence, it is a faster algorithm. However, the downfall is that the classes may be imbalanced,

which would affect the accuracy of the classification. On the contrary, One vs One is

less sensitive to imbalance but would require more classification, which means it is more

accurate but requires more computation. More details on the ways multiclass SVM can be

implemented and how each strategy affects the transmission’s performance and estimated

computational complexity are provided in the table 3.1 [68].

The One vs One multi-class method was used to implement SVM for use in these sim-

ulations. Additionally, the Gaussian function was selected as the kernel function following

a number of sets of experiments and is described with the following equation:

K(xk, xn) = exp (−g||xk − xn||2) (3.5)
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Method
Number of
required SVMs
(training)

Number of required
SVMs (testing)

One vs one N × (N − 1)/2 N × (N − 1)/2

One vs all N N

BE-Complete binary
tree

N − 1 log2(N)

BE-Partial binary
tree

N − 1 (N + 1)/2− 1/N)

BE- Constellations
rows and columns

N − 1 log2(N)

BE-In-phase and
quadrature compo-
nents

N − 1 log2(N)
or (N + 1)/2− 1/N

Table 3.1: Different models of multi-class SVM, where BE is Binary Encoding

The prediction of the received symbols is determined by classifying them into the N

groups as a result of the application of SVM. The SVM architecture is displayed in Fig-

ure 3.2. At the SVM’s input, delay taps have been used to take the channel memory effect

into account. This is done to capture the sequential relationships between consecutive

symbols. This parameter controls the length of the input vector to SVM-based equaliser,

which, in turn, affects the Computational Complexity (CC) of the equaliser and the pro-

cessing delay in the system. Additionally, the received symbols were split into real and

imaginary values, and an SVM feature vector was created with the help of the information

from both polarisations.

Figure 3.2: The SVM architecture, where sxi is the ith symbol of polarisation X, Ntaps is
the number of delay taps

3.2 Support Vector Regression

The Support Vector Regression is a regression type of algorithm that is based on SVM

but with the following differences:

• As the output is a real number, it becomes very difficult to predict the information
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at hand, which has infinite possibilities.

• A margin of tolerance (ϵ) plays a significant role in the outcome.

• The algorithm is more complicated.

Figure 3.3: The concept behind Support Vector Regression (SVR)

The training of this algorithm can be formulated as follows [64]:

min
ξ,ω⃗,b

1

2
||ω⃗||2 + C

N
∑

i=1

(ξi + ξ∗i ) (3.6)

Subject to constraints:

yi − ω⃗xi − b ≤ ϵ+ ξi (3.7)

ω⃗xi + b− yi ≤ ϵ+ ξi (3.8)

ξi, ξ
∗

i ≥ 0 i = 1, ...,M (3.9)

Where ω⃗ is a vector perpendicular to the hyperplane, C is a penalty factor that controls

the margin between classes, ξi is the slack variable, and b is the bias term. The prediction

of the output of the new data points can then be calculated as follows:

zk =

N
∑

n=1

((αn − α∗

n) ·K(xk, xn) + b) (3.10)

where K(xk, xn) = exp (−g||xk − xn||2) is a Gaussian kernel function. As an output of

SVR is a real number, the nonlinear equalisation of the N QAM system can be imple-

mented by combining two SVRs: one to predict the real parts of the output, and one- the

imaginary, as seen in Fig. 3.4. This structure plays a significant role in determining the

computational complexity of SVR-based equalisers. It should also be noted that different

configurations of combining SVRs can be used, for example, one SVR to predict the mag-

nitude and second, the phase of the output. The input vector to the SVR-based equaliser

was similarly combined by using the information of the Ntaps consecutive symbols of both
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Figure 3.4: The SVR architecture, where sxi is the ith symbol of polarisation X, Ntaps is
the number of delay taps

polarisations, split into real and imaginary values.

3.3 The Simulation setup for the testing of the SVM and

SVR-based equalisers

Figure 3.5: The Scheme of the simulated transmission link used for the SVM/SVR exper-
iments.

To assess the performance of the proposed implementation of SVM and SVR-based

equalisers for compensating fibre nonlinearities, a simulation of the transmission link was

conducted (see Fig. 3.5). A single channel dual polarised transmission at 9 GBaud using

16 QAM signal has been considered with a roll-off factor of Raised-cosine filter set at 0.001

and an oversampling factor of 6. The number of spans has been set at 20, corresponding

to 80 km of standard single mode fibre (SSMF) and 16 km of dispersion compensating

fibre (DCF). To test the performance of SVM and SVR for the nonlinear equalisation, a

DM communication system with fully inline chromatic compensation was chosen with the

following parameters (see Table 3.2). The transmitter and receiver provided the data for

training and testing of the selected models (as shown in Fig. 3.5). The k-fold selection was

used to divide this data into training and validation stages. With the help of Bayesian op-

timisation, which chooses the best possible parameters by minimising the cross-validation

loss, all of the values for the SVM and SVR hyperparameters that were not specified have

been discovered for each experiment. In contrast to the frequently used means squared
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3.3 The Simulation setup for the testing of the SVM and SVR-based
equalisers

Launch power
Range

-3:2 dBm Number of
Spans

20

SMF span
length

80km DCF span
length

16km

SMF dispersion 17
ps/nm.km

DCF dispersion -167
ps/nm.km

SMF dispersion
slope

-13.1 DCF dispersion
slope

-15.5

SMF effective
area

95µm2 DCF effective
area

27µm2

SMF n2 30 nm2/W DCF n2 30nm2/W

Table 3.2: The parameters of the transmission link used for the experiments with SVM
and SVR

error, BER was used as a performance metric for the Bayesian optimisation. This is be-

cause BER is the parameter that is of interest to decrease, and optimising by MSE might

not always result in improved BER. After the optimised algorithms were applied to the

testing dataset, the performance of SVM and SVR was compared. The performance of

the algorithms for nonlinearity mitigation was assessed by evaluating BER and calculating

the computational complexity of the algorithms.

3.3.1 Results with Support Vector Machine

Firstly, it was essential to identify the optimum dimensions of the input (feature) vector

to SVM, which is related to the channel memory. Therefore, it was essential to examine

how SVM performs when only data for a single polarisation is used when using a different

amount of delay taps. For that, a Bayesian optimisation was applied to define the ultimate

parameters of the SVM for each launch power at each value of the delay taps. Figure 3.6

shows the resulted BER of this experiment as a function of the launched signal power. As

seen from this figure, using SVM as a nonlinear equaliser has provided some improvement

in BER, but not enough to reach below the HD-FEC threshold. When comparing the

results of the one delay tap versus three delay taps, it can be seen that BER has not

improved as the number of delay taps has increased. This implies no correlation between

adjacent symbols, suggesting that the effective channel memory is small. This is due to the

inline dispersion management reducing the channel memory. Additionally, the optimum

launch power has not been changed, and it can be seen that an increase in launch power

leads to a more percentage improvement in BER, see Fig. 3.7. Hence, it can be concluded

that with the improvement in the high power (nonlinear-regime) area, SVM is tackling

the nonlinearity problem.

Figure 3.6 also demonstrates the results of the equalisation with SVM when the data

from both polarisations is used. As can be seen from the figure, the equalisation results

are similar to the case of single polarisation, except there is more BER improvement as

the graph touches the HD-FEC threshold. Both tests showed that raising the number of
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Figure 3.6: The BER results of SVM for single and dual polarisation using ℜ/ℑ

Figure 3.7: The percentage improvement of SVM for single polarisation as a function of
Launch Power using ℜ/ℑ
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equalisers

Figure 3.8: The results of SVM for dual polarisation using ℜ/ℑ/| · |/∠

delay taps has little effect on BER. Additionally, using data from both polarisations to

run simulations produces results that are only slightly better than using data from a single

polarisation, necessitating the need for an alternative method of feature generation. It was

decided to add magnitude and angle to the received symbols in addition to the real and

imaginary components. Figure 3.8 demonstrates the results of the updated implementation

of SVM. Adding more features, such as magnitude | · | and angle ∠ of the received symbols

alongside used ℜ and ℑ has resulted in a slightly better BER performance of SVM.

At the optimum power, the BER, obtained by the SVM equaliser, crosses the HD-

FEC threshold and provides around 0.06 dB improvement. This improvement results

from SVM’s new decision boundaries, which are different from the straight lines coming

from the maximum likelihood detection. Figure 3.9 demonstrates the resulting decision

boundaries by SVM at 2 dBm launch power. The decision boundaries are round, as the

Gaussian kernel function was used. Some of the symmetry can be seen with these decision

boundaries, which can be used to reduce the computational complexity of SVM. From

there, it can be said that implementing classification and redrawing boundaries seems not

to be very effective in reducing the BER. This is because the placement of the boundary

line depends not only on the symbol of interest but also on preceding and subsequent

symbols. Consequently, redrawing the boundaries involves a process of averaging across

various potential realisations of symbols in the vicinity of the symbol of interest.
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Figure 3.9: Achieved decision boundary by SVM at the optimum launch power

3.3.2 Results with Support Vector Regression

A similar set of experiments with different feature vector structures have been performed

to test SVR for fibre nonlinearity mitigation. Figure 3.10 demonstrates the current best

result of nonlinear equalisation using SVR. This result was obtained using ℜ/ℑ/| · |/∠
from single polarisation for the feature vector to SVR. SVR improves the performance by

0.02 dB in BER, but the resulting BER is above the HD-FEC threshold. Additionally, the

experiments revealed that adding more delay taps had not improved the system, proving

that this system has little/no channel memory. The main distinction between SVR and

SVM is that in regression, a maximum likelihood detection is implemented, which results

in decision bounds that are linear. This is because SVR, as a regression ML, relocates the

symbols, helping to invert the effects of nonlinear distortions. Figure 3.11 shows the final

constellation that was found after equalising using SVR. From there, it can be seen that

SVR produces window constellations, just like other regression tasks of a similar nature [8].

Furthermore, there are a few missing points at the angle of π because ∠ was one of the

input features. This is because there is a discontinuity in phase on the negative real axis.

3.4 Computational Complexity Analysis of SVM and SVR-

based Equalisers

It is essential to conduct a computational complexity analysis to determine whether ma-

chine learning-based NLEs can be practical for real-time implementation. The difference in

calculating required computational power with existing techniques, such as Digital back-

propagation, is that ML-NLE presents a complexity that does not depend on the link

parameters. Instead, it depends on some signal parameters, such as the number of con-

stellation points and subcarriers [63]. Subsequently, the computational complexity of a

receiver based on the proposed SVM architecture was compared with a receiver that used
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Equalisers

Figure 3.10: Best results of SVR for single polarisation using ℜ/ℑ/| · |/∠

Figure 3.11: Achieved constellations by SVR at the optimum launch power
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3.4 Computational Complexity Analysis of SVM and SVR-based
Equalisers

the SVR. The comparison was measured in the total number of real multiplications per

transmitted bit required by each nonlinear compensation scheme.

As previously discussed, equalising a N -QAM signal into N classes requires the imple-

mentation of multiple SVMs. Consequently, the overall complexity of such an equaliser

can be expressed by the following equation:

CC =
M
∑

j−1

(CCj) (3.11)

where CCj is the computational complexity of a single SVM and M is the number of

SVMs. The multi-class classification strategy will affect M . The expected number of

SVMs needed for both the training and testing phases for each of the strategies is shown

in Table 3.1. In this experiment, a OnevsOne strategy for multi-class classification was

selected to equalise the signal of a 16 QAM communication system. This means that a

total of M = 16∗ (16−1) = 120 SVMs are needed for both the training and testing phases

of equalisation.

The SVM model can be trained offline and loaded into the memory. To estimate the

required number of multiplications per transmitted bit for the testing stage of a single

SVM, it is required to look at Eq. (3.4). The computational complexity of this equation

depends on the number of support vectors obtained during the training stage and the

chosen kernel function. The computational complexity of the kernel function is fixed after

determining the optimum dimension of the feature vector. Therefore, the CC of SVM-NLE

depends on the number of support vectors and the size of the feature vector. For the best-

achieved implementation of SVM, the dimension of the feature vector is d = 2× 4×Ndel.

If n is the number of support vectors, solving Gaussian kernel n times would require

d + 1 multiplications and 2d − 1 additions. Hence, in theory, n × (d + 1) multiplications

and (n − 1) × (2d − 1) additions are required for the decision of every received symbol.

The estimated calculation complexity for the best-achieved SVM implementation (using

ℜ/ℑ/| · |∠ from both polarisations for the feature vector) is shown in Fig. 3.12. This image

illustrates that the required number of support vectors increases with launch power, which

corresponds to the increase in the nonlinearity. This is because nonlinear data requires

more complex shapes of decision boundaries. As a result, solving nonlinearity demands

more processing power.

Similar to SVM, the equation Eq. (3.10 was examined for the prediction of new data

points in order to determine the computing cost of the SVR-NLE. It can be seen that this

equation is very similar to the SVM one, as it also depends on the kernel function and

support vectors. However, while the same kernel function was used, the number of support

vectors required for a single SVR is higher than SVM. Nevertheless, when comparing the

CC between our SVM and SVR implementations, SVR-NLE is generally less complicated

because 120 SVMs and only 2 SVRs are required to mitigate nonlinearities.
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Figure 3.12: Resulting computational complexity by SVM (dual polarisation)

3.5 Conclusion

SVM-based and SVR-based equalisers were designed for nonlinearity mitigation in the

receiver of a 16-QAM Dispersion managed communication system at 9 GBaud with a

total (SSMF) transmission length of 1600 km. To accomplish this, optimal configurations

for SVM and SVR have been investigated. SVM-NLE enabled a marginal increase in BER

at the optimum power in simulations, allowing it to cross the HD-FEC threshold. SVR-

NLE has hardly improved BER and is still above the HD-FEC cutoff. It was discovered

that the current implementation of SVR-NLE would require less computational power

than SVM-NLE. It has been seen that the computational complexity of both machine

learning algorithms relies on the number of features and support vectors. Hence, reducing

the number of support vectors or using a different multi-class classification method are

two strategies for reducing the computational complexity of the obtained nonlinearity

compensation methods. However, the SVM and SVR’s optimised (complex) structure only

demonstrated a marginal performance improvement at a high computational complexity

cost. This means that there is no need to investigate the reduced complexity versions of

the SVM and SVR since they would not result in a better BER improvement, especially

since they hardly cross the HD-FEC threshold. Hence, it was decided to investigate

different types of machine learning that are more known for providing a higher accuracy

in predictions- Neural Networks.
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Chapter 4

Neural networks

Previous research has shown that Artificial Neural Networks (ANN) demonstrate impres-

sive performances when used as equalisers to mitigate nonlinear impairments in mod-

ern optical communication systems [4; 8; 63]. Despite its remarkable performance, such

equalisers have a high processing cost when compared to other methods like digital back-

propagation (DBP) [62; 69] This, in turn, limits the real-time implementation of Neural

Networks for fibre nonlinearity mitigation. As a result, it’s essential to maintain the

equaliser at a low level of complexity while keeping adequate performance.

In this chapter, firstly, Complex-valued Multilayer Perceptron will be explained, fol-

lowed by a demonstration of how it was implemented and how the optimal hyperparameters

were found. Then the performance of the chosen equaliser is demonstrated for the fibre

nonlinearity mitigation in terms of BER and required computational complexity.

4.1 Multilayer Perceptron

One of the most commonly used and straightforward machine learning techniques for

equalising communication signals is the multilayer perceptron (MLP). This feed-forward

neural network (NN) comprises multiple layers containing neurons and is represented by

nonlinear activation functions with linear connections between the layers. A weighted total

of the inputs is performed by the neurons in each layer of the MLP, and an activation

function is then applied to create an output, see Fig. 4.1. The subsequent layer receives

each neuron’s output after that (Fig. 4.2). To reduce the discrepancy between the actual

output and the targeted output, the weights of the connections between the neurons are

modified during training using an optimisation algorithm, such as backpropagation.

There are two primary reasons why the MLP is a desirable equalisation method for

fibre nonlinearity mitigation.

• the simple structure of MLP with relatively low computational complexity (in com-

parison to other Deep NNs) [62]. This is primarily caused by the fact that the

numerical implementation of the MLP’s nonlinear activation functions is built on a
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4.1 Multilayer Perceptron

Figure 4.1: A structure of simple neuron with vector input, where x1,...n is the input
vector, y is the output, ω1,...n are the weights and b is the bias .

Figure 4.2: An example of the configuration of a multilayer neural network.

look-up table with a minimal computational load.

• With the help of photonic devices, which are inherently quick and power-efficient,

several methods exist to implement an MLP in the optical domain. The weighted

accumulation and nonlinear function are the fundamental components of an MLP.

While the latter is more complex, there are proposals with experimental proof of

their viability [70; 71]. The former can be done using optical components [71; 72].

The number of layers and neurons in each layer for such a simple neural network decides

the computational complexity, which in turn controls other crucial characteristics of the

equaliser like power consumption, needed memory and induced processing delay. However,

MLP can experience overfitting and requires a substantial quantity of training data to yield

reliable results.
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4.1 Multilayer Perceptron

Figure 4.3: Various forms of nonlinear activation functions.

The following list of parameters plays an important role, as it can significantly affect

the performance of the neural networks.

Activation function - a mathematical function that defines the node’s output in response

to an input or set of inputs. Some of the most popular activation functions are linear,

hyperbolic tangent (tanh), rectified linear unit (relu), sigmoid, etc. Figure 4.3 shows the

shape and equations of some of the popular nonlinear activation functions [73]

Loss function- a mathematical function that calculates the discrepancy between esti-

mated and actual outputs for a given input. Frequently used functions are Mean Squared

Error (MSE), Binary Cross-Entropy, Categorical Cross-Entropy, etc. The loss function

should be carefully selected because it reflects both the nature of the neural network’s

output and the problem it is trying to address.

Optimiser - algorithm to adjust the weights and biases during training to reduce the loss

function. Commonly used algorithms include Stochastic Gradient Descent (SGD), Adam,

RMSprop, etc.

Learning rate (lr) - a hyperparameter that regulates the optimisation algorithm’s step

size when training a neural network. It decides how much the neurons’ weights are up-

dated during each iteration of the optimisation algorithm. Small values of lr cause slow

convergence and extended training times, while large values of lr can cause the minimum

loss function to overshoot.

Number of epochs - the total number of times the complete training dataset is processed

during training. This has a significant impact on model underfitting/ overfitting. It can

be adjusted with the use of early-stopping -to stop training when the performance of the

model on the validation dataset stops improving.

Batch size - a fixed-size part of the training data, which is used by the optimisation

algorithm in one forward/ backward pass to update the weights and biases. The choice of

batch size has an impact on the optimisation’s training time and convergence stability.

The choice of activation function in a neural network depends on various factors,

including the characteristics of the problem, the architecture of the network, and the

properties of the activation functions themselves. Sigmoid or tanh activations functions

can be used in the output layer for the binary classification, softmax - for multiclass

classification or linear - for regression type of problem [36].

For the hidden layers, one of the most popular options is the rectified linear unit
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4.2 Implementation of Complex-Valued Multilayer Perceptron

(relu), which cancels out negative inputs while keeping positive ones. Because of its

simplicity, relu and its variants are computationally efficient. Furthermore, they speed up

training as they avoid the vanishing gradient problem [74]. However, a problem known

as ”dying relu” affects relu activation functions, where neurons become inactive during

training. In such cases, variants such as parametric relu or leaky relu can be implemented

to mitigate this problem. Activation functions, such as tanh or sigmoid, produce zero-

centred output, which can be useful in some situations, particularly when used in the

hidden layers. Furthermore, they provide a smooth transition between values, which

may not be ideal for optimisation. This demonstrates the value of experimenting with

various activation functions during the model-development stage to observe how they

impact the neural network’s performance during training for the given task. Specifically,

as the architecture of the neural network, the use of regularisation techniques and other

hyperparameters may impact the choice of activation function.

4.2 Implementation of Complex-Valued Multilayer Percep-

tron

In optical communication, the task of the equaliser is to reduce the dispersive effects

interfering with the nonlinearities present in the channel and/or devices [75]. Thus, the

equaliser must be able to solve a regression problem where a block of consecutive symbols

is used to equalise the symbol in the middle of the block. This work considers Complex-

valued Neural Networks (CVNNs) as they are more effective in capturing the sequential

relations between complex samples as the real and imaginary parts of complex-valued

numbers are not separated. Here, two different ways of implementing complex-valued

neural networks have been investigated to mitigate fibre distortions at the receiver of the

optical communication link.

4.2.1 Basic implementation of Complex-valued Multilayer Perceptron

To represent the complex-valued laws describing the signal propagation, as proposed

in [76; 77], the design implements complex-valued weights, activation functions, and input

symbols. The figure 4.4 presents a schematic representation of the suggested NN topology.

The proposed implementation of a complex-valued multilayer perceptron is built with

the TensorFlow library. This is a basic implementation of CVNNs that only uses the

fundamental features of TensorFlow.

Similar to the SVM structure, the complex values of X and Y polarisations were fed

into the same topology, reducing the computational complexity. Delay taps were used

at the NN architecture’s input to study the channel memory effect. Thus, each symbol

received was equalised using a vector of consecutive samples before and after the sample

of interest. The received symbols were then used to form the neural network’s feature
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4.2 Implementation of Complex-Valued Multilayer Perceptron

Figure 4.4: The Architecture of the Multilayer Perceptron-based equaliser, where sxi is the
ith symbol of polarisation X, Ntaps is the number of delay taps

vector. The size of the input layer was 2(Ntaps + 1), where Ntaps is the number of delay

taps.

Bayesian optimisation is used to optimise this MLP’s configuration (including the

number of layers and neurons in each layer) for all possible combinations of launched

power and input vector sizes. In this case, all layers, except the first one, are assumed

to have an equal amount of neurons, so the resulting configuration is sub-optimal. As a

result, the results of such optimisation can be obtained quickly.

The activation function is an integral part of the MLP. With the exception of the final

layer, where a linear function was used, all layers, in this case, used the Hyperbolic Tangent

(tanh) activation function Eq. 4.1 to both the real and imaginary parts. As a result, our

equaliser is a regression machine learning solution that aims to reduce the impact noise—a

complex and nonlinear intermix of noise and signal—from the received QAM symbol.

f(x) = tanh(ℜ(x)) + j ∗ tanh(ℑ(x)) (4.1)

tanh(x) =
sinh(x)

cosh(x)
=

ex − e−x

ex + e−x
(4.2)

where x is the input tensor.

A mean square error loss function (Eq. 4.3) is used for training, and an Adam optimiser

with a learning rate of 10−5 is selected for backpropagation.

LMSE =
1

M

M−1
∑

i=0

|ypred − ytarget|2, (4.3)

where ypred are the predicted symbols, ytarget are the desired symbols (transmitted), and

M is the size of the batches.
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4.2 Implementation of Complex-Valued Multilayer Perceptron

4.2.2 Results with the basic implementation of Complex-valued Multi-

layer Perceptron

Figure 4.5: The Scheme of simulated transmission link for testing Complex-valued neural
network-based equalisers

To evaluate the performance of the suggested implementation of the neural network-

based equaliser, the data transmission has been simulated, as shown in Fig. 4.5. The

system comprises of 32-Gbaud 16-QAM polarisation division multiplexing transmitter,

20 spans of 100 km SSMF (α = 0.2 dB/km, D = 17 ps/nm/km, γ = −1.3/W/km), an

erbium-doped optical amplifier with a noise factor of NF = 4.5 dB, used after each span

to compensate for losses, and a coherent receiver. After the polarisation components had

been separated in the receiver, the signal went through a matched root-raised-cosine (RRC)

filter with a 0.1 roll-off value. Then, cumulative chromatic dispersion was corrected in the

frequency domain, and the signal was downsampled to 1 sample per symbol. The training

process uses 218 pairs of complex-valued dual polarisation samples and the associated

target transmitted QAM signal. The training, validation and test sets are divided into

70, 20, and 10 per cent of the dataset, respectively. The training set was shuffled at

the beginning of training to prevent overfitting resulting from learning the correlations

between adjacent symbols [78]. The NNs equaliser was trained for 500 epochs total with

a batch size of 2000.

Next, the suggested NN code was used to account for nonlinear effects, after which the

signal was demodulated, and the BER was calculated.

Figure 4.6 demonstrates the results of the basic implementation of complex-valued

NNs. From there, it can be noticed that this NN only provides an improvement in the

nonlinear regime (at values higher than optimum signal power). From there, it can be

concluded that the equaliser is indeed tackling fibre nonlinearities. At the optimum launch

power, the BER improvement is almost 0.17 dB. The value of optimum signal power stayed

the same. Figure 4.7 demonstrates the constellations before and after the equalisation for

the case of the optimum signal power. From there, a clear improvement in the separation

of the clouds can be seen.
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4.2 Implementation of Complex-Valued Multilayer Perceptron

Figure 4.6: BER vs signal power with the initial implementation of Neural Network
equaliser at the receiver

Figure 4.7: Constellations a) before and b)after equalisation with the basic implementation
of NNs at -1dBm signal power for the 16QAM 2000km transmission link
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4.2 Implementation of Complex-Valued Multilayer Perceptron

4.2.3 Keras implementation of Complex-valued Multilayer Perceptron

The following section describes the implementation of Complex-valued Neural Networks

using TensorFlow Keras-Functional API. This was developed utilising the additional fea-

tures of the Keras and based on a library [79]. To avoid overfitting the NN model,

l2−regularisation, early-stopping, and dropout layers have been added. Furthermore,

the Custom Callback was included to calculate the change in BER between epochs. The

number of neurons, layers, dropout rate, and L2 regularisation parameter were optimised

using Bayesian optimisation for all combinations of launched power and input vector sizes.

The range of possible values for the number of layers was l in [2, 6], while the range

of neurons evaluated was n in [50, 800]. The regularisation penalty was set at L2 in

[10−4, 10−1], and the dropout rate was set at p in [0, 0.5]. The input layer is made up, as

before, of a series of successive samples from the two polarisations with varying sizes.

Through extensive testing, the Cartesian Rectified Linear Unit (relu) was chosen for

the activation function [80] (see Eq 4.4), with the exception of the final layer. As before,

218 complex-valued samples were used for training, split into 70, 20 and 10 percent for

training, validation, and testing, respectively.

f(x) = MaxV alue, for x >= MaxV alue, (4.4)

f(x) = x, for threshold <= x < MaxV alue, (4.5)

f(x) = α(x− threshold), otherwise (4.6)

The values for the epochs and the batch size are the same as before, 500 and 2000,

correspondingly. Weights are learned from propagating data using Adam optimiser after

initialisation by He uniform [81], which minimises the complex-valued mean-squared error

loss (MSE). specified as in Eq. 4.3.

4.2.4 Results with the Keras implementation of Complex-Valued Mul-

tilayer Perceptron

Similarly, the equaliser’s performance based on Keras implementation of the CVNN was

evaluated using the dataset from section 4.2.2. The revised NN-based equaliser’s BER vs

signal power plot is shown in Figure 4.8. In contrast, it is clear that this CVNN implemen-

tation improves BER in both the low and high values of signal powers. It is also visible

that as the system transitions from ”noisy” to ”nonlinear,” the BER improvement grows.

At maximum power, the updated NNs improved BER by almost 0.3 dB. Additionally, it

can be seen that the optimum signal power grew to 0 dBm. Figure 4.9 demonstrates the

constellations obtained at the optimum power. As can be seen, this NN-based equaliser

resulted in a constellation with a ”jail window” pattern.

Several studies have documented the existence of such constellations following the

implementation of NN-based equalisation methods. [52; 82; 83; 84; 85]. The presence of
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Figure 4.8: BER vs signal power with the Keras implementation of Neural Network
equaliser at the receiver

Figure 4.9: Constellations a) before and b)after equalisation with the Keras implementa-
tion of NNs at 0 dBm signal power for the 16QAM 2000km transmission link
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the ”jail window” phenomenon arises from the regression task performed by NN equalisers

using the Mean Squared Error (MSE) loss [8]. This effect occurs because these NNs aim

to minimise the Euclidean distance between the recovered and transmitted symbols. This

effect results in the formation of non-Gaussian constellations, which violate the Gaussian

channel assumption used in the computation of specific QoT metrics, such as EVM and

MI. As a result, the accuracy of these Gaussian assumption-based metrics is reduced, and

the quality of transmission may be overestimated when these inaccurate metrics are used.

This phenomenon can result in the NN appearing to perform well based on these inaccurate

metrics, while the true gain provided by the ”jail window” constellation is overestimated.

This highlights the importance of choosing the correct QoT metric to measure the resulting

performance of the ML-based nonlinearity equalisation.

The occurrence of the ”jail window” effect can also be attributed to the discrepancy

between the actual transmission performance metric, BER, and the metric minimised

during NN training, which is the MSE loss. This mismatch leads to a disagreement

between the objective function and the NN’s actual output. However, the BER cannot be

directly utilised as a loss function for the NN due to its non-differentiable nature.

The research conducted by [8] offers valuable insights into mitigating the occurrence

of ”jail window” constellations and their effects on the system. Their study proposes

several potential solutions, including:1)expressing the equalisation results in terms of BER

or Q-factor derived from BER; 2) using larger batch size for better generalisation; 3)

implementing regularisation techniques to improve generalisation.

The first and third suggestions have already been incorporated into the present imple-

mentation of neural networks. Consequently, the decision was made to focus on investigat-

ing the influence of varying batch sizes on the occurrence of ”jail window” constellations.

Figure 4.10 demonstrates the constellations obtained for different batch sizes after NN

equalisation at the optimum launch power. From there, it can be seen that increasing

batch size did not help with the problem of square constellations. Additionally, the con-

stellations at various stages of the learning process have been plotted in Fig. 4.11. From

there, it can be seen despite the resulting constellations quickly transitioning to square as

the number of epochs increased, it is evident that the BER of the testing data continued

to improve.

Moreover, it is important to note that multi-layer perceptrons are more prone to en-

countering ”jail window” constellations due to their feedforward structure, which allows for

the possibility of hard-coding input data to the output. However, as demonstrated above,

even in the presence of ”jail-window” constellations, the BER results exhibit continuing

improvement. This means that despite the ”jail-window constellations”, the performance

of the transmission system is not overestimated.

Figure 4.12 illustrates the bit error rate (BER) as a function of input vector size at

the optimal power of 0 dBm. The performance of the complex-valued neural network

(CVNN) equaliser can be seen to improve with an increasing number of input samples.

60

K.Nurlybayeva, PhD Thesis, Aston University 2023



4.2 Implementation of Complex-Valued Multilayer Perceptron

Figure 4.10: Signal constellations for different batch sizes after NNs equalisation at the
optimum launch power

Figure 4.11: Signal constellations captured at different stages of learning

Figure 4.12: BER at optimum power with CVNN equaliser based on Keras implementation
vs the input vector size.
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Figure 4.13: The Comparison of the results between the basic and Keras implementation
of Complex-valued NNs.

Additionally, the figure demonstrates that a minimum of 10 delay samples is required to

attain maximum performance.

The difference between the basic and Keras CVNN equaliser implementations is de-

picted in Figure 4.13. The Keras CVNN implementation is shown to outperform the basic

version. From the constellation plots, it is evident that the Keras CVNN equaliser better

separates the clusters, though resulting in ”jail window” constellations. Therefore, only a

Keras neural network-based equaliser configuration will be considered from now on.

4.3 Computational Complexity Analysis of Multilayer Per-

ceptron

As was previously stated, computational complexity is another important metric for the

application of NN-based equalisers in real optical communication systems. The computa-

tional complexity of an MLP depends on several factors, including the number of layers,

the number of neurons per layer, the type of activation functions used, and the opti-

misation algorithm [36]. Here, the complexity is measured as the number of operations

(multiplications) necessary for an MLP’s inference step. Specifically, for a single-layer

feedforward pass, the complexity can be expressed as O(ni ∗ni−1), where ni represents the

number of neurons in the current layer, and ni−1 denotes the number of neurons in the

previous layer. The CC of MLP is highly dependent on the number of layers and neurons

in each layer, with deeper networks and more neurons typically demanding increased com-

putations. Additionally, both the processing delay and the computational load increase
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Table 4.1: Optimised CVNN architectures for different launch powers

Launch Power Optimal Parameters

-4 dBm n = [800, 50], l = 2

-3 dBm n = [800, 50], l = 2

-2 dBm n = [800, 50], l = 2

-1 dBm n = [800, 800, 50, 50, 800, 800], l = 6

0 dBm n = [800, 800, 50, 50, 800, 800]], l = 6

1 dBm n = [800, 800, 800, 50, 800, 800], l = 6

2 dBm n = [800, 800, 800, 50, 475], l = 5

3 dBm n = [800, 800, 50, 50, 50, 50], l = 6

4 dBm n = [800, 396], l = 2

with the number of input samples. The complexity is also influenced by the selection of

activation functions. For example, relu proves computationally more efficient compared to

sigmoid and hyperbolic tangent (tanh) due to its straightforward thresholding mechanism.

Furthermore, the integration of regularisation techniques, such as dropout or weight decay,

introduces an extra layer of computations during the training phase.

The computational complexity of the Multilayer Perceptron, expressed as a number of

multiplications, can be calculated using the following formula:

CC=(nsnin1+
L−1
∑

l=1

nlnl+1+nonL) (4.7)

where ns is the memory size (e.g. 2N+1, being N the number of taps), ni is the number of

input features, no is the number of outputs, and nl corresponds to the number of neurons

in each layer with l ∈ [1, L].

It should be noted that the performance of the Complex-valued NNs was measured

as the number of complex-valued multiplications. Table 4.1 shows the optimised NN

architectures for a given launch power/number of delay taps. Using the formula from

Eq.4.7, the graph was plotted, demonstrating the performance of the NN-based equaliser

(as BER) vs the computational complexity (expressed as a number of multiplications).

In Fig. 4.14, the trade-off between performance and complexity can be observed.

It shows that the optimal launch power lies where the optimised neural network (NN)

equaliser reaches its peak computational complexity. Moreover, it is evident that better

bit error rate (BER) performance requires a more computationally complex equaliser.

Furthermore, the equaliser’s complexity in the ”noisy” region is considerably lower than

in the ”nonlinear” region. This is because, in the ”noisy” region, there is a minimal

improvement over linear equalisation since the NN struggles to eliminate the random noise.

Consequently, a small NN equaliser is adequate to achieve the level of linear equalisation.
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Figure 4.14: The computational complexity of Keras implementation of CVNN for each
value of launch power.

4.4 Strategies for Computational Complexity Reduction

As this paper focuses on low-complexity equalisers, it is important to investigate differ-

ent approaches for reducing the computational complexity of the resulting NNs. There

is a growing inclination towards utilising over-parameterised architectures when design-

ing neural networks. This is primarily done to ensure superior model performance and

take advantage of the improved learning capabilities [86; 87]. The underlying reason for

this preference is the impact of a larger parameter count on the smoothness of the loss

function. This smoothness facilitates the convergence of gradient descent techniques [86].

However, the trade-off for such over-parameterisation is the increased need for computa-

tional and memory resources [88; 89]. As a result, considerable effort is being put into

creating methods that can aid in simplifying the NNs without significantly degrading their

performance, as evidenced by [88; 89; 90]. One of them is the pruning method, which

eliminates redundant NN components to reduce the size and computational complexity of

the network.

4.4.1 Weight Pruning

In machine learning, pruning is the process of removing components from a model, such

as weights or nodes, in order to simplify, reduce complexity, and potentially improve

its performance. Neural networks are frequently subjected to weight pruning, but the

techniques employed can change based on the model type.

There are several benefits to implementing pruning, such as [86; 90]:
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Figure 4.15: The concept behind weight pruning.

• To reduce overfitting: A complex model with too many parameters may overfit the

training set, resulting in poor generalisation of new data. Pruning, which involves

discarding the model’s less significant components, can help reduce overfitting.

• To increase computational efficiency: Pruning can reduce the time and computa-

tional resources needed for training and testing stages by decreasing the number of

parameters in a model.

• To improve memory footprint: frequently pruned models have a smaller memory

footprint, which makes them better suited for deployment in environments with

constrained resources.

Several techniques exist to perform pruning, including weight, neuron or tree pruning,

each targeting different components of the model. Pruning can be applied to weights,

biases, and activations, although there is minimal incentive to reduce biases due to their

limited number and substantial impact on a layer’s output. Here, the focus primarily

revolves around weight pruning based on the magnitude, a process that removes low-value

weights, which have minimal influence on the output, see Fig. 4.15. As the work is with

complex-valued weights, and the magnitude of these weights is determined by the norm of

the complex values. To determine which weights to remove, a binary criterion is applied.

Weights that fulfil this criterion are given a value of zero. This ensures that the ”trimmed”

elements do not participate in backpropagation.

In the context of deep learning, sparsity refers to the proportion of zeros among a

neural network’s weights, connections, or neurons relative to its total parameters. A neural

network or tensor is considered sparse when the majority of its weights or connections, or

elements, respectively, are zero. Pruning aims to promote sparsity by eliminating unused

connections, weights, or neurons from the network, which can produce a more accurate

but compact and efficient model. The sparsity level achieved depends on the pruning

technique used and the desired trade-off between model size and accuracy.

Consequently, smaller weights with less information are eliminated first, and this pro-

cess continues until the desired level of sparsity (ex., % of pruned weights) is achieved.
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The remaining weights are then fine-tuned through retraining to optimise the model after

pruning further.

Modifying Eq. 4.7, the following equation can be used to estimate the computational

complexity of the pruned model:

CCpruned=(1−s) · (nsnin1+

L−1
∑

l=1

nlnl+1+nonL) (4.8)

where s is the level of sparsity achieved by pruning the NN.

The TensorFlow Model Optimisation Toolkit — Pruning API was utilised to implement

the pruning process. Notably, these frameworks are not prepared to deal with CVNN;

hence, a customised implementation was carried out using the existing code.

4.4.2 Results with Pruning

This section showcases the outcomes of implementing pruning on the optimised model

established in part 4.2.4 (configurations are in Table 4.1). In this analysis, various values

of the sparsity of neural networks are evaluated to determine the optimal balance between

reducing computational complexity and maintaining system performance (measured in

BER). The subsequent figure 4.16 illustrates the consequences of applying pruning to the

optimal NN model for launch powers in proximity to the optimal value. Figure 4.16 shows

the performance vs. complexity trade-off that was made achievable by pruning for launch

powers of 0 dBm and 1 dBm. As a result, the performance value, or BER, is shown on

the y-axis. The CC values for the various NN architectures shown in Table 4.1 before and

after varying levels of pruning are plotted on the x-axis using Eq. 4.8. In this instance,

the pruned models’ sparsity levels s varied from 20% to 90% with a 10% increment. Prior

to pruning, the original models are represented by s = 0%. Here, pruning is applied only

to the optimised equalisers at the powers near optimum.

This demonstration aims to show that pruning can lead to simpler neural networks

(NNs) while maintaining performance below the HD-FEC threshold (e.g., BER = 3.8 ·
10−3). In fact, it is possible to eliminate up to 60% of the weights at a launch power of

1 dBm and still remain below the HD-FEC cutoff. With a power of 0 dBm, sparsity levels

of up to 70% can be achieved while staying below the threshold of interest. Moreover, it

is observed that the pruned equaliser at 0 dBm requires less computational complexity to

cross the HD-FEC threshold. This corresponds to the fact that an unpruned compensation

at 1 dBm demands more computational complexity than at 0 dBm.

However, even with complexity reduction through pruning, achieving a BER perfor-

mance below the HD-FEC threshold with NNs necessitates processing over 106 complex-

valued multiplications per sample. This is not feasible for real-time implementation of

NN-based equalisers.
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Figure 4.16: BER achieved with CVNN equalisation based on Keras for different CC
values after pruning. Two launch powers are considered: 0 dBm and 1 dBm.

4.5 Conclusion

This chapter focuses on complex-valued neural network (CVNN)-based equalisation for

addressing fibre nonlinearities. CVNNs offer advantages in capturing the sequential rela-

tionships between complex samples by considering the real and imaginary parts of complex-

valued numbers together without separation. For this purpose, a multilayer perceptron

(MLP) structure was chosen due to its low computational complexity and potential im-

plementation using photonic devices.

Different implementations of CVNNs using various libraries were investigated, and

their performance was evaluated for mitigating fibre nonlinearities in optical transmis-

sion. Both implementations demonstrated the ability to counteract the effects of fibre

nonlinearities, with the improvement in BER performance increasing as the launch power

rises. It should be noted that the Keras implementation of NNs resulted in a better BER

performance; hence, it was selected as the preferred implementation.

To evaluate the feasibility of real-time implementation of the neural network equaliser,

the computational complexity of the equaliser was assessed based on the number of

complex-valued multiplications. Recognising that NNs are often over-parameterised, weight

pruning was investigated to reduce the resulting computational complexity. However, even

with weight pruning, the number of computations required remains high for real-time im-

plementation of NNs.

Therefore, it is essential to explore additional methods to simplify the equaliser fur-
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ther. Subsequent chapters will investigate some of the proposed techniques to reduce the

resulting complexity of NNs.
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Chapter 5

Combination of Neural Networks

with Optical Solutions

In order to decrease the computational complexity of ML-based equalisers, an approach

was considered to integrate them with optical solutions like Optical Phase Conjugation

(OPC) and Dispersion Managed (DM) links. The underlying concept is that optical

solutions, such as OPC and DM, can effectively address fibre distortions, reducing channel

memory and minimising crosstalk between channels, particularly in scenarios involving

high baud data rates and long-distance transmissions [91].

It is anticipated that employing symmetric OPC systems or completely inline dispersion-

compensated links will result in a limited effective channel memory. This channel memory

will have an impact on the number of required subsequent symbols for the input of the

NNs, which in turn will affect the processing delay of the equaliser. However, some resid-

ual memory will always exist because of the fibre’s nonlinearity and the link’s asymmetry.

This chapter aims to investigate the influence of OPC/DM on reducing residual memory

and subsequently simplifying the Neural Network (NN) equaliser.

The subsequent section provides an explanation of OPC and DM concepts, followed

by a description of their implementation. Then, the simulation/experimental setup used

to test the performance of the equaliser is presented, followed by a demonstration of

the results achieved using the combined equaliser. Finally, the chapter concludes with

an analysis of the computational complexity of the combined approach compared to a

standard NN-based equaliser.

5.1 Optical Phase Conjugation

Optical phase conjugation is a technique used in optical communication to counteract the

effects of nonlinearity by reversing the phase of the light signal. This is achieved through

the use of phase conjugate mirrors, which are nonlinear optical elements capable of con-

jugating the phase of the light signal [29]. In mid-link optical phase conjugation, a phase
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Figure 5.1: The concept behind mid-link Optical Phase Conjugation

conjugate signal is introduced in the middle of the transmission link to compensate for

distortions that occur during transmission. Mid-link optical phase conjugation is typically

implemented using a combination of optical amplifiers and nonlinear optical devices. The

basic implementation consists of the following steps (see Fig. 5.1):

• The optical signal is transmitted along half of the overall length of the fibre link.

• In the mid-link of the link, the optical phase conjugation device applies a phase con-

jugation operation to the received optical signal, which generates a phase-conjugate

signal. This signal is amplified to the required power level using an optical amplifier.

• The amplified phase-conjugate signal propagates across the second half of the link.

• This effectively cancels the distortions that occur during transmission.

• The compensated signal is detected and processed by the receiver.

One of the critical benefits of mid-link optical phase conjugation is that it offers a

simultaneous compensation of the dispersion and nonlinearity effects of inter- and intra-

channel nonlinear effects. It also allows for using higher-order modulation formats more

susceptible to distortions. However, in practice, implementing mid-link optical phase

conjugation can be complex and requires careful management of the optical power levels

and polarisation states of the signals and the choice of the appropriate nonlinear optical

device for the phase conjugation operation. Furthermore, to achieve an effective mid-

link OPC, the power and dispersion profiles need to be symmetric with respect to OPC.

Combining DSP and OPC techniques may make it possible to maximise their benefits

while minimising their drawbacks. Examples of this strategy include relaxing the OPC

design using machine learning [92] or reducing the OPC power symmetry requirement by

integrating the Volterra equaliser with the OPC [93]. In this chapter, the combination of

a mid-link optical phase conjugation with Neural Networks is investigated. Data for both

links, regular and link with OPC inserted in the centre, were obtained from the lab [94]

and used to evaluate the effectiveness of the combined equaliser approach (details below).

This data was then processed by offline DSP, consisting of a multilayer perceptron.
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5.1.1 Experimental Setup

The experimental configuration, which includes a polarisation division multiplexing (PDM)

28-Gbaud 64QAM transmitter, four spans of SSMF (α= 0.2 dB/km, D = 17 ps/nm/km,

and γ=1.3 /W/km), and a coherent receiver, is shown in Fig. 5.2. A 45 Gbaud IQ modu-

lator’s signal source is a Continuous-wave (CW) laser set to 1555.75 nm. Four channels of

AWG control the IQ modulator, which generates symbols at a 28-Gbaud baud rate. The

symbols then were time-multiplexed with 5% quadrature phase-shift keying pilot sym-

bols periodically. The symbols were oversampled and loaded in the AWG (sampling rate

56 GSa/s). At the start of each span, an EDFA (6-dB noise figure) was introduced to

adjust the power. In the middle of the link, either the signal:

• passed through the OPC and amplified by an EDFA with fixed output power (15 dBm),

with the conjugate of the signal propagated in the second half of the link;

• bypassed the OPC device, with a variable optical attenuator with a WSS used to

simulate the insertion penalty of the OPC, where the OSNR was made to be the

same in the second half of the link for the two cases (with and without the OPC).

Figure 5.2: Block diagram of the experimental setup used for mid-link OPC experiments
and the position of the MLP equaliser[1]

The conjugate is produced using a dual pump polarisation independent OPC [94]. Two

orthogonal pumps at 1540.5 nm and 1560.1 nm (linewidths of 10 kHz and 100 kHz, respec-

tively) were generated using counter-dithered (using two RF tones at 60 and 600 MHz)

CW lasers and high-power EDFAs. The signal was then filtered and combined with the

signal in 100 m of a highly nonlinear fibre (HNLF) (zero-dispersion wavelength = 1550 nm,

α=1.2 dB/km, γ=21.4 /W/km, and dispersion slope = 0.041 ps/nm2/km). The pumps

are suppressed, and the conjugate is extracted using an optical band-pass filter with WSS.

The local oscillator (100-kHz linewidth), whose signal was combined with the received

signal in a 90° optical hybrid, makes up the coherent receiver. Four balanced photo-diodes

were connected to the hybrid outputs, and a real-time sampling scope was used as an

analogue-to-digital converter (100-GS/s sampling rate, 33-GHz 3-dB bandwidth). On a
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desktop computer, digital signal processing with offline data was carried out, and machine

learning was used before symbols de-mapping [1].

Figure 4.4 demonstrates the structure of an MLP-based equaliser used in work. Sim-

ilarly, as before, real and imaginary values of X and Y polarisations were fed into the

same topology, reducing the computational complexity. Delay taps were used at the NN

architecture’s input to study the channel memory effect. Thus, each symbol received was

equalised using a vector of consecutive samples before and after the sample of interest. The

received symbols were then split into real and imaginary components, forming the neural

network’s feature vector. The size of the input layer was 2(Ntaps + 1), where Ntaps is the

number of delay taps. Bayesian optimisation is used to optimise this MLP’s configuration

(including the number of layers and neurons in each layer) for all possible combinations

of launched power and input vector sizes. In this case, all layers are assumed to have an

equal amount of neurons, so the resulting configuration is sub-optimal. The activation

function is an integral part of the MLP. With the exception of the final layer, where a

linear function was used, all layers, in this case, used the tanh function. As a result,

our equaliser is a regression machine learning solution that aims to reduce the impact

of noise—a complex and nonlinear intermix of noise and signal—from the received QAM

symbol. The training process uses 218 pairs of complex-valued dual polarisation samples

and the associated target transmitted QAM signal. There are 500 epochs total with a

batch size of 2000. The training, validation and test sets are divided into 70, 20, and 10

per cent of the dataset, respectively. A mean square error loss function is used for training,

and an Adam optimiser with a learning rate of 0.001 is selected for backpropagation.

5.1.2 Results with the basic implementation of CVNNs

The following section demonstrates the results of applying the basic implementation of

an NN-based equaliser to the experimentally obtained data with and without mid-link

OPC. At each power and input vector length, the optimum MLP has been applied on the

PDM 28 Gbaud 64QAM signal samples with and without OPC. The results are plotted

with square markers in Fig. 5.3, and they represent the BER with and without OPC and

no nonlinear compensation. Figure 5.3 also shows the improvement in the performance

obtained by using an MLP with 7 and 15 sample input vectors, demonstrating a significant

decrease in the final BER of up to 12-fold for the case of OPC-aided MLP equaliser. As can

be seen from the received constellation of the chosen points in the side panels of Fig. 5.3,

this increase is made possible by a noise reduction mechanism. This improvement also

results in a 4 dB rise in the optimal launch power (slightly lower than the 7% overhead

HD-FEC BER) when an OPC-aided MLP-based nonlinear compensation scheme is in

place, as is clear from Fig. 5.3.

At higher signal powers, the nonlinear effects become dominant, and the improvement

by using the MLP equaliser also grows, see Fig. 5.4. The improvement ratio of the BER
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Figure 5.3: BER versus signal power and the equalised 64QAM constellation w/ and w/o
OPC/NN equaliser.

for cases with and without OPC for the 7- and 15-sample input vector to the MLP is

shown in this graph. This figure leads us to the conclusion that the equaliser is actually

tackling the communication link’s nonlinearity effects. The effect of input vector size on

MLP equaliser performance is another interesting observation.

Figure 5.4: a) BER improvement w/ and w/o OPC with input vector length of 7, 15, b)
BER at optimum power with NN equaliser vs the input vector size for two cases with and
without OPC.

Figure 5.4b shows the BER as a function of input vector size at the optimal power

of 8 dBm (for the case of OPC, but not far from the optimum power for the no OPC

case as well). The equivalent delay represents the amount of time the MLP will wait to

gather sufficient samples to equalise the target sample during the inference step. The size

was adjusted from three samples, which are equal to the 0.1 ns channel memory (shown

on top), to as much as 21 samples (equivalent to 0.6 ns). Figure 5.4b also demonstrates

that in contrast to the system without OPC, the performance of the OPC-assisted system

saturates beyond 7 sample input vector size. This illustrates the OPC’s expected impact
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Figure 5.5: Updated BER versus signal power w/ and w/o OPC/NN equaliser.

on channel memory reduction. This memory reduction, along with channel containment,

has the potential to greatly reduce the complexity of nonlinear noise reduction, especially

in WDM and high bandwidth transmissions. As seen from Fig. 5.4b, even in the OPC-

aided system, the MLP equaliser requires knowledge of the 3 samples that come before

and after the sample of interest in order to return it to the symbol that was originally

transmitted. The asymmetry of the link and defects in the devices and equipment may

serve to explain the OPC system’s non-zero effective memory. This link asymmetry could

be reduced by using an improved symmetric link, for example, with dual pump Raman

amplification rather than lumped amplification.

5.1.3 Results with the Keras implementation of CVNNs

Using the updated Complex Valued-Neural Network, described in section 4.2.3, the sim-

ulations have been repeated on the same datasets. The new Neural Network has been

optimised across all taps for each value of the launch power. Also, in the structure, the

regularisation parameter, early-stopping, and dropout layer were added to avoid overfit-

ting. The new results are demonstrated in Fig 5.5, showing of comparison against the

previously used NN structure. From there, it can be seen that the new structure provided

a bigger BER improvement for both cases, with OPC and without, versus the previously

used one. The new BER improvement for OPC aided system with an NN-based equaliser

is 25 times better than BER at optimum power for the system with OPC.
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Table 5.1: Comparison of the optimised CVNNs architectures for a system with no OPC
and with OPC

Optical Solutions Optimal Parameters Power

OPC n = [519, 505, 531, 151, 562, 140], l = 6, p = 0.1, L2 = 6.5 · 10−6 8 dBm

No OPC n = [366, 422, 600, 600, 242, 327], l = 6, p = 0, L2 = 1 · 10−6 8 dBm

OPC n = [430, 532, 406, 462, 315], l = 5, p = 0.35, L2 = 6.5 · 10−3 9 dBm

No OPC n = [600, 600, 600, 600, 568, 50], l = 6, p = 0.1, L2 = 0.1 9 dBm

Figure 5.6: BER achieved for different CC values for two datasets where optical solutions
-OPC- are used and two where were not.

5.1.4 Computational Complexity Analysis of OPC Systems

Table 5.1 contains the optimal configuration parameters for the CVNNs generated by the

BO. These findings suggest that employing OPC allows for less dense layers and even fewer

layers overall in terms of architecture. Similarly to before (in section 4.3), the computa-

tional complexity was calculated in terms of a number of complex-valued multiplications

for the launch power near optimum using equation 4.8. Figure 5.6 displays the trade-off

between performance and complexity achieved through pruning and the decision to use or

not OPC at launch powers of 8 dBm with 9 taps. The y-axis represents the performance,

defined as the BER, while the x-axis shows the computational complexity achieved for

various NN architectures described in Table 5.1 before and after pruning to different ex-

tents. In this instance, the sparsity level s varies from 20% to 90% in 10% increments for

the pruned models, while s = 0% corresponds to the unpruned original models.

Figure 5.6 demonstrates that employing OPC not only results in simpler NNs before

pruning but also enables reaching higher pruning levels without exceeding the HD-FEC

threshold (e.g., BER = 3.8 · 10−3). In fact, for a launch power of 8 dBm, pruning up to
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60% of the weights is possible while remaining below the HD-FEC threshold. When OPC

is not utilised, the optimised CVNN cannot fall below the HD-FEC threshold for any CC

value at a launch power of 8 dBm. This highlights the powerful influence of OPC on

simplifying NN-based equalisers’ architecture. OPC not only enhances the performance of

the optical communication system (see [1]) but also aids the pruning technique in reducing

the equaliser’s CC.

5.2 Dispersion Managed Links

Previous research has shown the benefits of using machine learning to mitigate nonlin-

earities in dispersion-unmanaged optical communication systems. However, a dispersion-

managed link will affect signal propagation differently than a dispersion-unmanaged link.

In uncompensated transmission lines, the accumulation of dispersion causes significant

temporal spreading of the signal. This results in an increase in the channel memory,

which is directly proportional to the length of the link. Additionally, the combination

of large channel memory and nonlinear transmission effects leads to the emergence of

long-memory nonlinear distortions. As a consequence, processing these distortions re-

quires more time and computational power, especially at higher symbol rates. To mitigate

these effects, dispersion management techniques can be employed to reduce the effective

channel memory. However, compared to uncompensated links, dispersion management

typically necessitates the use of additional optical amplifiers, which can introduce ampli-

fied spontaneous emission (ASE) noise and decrease the signal-to-noise ratio. It may also

amplify certain nonlinear effects in the fibre. Various tools have been explored to address

the challenges posed by nonlinearity in optical links, among which NN equalisers have

shown effectiveness. By utilising NN equalisers, the detrimental impact of nonlinearity

can be reduced. Therefore, for certain applications, employing NN equalisers might offer

a beneficial trade-off between managing channel memory and mitigating nonlinear effects.

The potential of a DM system to simplify the computational complexity (CC) of

equalisers (such as digital backpropagation (DBP)) has been previously investigated [95].

However, since NN equalisers have shown impressive performance in mitigating nonlinear-

ities, it is essential to study the reduced-complexity version of these NN-based equalisers

in the context of DM links. This can balance performance and complexity, making it a

more practical solution for real-world optical communication systems, especially for future

real-time implementations.

As discussed earlier in chapter 2, the effects of chromatic dispersion in the optical

communication system can be effectively compensated using linear digital signal process-

ing techniques. Digital dispersion compensation allows for reducing the number of optical

amplifiers due to removing additional signal attenuation in optical dispersion compen-

sating elements, substantially decreasing accumulated optical noise of the link and, thus,

improving overall system performance. The other way of compensating for the dispersion
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effects is to apply an all-optical solution, one of which is to use Dispersion Compensated

Fibres (DCF). DCF is designed with a high negative dispersion coefficient that cancels

out the positive dispersion of standard single-mode fibre (SMF), which is commonly used

in long-haul optical communication systems. DCF can be implemented in different forms,

such as a separate fibre segment or a module containing a DCF fibre of a short length

(Dispersion Compensating Module or DCM). DCFs are designed with a carefully engi-

neered refractive index profile and are typically made of silica or fluoride glass. Depending

on the specific requirements of the communication system, DCFs can be designed with

either positive or negative dispersion. When used in conjunction with optical fibre, the

DCF helps counteract chromatic dispersion’s effects and reduce signal distortions. With

the inclusion of the DCF fibres, the Nonlinear Schrodinger equation from Eq. 2.1 can be

rewritten as:

i
∂A

∂z
− 1

2
β
(1,2)
2

∂2A

∂t2
+ γ(1,2)|A|2A =

= i[−α(1,2) +
N
∑

k=1

rk
(1,2)δ(z − z

(1,2)
k )] = iG(1,2)(z)A (5.1)

where subscripts 1 and 2 correspond to SMF and DCF, and zk(k = 1, ..., N) are locations

of amplifiers and rk
(1,2) = [exp(α(1,2)z

(1,2)
a )− 1] are amplification coefficients for SMF and

DCF parts.

The dispersion-managed optical communication system is the system that includes

such fibres periodically along the system length so that the optical pulses reaching the

receiving end will have zero or near-zero dispersion [96]. Figure 5.7 demonstrates the

dispersion parameter D values across the link. From this figure, it can be seen that for

this configuration, the mean of the dispersion is almost zero.

Figure 5.7: a)Variation of the dispersion parameter D and b)Accumulated dispersion
across the dispersion-managed link

Various dispersion management configurations involve the strategic placement of op-

tical components. Pre-compensation techniques are used in dispersion management to

control dispersion before it happens. These techniques are often used at the optical trans-
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mitter end because dispersion occurs within optical fibres during signal transmission [97].

On the other hand, post-compensation dispersion management techniques are used to man-

age dispersion after it happens and are typically conducted at the optical receiver end.

The goal is to counteract the phase factor that causes dispersion-induced degradation of

the optical signal during fibre propagation [9]. For the inline dispersion compensation,

dispersion compensating elements, such as Dispersion Compensating module (DCM) or

Dispersion compensating fibre (DCF), are periodically integrated along the system length

and often positioned at amplifier sites. Therefore, in the context of inline pre-compensation

or inline post-compensation schemes, the implementation involves introducing a periodic

alternation of SMF and DCF fibres in an appropriate order. Optical amplifiers are strate-

gically placed between them to mitigate fibre loss. Another example of inline dispersion

compensation configuration is a symmetrical compensation, which involves balancing pre-

compensation and post-compensation techniques to effectively address dispersion-related

issues [98].

In dispersion-unmanaged links (DUM), the cumulative chromatic dispersion increases

linearly with distance. On the contrary, in dispersion-managed (DM) systems, the disper-

sion introduced by the transmission fibre is partially mitigated at the end of each span

using dispersion compensating fibre. There is typically a residual dispersion remaining at

the end of the link. Figure 5.7 demonstrates the cumulative dispersion D as a function

of the length of the transmission link. The bandwidth of such a communication system is

much wider to the extent that it can remove dispersion from all channels simultaneously,

and the power consumption can be smaller. Since inline dispersion-managed systems can

be used to compensate for fibre dispersion fully, they can simplify the digital signal pro-

cessing at the receiver. However, one of the drawbacks is the enhancement of nonlinear

effects due to the small mode diameter of DCF fibres for high input optical powers. In

addition, inline dispersion-managed systems lead to an increase in power loss due to fibre

attenuation in DCF and insertion loss. The amplifier gain must be raised to compensate

for this loss, which raises the ASE noise[97]. Overall, the dispersion-managed link provides

a trade-off: it increases the nonlinearity effects of the link, but due to inline dispersion

compensation, it decreases signal distortions.

In the next part, the potential of inline dispersion management to simplify the NN

equaliser’s architecture while maintaining comparable performance to the uncompensated

link (also using NN-based equalisation) is investigated. To achieve this, various configu-

rations of inline dispersion compensation have been examined.

5.2.1 Results

Depending on the placement of SMF, DCF and amplifiers, various possible configurations

exist for inline dispersion-managed links. Here, four periodic links have been considered

built of the basic cells depicted in Fig. 5.8. The SD building block corresponds to the
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Figure 5.8: Composition of four different elementary blocks of the considered periodic DM
links

.

span of SMF followed by an erbium-doped fibre amplifier (EDFA) compensating for SMF

loss, then the span of DCF followed by an EDFA compensating for DCF loss. This can

be thought of as a basic inline ”post-compensation” cell. The block DS starts with the

span of DCF, EDFA to mitigate DCF loss, and then SMF and EDFA to recover signal

power after SMF, which can be considered an inline ”pre-compensation” cell. The SDDS

block shown in Fig. 5.8 comprises of SD cells followed by DS cells, corresponding to the

”symmetric compensation”. In this case, the number of links would be half of the SD

and DS blocks. Additionally, a new scheme, S[2D]S, is suggested, which corresponds to

an elementary cell starting from 100 km of SMF followed by the dispersion-compensating

module that includes EDFA compensating for SMF loss, then a span of 40 km DCF and

EDFA compensation for DCF loss and then again 100 km SMF and EDFA mitigating

SMF span loss.

Figure 5.9 demonstrates the simulation setup used in this section, with variations of

the inline dispersion management cell shown in Fig. 5.8. A single channel dual polarised

transmission at 32 GBaud using a 16 QAM signal has been considered with a sampling

rate of 4 samples/symbol. The dispersion managed link consists of 10 spans of 100 km

SSMF and 20 km DCF (α=0.2 dB/km,αdcf = 0.5 dB/km, D=17 ps/nm/km, Ddcf =85

ps/nm/km, γ=−1.3/W/km, γdcf = 2.8/W/km) in various configurations. The dispersion

compensating module (DCM) is believed to contain the DCF fibre in these instances, and

its length is not considered when determining the transmission’s overall length. Each of

these links (except S[2D]S) contains 20 amplifiers, which are placed between each span of
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Figure 5.9: The configurations of the dispersion-managed and dispersion-uncompensated
links.

SMF and DCM. At the receiver, the signal is filtered using a raised-cosine filter with a roll-

off factor of 0.001, down-sampled (2 symbols/sample), and then subjected to conventional

DSP to compensate for the linear effects, including residual dispersion. The results of

the inline dispersion-managed links are compared to an unmanaged link consisting of 10

spans of 100 km SSMF with ten amplifiers between spans and full chromatic dispersion

compensation at the receiver.

For the training of the Neural Networks, 218 input samples were generated at each value

of launch power for each of the DM link configurations. As before, 70% of the data was used

for training the model, 20% for validation and 10% for testing. Bayesian optimisation was

used to determine the number of layers, neurons, regularisation parameters, and other

hyperparameters of the neural network. The performance of the neural network-based

equaliser was evaluated by calculating the BER for the testing dataset.

The BER versus launch power plots for each link setup, when only linear equalisation

was used, are shown in Fig. 5.10. The plots show that the dispersion unmanaged link

outperforms the managed link when only linear equalisation is applied. This is because

the dispersion-managed link suffers from 1) increased nonlinearity due to the higher non-

linearity of DCF fibres and 2) added ASE noise, as it requires twice as many amplifiers as

the unmanaged link. As also can be seen, none of the link configurations produced BER

values below the HD-FEC threshold without the use of an NN-based equaliser.

The BER improvement achieved by applying an NN-based equaliser at the receiver is

demonstrated in Fig. 5.11 for all link configurations. Compared to the results of linear

compensation, the optimum launch power has increased, especially in the links containing

DCF fibre. This proves that the NN equaliser is effective at dealing with the excess nonlin-

earity caused by the use of Dispersion Compensating Fibre. The plots also show that even

with machine learning at the receiver, link configurations of SD/DC can hardly cross the

HD-FEC threshold. On the contrary, NN equalisation of the SDDS configuration almost

achieves the BER performance of the dispersion unmanaged link in addition to crossing

the threshold. However, the DM link with the NN-based equaliser did not outperform,
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Figure 5.10: BER vs signal power for different configurations of transmission link with
only linear compensation at the receiver

Figure 5.11: BER vs signal power for different configurations of transmission link with
Neural Network equaliser at the receiver

81

K.Nurlybayeva, PhD Thesis, Aston University 2023



5.2 Dispersion Managed Links

Figure 5.12: The Comparison of the results between dispersion-managed and unmanaged
links with linear and NN equalisers.

most likely due to the increased ASE noise caused by the double the number of amplifiers

applied compared to the unmanaged link.

An alternative structure of the SDDS link, referred as S[2D]S here, has been con-

sidered, which requires fewer amplifiers than the standard SDDS link (15 instead of 20).

Figure 5.8 (bottom box) and 5.9 show how this structure has been changed. The new con-

figuration involves splicing together two DCF fibre spans (DCM modules) after removing

the amplifier from the space in between. The BER performance of the equalisers for this

link in comparison to the other link configurations can be seen in figures 5.10, 5.11. For

the linear equalisation case, the performance of the S[2D]S link is better than that of any

other dispersion-managed links, most likely due to the fewer amplifiers, which results in the

link being less affected by the ASE noise. However, the performance is still no better than

using standard single-mode fibre with full chromatic compensation at the receiver. When

the neural network-based equaliser is applied, the BER performance of the S[2D]S link has

approached the performance of the dispersion-unmanaged link. Figure 5.12 demonstrates

a comparison of the results of the equalisation of these two links.

Figure 5.12 reveals that the optimum launch power rises to 4 dBm when applying

neural network (NN)-based equalisation to the dispersion-managed system. Moreover, the

bit error rate (BER) performance of the NN-based equaliser with the updated structure

is able to attain the same level as the NNs for the unmanaged system, albeit at different

power values.

The effectiveness of neural networks (NNs) was evaluated based on the input feature

vector length to better comprehend the impact of inline dispersion management on channel
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Figure 5.13: BER at optimum power with NN equaliser vs the size of the input vector for
cases of dispersion-managed and unmanaged links

Table 5.2: Comparison of the optimised CVNNs architectures for dispersion unmanaged
and managed systems

Optical Solutions Optimal Parameters Power

S[2D]S link n = [800, 800, 50, 50, 800, 50, 50, 50], l = 8, taps=5, 3 dBm

Unmanaged link n = [800, 770, 50, 50, 800, 594, 800, 50], l = 8, taps=9, 3 dBm

S[2D]S link n = [800, 50, 91, 800, 426, 800, 800], l = 7,taps=5 4 dBm

Unmanaged link n = [800, 678, 505, 666, 800, 800, 800, 800], l = 8, taps=9 4 dBm

memory and the potential for computational complexity (CC) reduction in the resulting

equaliser. Figure 5.13 presents the bit error rate (BER) at the optimum launch power

(approximately 3 dBm) as a function of the input feature vector. The figure indicates

that as the number of samples increases, the NNs’ performance for the unmanaged link

consistently improves. In contrast, the NNs’ performance for the dispersion-managed link

plateaus around a certain sample input vector length. However, the dispersion-managed

system achieves the optimal BER more rapidly (with a smaller input vector size). This

reconfirms the channel memory reduction effect due to inline dispersion compensation

provided by optical solutions. To further demonstrate that this effect contributes to the

CC reduction of the resulting equaliser, a CC analysis has been conducted.

5.2.2 Computational Complexity Analysis of Dispersion Managed sys-

tems

The table 5.2 demonstrates the optimum configurations of the NNs achieved with Bayesian

optimisation.
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Figure 5.14: BER achieved for different CC values for two datasets where the dispersion-
managed link is used and two where not (at 3 dBm)

The optimised NN models have once again undergone additional pruning to reduce

complexity without significantly compromising performance. The accompanying graph 5.14

illustrates the relationship between the computational complexity of the pruned model and

the system performance, expressed in BER.

From the figure, it can be seen the NN-based equalisers’ performance for both links

improves with increased computational power. Furthermore, it is possible to eliminate

up to 80% of the weights at a launch power of 3 dBm for the dispersion-managed sys-

tem and still remain below the HD-FEC cutoff. However, for the dispersion-unmanaged

link, only 20% of the weights can be removed to keep the BER performance above the

threshold. It can also be seen that the dispersion-managed link requires significantly less

complex multiplications. This corresponds to the fact that the channel memory was re-

duced by the inclusion of DCF fibre. Finally, it can be seen that with the inclusion of

dispersion management, the number of complex-valued multiplications per sample to keep

the performance of the system below the threshold is reduced to almost 12% compared

to uncompensated systems. This makes a clear case for the capability of the DM system

to simplify the interaction of signal and noise during signal propagation, which is further

mitigated through the use of NN equalisers.

5.3 Conclusion

In summary, the combination of optical solutions with NN-based equalisers has proven to

effectively reduce the complexity of the equalisation process. Optical phase conjugation
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offers the advantage of additional reducing fibre effects, while dispersion management tech-

niques significantly decrease complexity while keeping the same performance. This is likely

because dispersion management is highly efficient in eliminating dispersions throughout

the link and reducing channel memory.

Although these techniques successfully reduce equaliser complexity, they require mod-

ifications to the link and the addition of extra components such as OPC or dispersion

compensating fibres (DCFs) into the system. In the next section, some techniques will

be explored for their potential to facilitate and enhance the learning process in Neural

Networks.
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Techniques to improve the

learning process in Neural

Networks

Another way to reduce the computational load and required electricity in using ML-based

equalisers is to make the learning stage more efficient. This can be achieved through

several approaches. The effectiveness of learning can be increased by carefully preparing

and enhancing the training data (data preprocessing). Techniques like data normalisation,

data cleaning, data transforming, data augmentation, and data pruning enable training

more effectively with fewer data points. Another way to speed up the learning process is

by using pre-trained models or transfer learning techniques by starting with a model that

has already learned relevant features from a similar dataset or task. By doing this, the

equaliser may make use of the knowledge gained during earlier training phases and reduce

the amount of time, resources, and data needed for computation and fine-tuning. By im-

plementing these techniques, the learning stage of ML-based equalisers can become more

efficient, either enabling faster training, training with fewer data points, or better utili-

sation of available training data. This, in turn, leads to reduced computational load and

electricity requirements, making ML-based equalisers more practical and environmentally

friendly in various applications.

This chapter investigates some of the techniques with the potential to improve learning.

Each technique is introduced with a brief explanation, followed by a demonstration of its

implementation and the resulting outcomes. The resulting performance of the equaliser

and the impact on the learning curves are both considered in measuring the effectiveness

of each technique.

Learning curves, as previously stated, are graphical representations of how a model’s

performance evolves over time, typically as the length of training (measured here as the

number of epochs) increases. These curves are useful in determining the model’s ability

to learn from data, and they usually include two components: training loss and valida-
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tion loss. The training loss evaluates the model’s performance on the training dataset

throughout the training process by measuring the difference between predicted and actual

symbols (here, measured using MSE). Ideally, the training loss should decrease, indicating

that the model is gradually improving its fit to the training data. Similarly, validation

loss is a metric that evaluates the model’s performance on a specific dataset known as

the validation dataset. Unlike the training data, this set is not used during the training

phase but is critical in determining how well the model generalises to new, previously

unseen data. The validation loss is beneficial for detecting overfitting, which occurs when

a model performs well on training data but fails when applied to new, unknown data [36].

In this chapter, to avoid potential overestimation of the suggested techniques’ impact on

learning, the focus shifts from training loss to validation loss as a more robust measure.

This adjustment ensures a more accurate assessment of the techniques’ effectiveness and

their influence on the learning process.

6.1 Data pruning

Firstly, the decision was made to explore techniques that could facilitate faster training

with fewer data points. One such technique is data pruning, which involves cleaning and

optimising data sets by removing unnecessary, redundant or noisy training instances. The

goal is to improve the quality and efficiency of data for modelling, analysis, and other

uses. This should, in turn, increase the effectiveness of the learning process and decrease

overfitting risk, which happens when the model learns to fit the training data too closely

and fails to generalise to new, unseen data.

Data pruning might be particularly helpful when the learning process is computation-

ally expensive or the training data is large. By reducing the size of the training dataset,

data pruning can speed up and improve the learning process while still creating accurate

models. However, pruning data should be done cautiously, as losing crucial training ex-

amples can negatively impact model performance. Many important factors need to be

considered to reliably rectify input data for data pruning, including data quality evalua-

tion, preprocessing strategies, and validation procedures. Assessing data quality involves

finding and fixing errors, inconsistencies, and outliers to ensure accuracy. Furthermore,

confirming the data is complete is essential, guaranteeing no missing values are in the

dataset and choosing how to handle them, if any, including removal or imputation. Addi-

tionally, it is necessary to confirm that similar data is consistently represented throughout

the dataset in order to maintain consistency. Every attribute and feature in the dataset

is evaluated for relevance, and any redundant or unnecessary features that do not signifi-

cantly advance the analysis or modelling process are eliminated.

There are various preprocessing strategies for implementing data pruning, depending

on the specific data that needs to be removed (e.g. random sampling, feature selection,

instance selection, etc.). Broadly speaking, these approaches can be categorised into three
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types:

• Type 1- This type involves modifying the number of input samples by removing

unnecessary points or outliers. The goal is to reduce the overall size of the dataset

while preserving its essential characteristics.

• Type 2- In this type, the focus is on modifying the number of features in the dataset.

Techniques such as feature selection are employed to identify and retain only the most

relevant and informative features, discarding the rest. This helps reduce dimension-

ality and improve computational efficiency.

• Type 3- Type 3 pruning involves modifying the ranges of the input samples. This can

be achieved by scaling or transforming the data in order to narrow down the range

of values within each feature. Doing so can eliminate redundant values, leading to a

more compact and focused dataset.

The method that is proposed in this section is a combination of type 2 and type

3 pruning techniques. This means that the suggested approach aims to simultaneously

shrink the range of parameters within the dataset and discard any unused features. By

narrowing the parameter ranges and effectively removing irrelevant features, the resulting

dataset becomes more concise and manageable for further analysis or modelling.

A crucial step after applying specific preprocessing techniques is assessing how they

affect the model’s performance and making adjustments to the techniques as needed. As

mentioned before, the impact of the data pruning technique on learning is measured using

the validation loss (loss achieved using the validation set). Furthermore, the resulting BER

serves as a measure of the model’s overall effectiveness. As such, a thorough examination

of both variables is necessary to determine the balance between facilitating the learning

process and its impact on output.

QAM transmission constellations exhibit symmetry between about two axes and two

diagonal lines, which maintains consistent energy levels for each signal point. This inherent

symmetry provides an opportunity to leverage the separation of points within a single

quadrant to predict the positions of points in the remaining quadrants. By examining a

single quadrant of a QAM constellation, information on the separations of the clouds can

be obtained. Then, the known relationships between the points within a single quadrant

can be utilised to infer the positions of points in the other quadrants. This can simplify

the data while preserving the necessary information for accurate equalisation.

To achieve this and expedite the NN equalisation process, a data-pruning technique

called ”folding” is suggested. This technique involves folding or mirroring the data along

the axes. By leveraging the inherent symmetry in QAM transmission constellations and

employing data pruning through folding, it is possible to streamline the training and

testing procedures for NN equalisation. This approach results in faster processing times.
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Figure 6.1: Modification of the dataset for data pruning using folding.

However, it is important to investigate the impact of the data simplification due to folding

on the equaliser’s performance, see Fig. 6.1.

6.1.1 Implementation of data pruning

The illustration of the folding procedure is demonstrated in Fig. 6.1. From there, it can

be seen that data is ”folded” across the x or y-axis depending on whether horizontal or

vertical folding is applied. Additionally, double-folding is defined as an application of

vertical folding to horizontally folded data.

During the folding process, a ”flag” value is assigned to each data point, indicating

whether it originates from the positive or negative side of the axis. This flag information

is crucial for the unfolding procedure, where the equalised points are restored back to their

original quadrants. The specific code modifications required to implement the fold and

unfold operations are provided in the Appendix. The folding technique enables a compact

representation of the QAM constellation by reducing redundant points and retaining the

necessary information for accurate equalisation.

Figure 6.2 illustrates a schematic representation of the NN-based equalisation process

with the folding. The procedure can be summarised as follows:

• Folding: The data undergoes folding, resulting in a compact representation of QAM

constellations. This folding operation is applied to the symbols from both the X

and Y polarisations.

• Data Preparation: The sequence of consecutive ”folded” symbols from the X and

Y polarisations are combined into a vector format. This vector size is 2(Ntaps + 1),

and it serves as the input to the NNs, enabling the equalisation process.
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Figure 6.2: Modified structure of the equaliser for data pruning using folding.

• NN Processing: The folded symbol vector is fed into the NNs for equalisation. Here,

a complex-valued NNs, defined in section 4.2.3, is implemented. This NN learns and

adapts to the folded data representation, performing the necessary computations to

enhance the accuracy of symbol recovery.

• Unfolding: Post-equalisation, the symbols are restored to their original form using

the unfolding procedure. The stored ”flag values” obtained during the folding process

are utilised to reverse the folding and accurately reconstruct the symbols. After that,

the unfolded symbols were used to assess the performance of the NN equaliser.

To investigate the effects of data folding on the NN-based equalisation, it was imple-

mented to mitigate fibre nonlinearities in a 16-QAM 32-GBaud transmission link spanning

a distance of 2000 km. For additional details about this communication system, refer to

section 4.2.2.

As before, a dataset consisting of 218 input samples was utilised for training the Neural

Networks. The dataset was divided into 70% for training, 20% for validation, and 10%

for testing purposes. Since the focus here is on investigating the impact of folding on the

training or learning process, the equaliser with folding did not undergo separate optimi-

sation. Instead, the previously obtained results from Bayesian optimisation for the NN

structure, as described in section 4.2.4 and Table 4.1, were used.

To explore the influence of folding on the learning process, the results obtained from

the data-pruned NN were compared with those from the normal (unpruned) NNs. This

comparison provides insights into how data folding affects the performance and learning

capabilities of the NN-based equaliser.

Figures 6.3 depict the impact of data pruning using the folding concept on the learning

curves, as indicated by the validation loss and the resulting BER performance. The

simplest dataset (double-fold) demonstrates the swiftest learning regarding validation loss.

Overall, it is evident that data pruning leads to an improved and faster learning curve in

terms of validation loss. However, fig.6.3 b) shows that this enhancement in the learning

curve does not correspond to improved BER performance of the system. Notably, the

BER performance of NNs implementing data pruning reaches saturation much earlier

than standard NNs.

Furthermore, Figure 6.4 compares the resulting constellations between equalisation
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Figure 6.3: Comparison of the results for standard learning vs. data pruning using the
folding concept for -1 dBm a) validation loss; b) resulting BER.

Figure 6.4: The resulting constellations from the application of data pruning using folding
at optimum launch power.

91

K.Nurlybayeva, PhD Thesis, Aston University 2023



6.2 Curriculum learning

based on NNs implementing data pruning and standard NNs. As expected, NN-based

equalisation leads to ”jail window” constellations, but depending on the folding method

employed, the constellations may have missing borders where the folding was applied.

Furthermore, the resulting BER for the data-pruned model is significantly worse than the

unpruned one.

Based on the analysis, data pruning, through the implementation of data folding tech-

niques, accelerates the learning process and simplifies it compared to the standard method.

However, it is important to note that this approach significantly impacts the performance

of the NN-based equaliser. One of the reasons for this impact is the loss of information

associated with symbols that cross the boundaries created by the folding process. When

folding the data, symbols that were originally positioned near the fold boundaries may

now appear in different quadrants or regions of the folded constellation. This change in

symbol positioning can introduce errors and distortions during the equalisation process.

As a result, the accuracy of symbol recovery and the overall performance of the NN-

based equaliser may be compromised when employing data folding techniques. The loss

of information regarding symbols near fold boundaries impedes the equaliser’s ability to

accurately and effectively mitigate impairments, such as fibre nonlinearities, within the

QAM transmission. Further research and optimisation are necessary to mitigate the lim-

itations associated with information loss during the folding process, ensuring improved

performance and enhanced robustness of the NN-based equaliser in QAM communication

systems.

6.2 Curriculum learning

Another technique to accelerate learning is to use available data better. One such tech-

nique is curriculum learning, a machine-learning approach that involves presenting the

training data to the learning algorithm in a specific order or curriculum intended to im-

prove the learning process [99]. The goal of curriculum learning is to gradually increase the

difficulty level of the training data, starting with easier data and progressively introducing

more difficult data. By following a carefully designed curriculum, curriculum learning can

improve performance without requiring additional computational resources. It achieves

this by guiding the training of machine learning models in a meaningful and structured

manner, as opposed to the conventional strategy of random data shuffling.

Curriculum learning techniques have been successfully applied in various machine

learning tasks. However, there are certain considerations to bear in mind. One chal-

lenge lies in determining the optimal ordering of samples arranging them from simple to

complex. Additionally, defining an appropriate pace function for presenting increasingly

difficult information is crucial. These factors may limit the application of curriculum

techniques, as careful consideration is required to establish an effective curriculum [100].

Given that the human brain serves as the model for neural network topologies, it makes
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sense to assume that the learning process should similarly draw inspiration from human

learning. Hence, the inspiration for curriculum learning originates from the observation

that people typically learn systematically, with more straightforward concepts coming

first. This method works well for learning various things, including language and motor

skill training. Curriculum learning offers potential advantages that enhance the overall

efficacy of the learning process. Firstly, it can increase the convergence speed during

training, leading to quicker results. Secondly, it can yield higher accuracy levels, improving

the quality of the outcomes. The issue of becoming stuck in local minima, where the

algorithm learns to optimise a non-optimal solution because it has yet to be exposed to

more complicated examples, can be avoided.

Curriculum learning can be put into practice in a number of different ways. Using a

heuristic or pre-determined ordering of the training samples according to their difficulty is

a popular strategy. Utilising an adaptable curriculum is a different strategy, whereby the

examples are changed throughout the learning process based on the learner’s performance.

The effective NN equaliser needs to learn the impact of the neighbouring symbols and

the distortions caused by the noise. Curriculum learning can be employed to speed up

the learning of the impact of consecutively transmitted symbols while also facilitating

the understanding of noise effects. Gradually introducing increasingly complex datasets

during training can achieve a faster learning curve than the standard learning approach

for neural networks.

By employing curriculum learning, the NNs are trained in a more controlled and struc-

tured manner. The initial exposure to simpler datasets helps establish a solid foundation

and quickly grasp the fundamental relationships between transmitted symbols and their

impact on the received signals. As the NNs demonstrate proficiency in handling simpler

datasets, more challenging datasets can be gradually introduced. These datasets incorpo-

rate an increasing impact of noise. As the complexity of the datasets increases, the NNs

can leverage their prior knowledge better to understand the impact of noise, resulting in

faster adaptation and improved equalisation performance.

In the next part, the suggested implementation of the curriculum learning is shown to

equalise the signal received for the 16 QAM 32 GBaud optical communication transmission

over 2000 km. This dataset is described in more detail in section 4.2.2. The implementation

of curriculum learning utilised the NNs equaliser, which is explained in section 4.2.3. Since

the objective was to examine how curriculum affects learning, it was not independently

optimised. Instead, the previously achieved results from optimising the NN structure in

Table 4.1 were employed.

6.2.1 Implementation of curriculum Learning

The simulation dataset utilised to demonstrate the functioning of curriculum learning was

sourced from section 4.2.2. For the practical application of curriculum learning, it was

93

K.Nurlybayeva, PhD Thesis, Aston University 2023



6.2 Curriculum learning

Figure 6.5: Modification of the dataset for the curriculum learning from ”easy to difficult”.

Figure 6.6: Comparison of the results for standard learning vs curriculum learning in
terms of validation loss for two launch power: a)2 dBm and b)4 dBm

essential to prepare a dataset that transitioned from ’easy’ to ’difficult’ stages. The initial

step involved condensing all the received constellations to the nearest points, signifying

the QAM symbols. Subsequently, a similar dataset was created, where all constellations,

except for the outer border ones, were condensed. This process was iteratively performed

until the final dataset was left unaltered, representing the highest complexity. To use such

an approach, the Gaussian (circular) representation of the noise is assumed. The set of

datasets employed for the 16 QAM system is visually depicted in fig. 6.5. After that, for

each dataset, the vector of Ntaps consecutive symbols from both X and Y polarisations

were combined to be used as input to the NNs.

The curriculum learning process is implemented as follows: Initially, the model is

trained using the ”simplest” dataset (Dataset 2 from Fig. 6.5) to establish a strong foun-

dation. As the training progresses and the NNs begin to saturate in performance on the

current dataset, the curriculum learning switches to a more complicated dataset. This iter-

ative process continues until the model is trained with the original ”complex” dataset. Fi-

nally, the performance of the trained equaliser is evaluated solely on the standard dataset.

Figures 6.6 provide an analysis of the learning processes, examining validation loss

between standard and curriculum learning approaches at two different launch power val-

ues. In Figures 6.6, it is evident that there is a slight jump in validation loss around 150

epochs, indicating a point where the dataset transitioned from ”easy” to ”more complex.”.

However, while the first dataset change at 150 epochs resulted in fast decreases in the loss,
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Figure 6.7: Comparison of the results for standard learning vs curriculum learning for
2 dBm in terms of a) validation loss; b) BER

the second dataset change predominantly influenced the loss function with a less visible

improvement in BER. Comparing the results between normal and curriculum learning con-

firms that curriculum learning accelerates the learning process and yields better validation

loss metrics.

Figures 6.7 demonstrate analysis of the learning process and performance between stan-

dard and curriculum learning approaches at 2 dBm. However, while curriculum learning

resulted in reduced validation loss, it did not necessarily translate into an overall improve-

ment in the BER system’s performance (see 6.7b). Contrary to expectations, curriculum

learning led to a slight decrease in the BER.

In summary, the impact of curriculum learning on the learning process was investigated

by comparing the validation loss and BER performance between standard and curriculum

learning approaches. The results demonstrate that curriculum learning accelerates the

learning process and improves validation loss metrics. However, this came at the expense

of slightly reduced BER performance.

6.3 Multi-output Neural Networks

Another approach to enhancing the learning process further involves leveraging multi-

output neural networks to extract more information from the available data.

A multi-output neural network is a type of artificial neural network capable of gener-

ating multiple output values for a given input. Unlike conventional neural networks that

produce a single output, multi-output networks are designed to handle situations where a

given input may require more than one output. These networks find applications in various

domains, such as image segmentation, object detection, and natural language processing.

For instance, in image segmentation, the network predicts object boundaries and object

classes as separate outputs, enabling more detailed analysis and understanding.

To create a multi-output neural network, the final layer of the network is expanded

with additional output nodes. Each output node corresponds to a separate output value
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that the neural network aims to predict. During training, the network is tuned to minimise

the discrepancy between the expected and actual output values for each output node.

In the context of an optical communication system, it is well-known that neighbouring

symbols can influence each other. Therefore, incorporating multi-symbol outputs can

provide significant advantages for the learning process. By considering multiple symbols

in the outputs, the cost function used for learning can be adjusted to accommodate the

equalisation of multiple symbols. In this particular study, the decision was made to initially

test the system’s response to equalising three symbol outputs.

By adopting a multi-output neural network approach and considering multiple symbol

outputs, the learning process can potentially benefit from capturing more intricate depen-

dencies and patterns within the data. Furthermore, as this NN result in multiple-symbol

equalisation, it introduces a possibility of more effective decision-making in the following

stages of detection.

Consequently, the NN become more adept at extracting nuanced relationships between

input features and multiple desired outputs, resulting in enhanced predictive capabilities

and a greater understanding of the underlying data.

6.3.1 Implementation of multi-output Neural Networks

To demonstrate the application of multi-output symbol equalisation, a dataset from an

optical fibre link of the length of 2000 km, with the 16 QAM signal generated at 32-GBaud,

was used (more in section 4.2.2). For training the NN, 218 input signals were used at each

launch power, divided as 70% training, 20% validation and 10% testing. The input for the

neural networks was constructed by combining a sequence of Ntaps of consecutive symbols

from both the X and Y polarisations. Except for the final layer, cartesian relu was used

as an activation function. The values for the epochs and the batch size are the same

as before, 500 and 2000, respectively, Here, three-symbol output equalisation has been

considered. The code was, hence, modified so that the Neural Network would be able to

predict three symbols at the time. However, out of those symbols, only the middle one is

of interest in our experiment. Bayesian optimisation was implemented to determine the

optimal values for each value of the launch power. The results of the equalisation in terms

of BER are presented in Fig. 6.9 and compared to the normal NNs (single output).

In addition to improving the learning process, it was crucial to investigate the potential

enhancement in BER by modifying the cost function. To accomplish this, optimised

structures were defined for each launch power value.

Figure 6.8 demonstrates the comparison of the validation loss function obtained be-

tween normal learning and three-symbol output. From there, it can be seen that the

inclusion of the information of the output symbols provided a clear improvement in terms

of the learning process.

Figure 6.9 provides insights into the BER performance of single-output Neural Net-
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Figure 6.8: Comparison of the validation loss for standard learning vs. multi-output neural
network at 3 dBm.

Figure 6.9: BER performance as a function of Launch Power for standard learning vs.
multi-output neural network.
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works (NNs) compared to three-symbol output equalisation. In the ”linear regime,” the

results indicate a slight advantage for single-output NNs. However, as the launch power

levels increase, the utilisation of three-symbol output equalisation through NNs exhibits

superior performance. Notably, this approach significantly enhances system performance

at power levels 3 and 4 dBm below the HD-FEC threshold. It is worth noting that the

impact of three-symbol training becomes more pronounced at higher power levels. This

observation suggests that the multi-output NN approach excels in capturing and address-

ing nonlinearities within the data. This may be due to the fact that at higher powers, the

noise is deterministic, and the effect of the neighbouring symbols on the equalisation is

higher. This also corresponds to the fact that at higher powers, more number of Ntapsis

required, further showcasing the increased influence of the neighbouring symbols at the

nonlinear regime.

The utilisation of three symbols as output has been shown to enhance the learning and

the BER performance of equalisation. A further test would be to investigate the potential

to utilise multi-symbol equalisation with the soft-decision encoder in the simplest way by

means of averaging between multiple predictions corresponding to the same symbol.

6.4 Conclusion

The chapter explores techniques to improve the efficiency of the learning stage in ML-

based equalisers. One technique explored was data pruning, which was implemented by

the use of the folding technique. The results of the implementation suggest that while

data pruning enables faster and simplified learning compared to the standard method,

it significantly affects the performance of the NN-based equaliser. This impact may be

attributed to the loss of information regarding symbols that overlap the fold boundaries

when employing data folding techniques.

Another technique, curriculum learning, presents training data to the learning al-

gorithm in a specific order, gradually increasing the difficulty level of examples. This

approach guides the training process in a structured manner and can accelerate learning

without requiring additional computational resources. The results of the implementation

of curriculum learning have shown its potential to speed up learning. This comes at the

cost of a slight decrease in BER. However, the effectiveness of curriculum learning might

be limited to low noise power regimes.

The use of multi-output neural networks, capable of generating multiple output values

from a single input, was also investigated. By considering multiple symbols in the outputs,

the learning process can capture more intricate dependencies and patterns within the

data. The findings suggest that multi-output neural networks can enhance performance,

especially in high launch power levels, by modifying the cost function to accommodate

multi-output scenarios.
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Chapter 7

Crowd Equalisation

Another way to address the computational complexity challenge of machine learning-based

equalisers is an analogue implementation of them in the electrical or optical domain [91;

101; 102]. Optical platforms may be significant in the future of computing because of their

inherent advantages of high bandwidth and low power usage. A nonlinear activation node

is placed after layers of matrix multiplication in the optical application of a structured NN.

This sort of processor can perform complex high-speed ML computations with potentially

low power and noise floor, according to [91]. This hypothetical low-noise limit has not

yet been put into practice, though. Nonlinear activation nodes are typically implemented

using active devices, which introduce noise into the computation chain and result in a

cascade effect that is currently the bottleneck of the optical application of NNs [102; 103].

In deeper neural networks (DNNs), which have more layers and neurons, this impact is

more pronounced. This, in fact, suggests designing smaller neural networks. Designing

smaller NNs or breaking down large ones provides the natural benefit of reducing the

complexity of the hardware. Numerous optical solutions involve performing the nonlinear

activation function and implementing the multiplication step of the NN using photonic

components [104]. The literature is filled with suggestions for the optical implementation of

NNs, most of which are for a few layers. For some impressive examples, refer to [105; 106].

This chapter offers a straightforward answer to this problem by building a bunch of

low-complexity NNs and using them to equalise the signal. The goal is to demonstrate how

using independently trained NNs can enhance decision-making. For that, the committee

learning approach has been investigated.

7.1 Principle of Committee Learning

Committee learning is a technique in machine learning that involves training multiple

models on the same dataset and then combining their predictions to make a final pre-

diction. This technique is often used to improve the accuracy and reliability of machine

learning models. The basic idea behind committee learning is that different models may

have different strengths and weaknesses, and by combining their predictions, a more ac-
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curate and robust model can be created. This is similar to the idea of ”wisdom of the

crowd,” according to which the collective judgement of a diverse independent group of

people performs better than that of an expert.

Using a committee machine offers several advantages in the context of machine learn-

ing. Firstly, it assists in preventing overfitting, a problem that occurs when a model is

too closely fitted to the training data, leading to inadequate performance on new data.

A committee machine efficiently reduces overfitting by combining predictions from vari-

ous models. Secondly, it improves prediction accuracy by using the various advantages

that each individual model possesses. The incorporation of multiple perspectives and ap-

proaches can contribute to more robust and reliable predictions. Finally, a committee

machine may speed up the machine learning model’s training process. This acceleration

can be made possible by cutting down on the total amount of time needed for model

training by parallelising the training phase for each individual model.

There are several ways to combine the predictions of multiple models in committee

learning. One common approach is to use a simple voting scheme, where each model

makes a prediction, and the final prediction is based on the majority vote. Another method

is to use weighted voting, where each model’s prediction is given a weight based on its

performance on a validation set. Committee learning can be used with various machine

learning models, including decision trees, neural networks, and support vector machines.

It is beneficial when the dataset is noisy or highly uncertain, as combining multiple models

can help reduce these issues. This chapter shows that various configurations can be used

to take the opinion of the crowd of NNs into account and argue that this impact can be

explained by the eminent presence of a random element and also the impact of additive

noise at each nonlinear node [107].

7.2 Implementation of crowd equalisation

Using the principle of committee learning, a crowd of individual equalisers is formed as

small NNs, each capable of marginally improving the performance of the optical commu-

nication system by equalising the received signal. This ”crowd of equalisers” is supposed

to tackle the ”randomness” factor of the output of each of these individual equalisers. The

weighted average of the outputs of the crowd members will form the final equalised sym-

bol. Therefore, individuals are trained to equalise the input symbols with no knowledge

about further averaging their output. There are two questions to answer: i) how to make

individual equalisers linearly independent, and ii) how to select the crowd members.

To answer i), it is important to consider that the output of a multilayer perceptron,

as our individual NN of choice, is the result of a series of nonlinear transformations. This

means that before the final linear layer, two equalisers must differ in their weights, design,

or activation functions in order for them to be linearly independent. Due to the regression

nature of the problem, the final activation function of all these NNs is a linear function.
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Figure 7.1: Different ways crowd equalisation can be combined

As a result, two NNs with various numbers of layers or neurons are likely independent

of one another. Additionally, it can be hypothesised that even a slight (but significant)

random variation in the link weight values, particularly in the first layers (closer to the

input layer), is sufficient to transform two identical NNs into linear independent ones.

There are several ways to ensure that the crowd members are linearly independent, such

as having different weights, architecture or even activation functions.

Different ways have been considered for incorporating the crowd’s collective wisdom, as

can be seen in Fig. 7.1. Here, crowd equalisation in both the digital and physical domains

is considered. The main difference is that the implementation of NNs in the physical

domain would result in the presence of noise within the system—more on this in the

following sections. The selection of the crowd’s members depends on how the crowd was

implemented (Fig. 7.1). Overall, a selected number of equalisers are individually trained

using training/validation sets. After that, the trained models are saved and applied to the

testing set. As was mentioned, it is important that the models used should be linearly

uncorrelated. Based on the model’s performance in the testing stage, the top candidates

are then selected to form a crowd of various sizes. The performance of the crowd is

then estimated using the ”crowd-testing” dataset, which is not included in the training or

testing stages of the individual NNs. The combined predicted output is a weighted sum of

the outputs, giving more weight to more accurate individuals in the testing set. Therefore,

the output of the equaliser is:

y =
1

∑

i∈CBERi (xtest)

∑

i∈C

fi
(

xcrowd test
)

BERi (xtest)
(7.1)

Where i is an individual in the crowd C, xtest and xcrowd test are the input feature vector
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drawn from the test and crowd test set, respectively, fi (x) is the output of the ith indi-

vidual, and BERi (x) is the BER of the ith individual. In Eq. (7.1), y is the QAM symbol

output of the equaliser attributed to the middle symbol in xcrowd test. This y is then used

in a minimum distance detector to detect bits.

7.3 Physical implementation of Crowd Equalisation

As mentioned, the notable characteristic of physical implementations of neural networks is

the presence of noise within the system. This noise can arise from various sources, such as

electrical fluctuations, thermal effects, or imperfections in the hardware components. The

introduction of noise in the physical implementation of neural networks can significantly

impact their performance and behaviour. It can cause inaccuracies in the computation,

distort the signals transmitted between neurons, and potentially affect the overall reliabil-

ity and robustness of the network. Consequently, dealing with and mitigating the effects

of noise becomes an important consideration in designing and optimising physical neural

network implementations.

Figure 7.2: A structure of simple neuron with added noise

This section explores whether employing crowd equalisation in the physical implemen-

tation of neural networks enhances their resilience to noise. For that, NNs are considered

with a noisy implementation, i.e. when matrix multiplication or activation function op-

erations introduce noise and consequently reduce the Signal-to-Noise Ratio (SNR). Here,

only noisy activation functions are considered, assuming the matrix multiplication is ideal.

The SNR is defined as the ratio of the average of the output of the activation function to

its variance [107].

Considering noise in the training process has been shown to improve resilience towards

the ubiquitous noise and performance [108; 109; 110]. Furthermore, noise is present in

any implementation of the NN; therefore, a more realistic assumption is to include it in

the training stage.

The following subsections demonstrate the results of some of the implementations

mentioned above from 7.1of crowd equalisation.
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7.3.1 Crowd with different configurations of Neural Networks

In this section, the members of a crowd equalisation consist of Neural Networks (specif-

ically, complex-valued MLPs) with different architectures. NNs with different structures

can capture different features of the input data. This is handy when dealing with compli-

cated interactions between temporal samples of the input, such as an optical communica-

tion signal. Specifically, for this case, six different NNs with different sizes and forms are

trained (see Fig. 7.3).

Figure 7.3: Configurations of individual NNs considered in the training of the crowd with
different structures. The number of neurons in each layer of individual NNs changes
accordingly so that the CC equals that of the single NN divided by the crowd size.

In this section, a large NN is divided into smaller ones to be used as crowd members.

For that, in all simulations, the size of each member of the crowd is limited to keep the

total computational complexity (in terms of the number of real-valued multiplications) of

the equaliser fixed (see Table 7.1). The complex-valued MLPs have been implemented,

minimising the complex-valued mean-squared error loss employing the Adam optimiser.

The configuration of a single large NN and the structure of the input feature vector to

each of the NNs is the same as in section 4.2.3. The dataset consists of experimental data

containing transmitted and received 64 QAM symbols in a 28 GBaud dual-polarisation

optical communication system of length 400 km; for more details about the experimental

setup, see 5.1.1. The dataset is divided into training (70%), validation (10%), testing (10%)

and crowd-testing (10%). The last set is only used to test the performance of the crowd

and is not included in the training or testing stages of the individual NNs. After training

six individuals, the best two, three, and four are selected to form crowds of sizes two, three,

and four, respectively, having the full models saved. Then, these models are used on the

crowd test set to calculate the combined predicted output using Eq. 7.1. The noise added

to the output of each neuron is a complex-valued Gaussian random variable with zero

mean and different variance levels. Figure 7.4 shows the achieved BER (calculated as the

number of mismatches of the transmitted and received bits) versus the SNR for a single

equaliser, crowds of two, three, and four. The single equaliser performance significantly

deteriorates as the noise power increases. As is shown, the sensitivity of these equalisers’
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Table 7.1: Complexity comparison between crowds of different size, when each of NNs has
different configuration

Equaliser Configurations of individual NN equalisers total CC

Single NN [600, 600, 600, 600] 4.3 mil

individuals in crowd of 2 [900, 476, 223], [732, 732] 4.3 mil

individuals in crowd of 3 [746, 386, 174], [597, 597], [175, 389, 750] 4.3 mil

individuals in crowd of 4 [678, 335, 114], [517, 517], [119, 336, 684], [128, 236, 445, 236, 128] 4.3 mil

Figure 7.4: Resulted BER for the cases of the single NN vs combined (crowd) NNs, when
SNR is between 40 and 70 dB, when crowd consists of NNs with different structures.

performance decreases as the crowd’s size increases.

The constellations produced due to equalisation are shown on the left side of Fig. 7.4,

clearly demonstrating an increase in noise reduction from the received symbols. As can

also be seen in this figure, at high noise powers, a larger crowd results in a lower BER,

particularly at SNR≤ 50 dB. The improvement in cloud separation in the received con-

stellation due to adding more people to the crowd, for the instance of the crowd of four, is

shown in Fig. 7.10. This again indicates that the nature of the thing removed by averaging

is noise.

7.3.2 Crowd with the same configuration, different initialisation

In this section, the crowd comprises NNs with the same configuration but with a different

initialisation of the weights. In this case, there are two ways of deciding on crowd members.

The first one is that each member will be an exact copy of the original NN found through

Bayesian optimisation. In this case, the combined computational complexity will increase
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Figure 7.5: Improvement in BER and constellations for a crowd of 4 NNs when averaging
takes place over 1, 2, 3, 4 best individual NNs when each of those NNs has different
configuration

with the inclusion of each crowd member. The second way is to limit the size of each crowd

member to keep the total CC (in terms of the number of complex-valued multiplications) of

the equaliser fixed; see Table 7.1. For this, the shape of each crowd member was chosen to

be a simple multilayer perceptron with two hidden layers with the same number of neurons

per layer. In both cases, each crowd member was trained accordingly with different weight

initialisation, and the best performers were chosen to form a crowd equaliser.

Similarly, the Adam optimiser was chosen for the backpropagation with a learning rate

of 10−5 to minimise the complex-valued mean-squared error loss. The configuration of a

single large NN and the structure of the input feature vector to each of the NNs is the

same as before, where several QAM symbols before and after the symbol of interest are

considered in each run. The data set consists of simulated data containing transmitted

and received QAM symbols in an optical communication system of length 2000 km (see

Fig. 4.5). The setup consists of a polarisation division multiplexing 32-Gbaud 16QAM

transmitter, 20 spans of SSMF (α=0.2 dB/km, D=17 ps/nm/km, γ=−1.3/W/km) and

a coherent receiver with no nonlinearity compensation DSP, see 4.2.2 for details.

The whole data set was divided as before 7.3.1 into four parts: training (70%), valida-

tion (10%), testing (10%) and crowd testing (10%). The output of the crowd equalisation

is also calculated with Eq. 7.1.

7.3.2.1 When combined computational complexity is the same

Similar to the technique from section 7.3.1, the large Neural Network is divided into

smaller ones while maintaining the total computational complexity. However, implemen-

tation is simpler since it does not require as much ”guessing” about how to choose each

crowd member. Specifically, in this experiment, the number of layers of each member is

kept at 2, which would aid in the optical realisation of neural networks by reducing noise.

The table 7.2 showcases the comparison of the complexities between crowds of different

sizes.

The results of the implementation of the crowd equalisation, where each crowd member

is the same NNs, but with different initialisation, on the dataset, from 4.2.2 is provided
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Table 7.2: Complexity comparison between crowds of different sizes when crowd members
are the same and total CC stays the same

Equaliser Configurations of individual NN equalisers total CC

Single NN [800, 800, 50, 50, 800, 800] 1.38 mil

individuals in crowd of 2 [825, 825], [825, 825] 1.38 mil

individuals in crowd of 3 [673, 673], [673, 673], [673, 673] 1.38 mil

individuals in crowd of 4 [583, 583], [583, 583], [583, 583], [583, 583] 1.38 mil

individuals in crowd of 5 [520, 520], [520, 520], [520, 520], [520, 520], [520, 520] 1.38 mil

Figure 7.6: Resulted BER when SNR is between 35 and 100 dB at the optimum launch
power for the cases of the single NN vs combined (crowd) NNs, consisting of the same
NNs when total CC stays constant

Figure 7.7: Improvement in BER for a crowd of 5 NNs at Launch Power of 0 dBm
when averaging takes place over 1, 2, 3, 4, 5 best individual NNs, which have the same
configuration but different initialisation(overall CC is kept the same).
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in Fig. 7.6. From fig. 7.6, it can be seen that there is not much variation in the BER

performance with the inclusion of more crowd members, and weighted averaging does not

improve the performance of the system by much margin. Nonetheless, it can be seen

that for the low values of SNR (lower than 55 dB), the inclusion of crowd equalisation

improves the sensitivity of the NNs to the noise. Furthermore, it can be seen that us-

ing crowd equalisation (crowd of 5), the system’s performance stays below the HD-FEC

threshold throughout the range of SNR values of 35 − 100dB. Figure 7.7 demonstrates

the improvement in the constellations, as more members of the crowd are included for the

equalisation.

7.3.2.2 When combined computational complexity is different.

In this configuration, crowd equalisation is employed, where each member has the same

structure as the one obtained by Bayesian optimisation from section 4.2.4 and Table 4.1.

As a result, the computational complexity of such a crowd equaliser is not identical to

that of an individual equaliser but equal to CCcrowd = N ∗CCindiv. This experiment aims

to investigate whether the performance of a crowd equaliser can surpass that of a single

equaliser that has been optimised solely through Bayesian optimisation. By leveraging the

collective intelligence of the crowd members, the aim is to determine if further enhance-

ments can be achieved beyond what has been achieved through Bayesian optimisation

alone.

The configuration is tested on the same dataset from the 16 QAM 32 GBaud transmis-

sion over 2000 km fibre link from section 4.2.2, with individual neural network equalisers

that are optimised in section 4.2.3, and 4.2.4. The crowd output is also computed using

the same formula as Eq. 7.1.

Figure 7.8 depicts the achieved BER as a function of SNR for a single equaliser, for

various configurations: a single equaliser, crowds consisting of two, three, four, and five

equalisers. Both plots demonstrate a significant performance degradation for the single

equaliser as the noise power increases. Also, the sensitivity to noise of these equalisers’

performance decreases as the crowd’s size increases. The performance of the crowd of five

at 100 dB SNR surpasses that of the single equaliser in the nonlinear regime (Fig.7.8b at

4 dBm). However, in the ”noisy” regime, the performance of a single equaliser is almost

the same as that of a crowd at high SNR values (see Fig. 7.8a). This finding indicates

that crowd equalisation, besides improving sensitivity to noise, can enhance equaliser

performance beyond Bayesian optimisation.

Figure 7.9 illustrates the BER plotted against the launch power at the mid-SNR level

of noise. The results demonstrate that employing a larger crowd size improves BER

performance. It also shows that at mid-SNR values, the crowd equalisation approach

delivers enhancements across all specified ranges of launch power. This observation further

highlights the potential of crowd equalisation in achieving better performance.
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Figure 7.8: Resulted BER when SNR is between 35 and 100 dB at the optimum launch
power for the cases of the single NN vs combined (crowd) NNs, consisting of the same
NNs when total CC increases with each member of the crowd. Two launch powers are
investigated: a)-2 dBm; and b) 4 dBm

Figure 7.10 illustrates how adding additional members to the crowd, for the case of

the crowd of five, leads to an improvement in the separation of clouds in the received

constellation.

Comparing the results of two approaches for crowd equalisation, using neural networks

(NNs) with the same configuration but different initialisation, reveals interesting obser-

vations. It is evident that when the overall CC remains constant, the performance of

the crowd equaliser excels in noisy regions (SNR lower than 55 dB) compared to a single

equaliser. This improvement can be attributed to selecting NNs with fewer layers for the

crowd, thereby minimising the impact of noise. However, as the SNR increases, the per-

formance of a single equaliser surpasses that of the crowd equalisation with the same total

CC as the larger NN is more capable of capturing the evolution of signal in the fibre.

Notable differences arise when employing NNs identical to a single optimised equaliser

for crowd equalisation. At low SNR levels, the crowd implementation provides less BER

improvement than the crowd equaliser with the same total CC. However, as the launch

powers increase into the nonlinear regime, this crowd implementation has delivered im-

provements across all SNR values. Since it provides an improvement at 100-SNR, it means

the performance of the crowd equaliser managed to achieve an improvement beyond the

Bayesian optimisation. This can be potentially used to improve the performance of the

equalisers but would require careful consideration of the required computational resources.

7.3.3 Crowds with the same configuration at different epochs

In this section, the ”crowd” refers to members derived from the same model configuration,

acquired via Bayesian optimisation, captured at different epochs instances. This approach

necessitates the least amount of training relative to others; a single training session is

required, and the crowd members are stored at specific, evenly spaced epochs at the end

of an epoch cycle. These snapshots of the NNs are expected to exhibit linear independence.

This is due to the fact that the weights of the NNs are likely to differ between epochs,
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Figure 7.9: Resulted BER vs launch power at 60 dB SNR for the cases of the single NN
vs combined (crowd) NNs, consisting of the same NNs when total CC increases with each
member of crowd

Figure 7.10: Improvement in BER and constellations for a crowd of 5 NNs when averaging
takes place over 1, 2, 3, 4, 5 best individual NNs, which have the same configuration but
different initialisation (overall CC is increasing).
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Figure 7.11: Resulted BER for the cases of the single NN vs combined (crowd) NNs, when
SNR is between 35 and 100 dB at 4 dBm launch power when the crowd is combined of
the same NNs captured at different values of epochs with the step size of a) 20 epochs;
b)40 epochs

leading to distinct outputs. As the outputs of the NNs are nonlinear functions of these

weights, they are likely to produce linearly independent outputs at different epochs.

Here, a step size of 20 epochs and 40 epochs have been examined. The structure of

each NN model is the same as the one obtained in Table 4.1.

For instance, with a step size of 20 epochs, the model is stored at 400, 420, ..., up to

500 epochs. Similarly, for the crowd composed of the model captured at different epochs

with a step size of 40, the snapshots of the model are taken at 300, 340, ..., and up to

500 epochs. Each stored model was then evaluated using the testing dataset to compare

the corresponding values of the BERi(x
test). The output of the crowd equalisation is

subsequently determined using Eq. 7.1.

To test the performance of such an equaliser, the dataset from the 16 QAM 32-Gbaud

transmission over 2000 km was used, described in section 4.2.2. The results of crowd

equalisation with this particular structure are presented in Fig. 7.11.

Figure 7.11 demonstrates the results of this implementation of the crowd equalisation,

displaying the BER performance as a function of SNR for various crowd sizes. Two

different step sizes for epochs were examined, and the results indicate that using a step

size of 40 yields superior improvement. Additionally, it becomes apparent that below an

SNR of 55 dB, crowd equalisation results in only a small BER improvement. However,

it can be seen that increasing the crowd size does not result in a noticeable performance

improvement. Moreover, for higher SNR values, increasing the crowd size even leads to a

distortion of the equalisation results.

These findings suggest that crowd equalisation, with different epoch instances, only

offers marginal improvement at low SNR values. The limited benefit gained from increasing

the crowd size may indicate that the epoch instances of the model are not as linearly

independent as initially anticipated. It could also be because using this implementation of

crowd equalisation makes it challenging to use the model’s early-stopping feature, which

could have resulted in a slight decline in the equaliser’s performance due to overfitting.

This prompts further investigation into the interdependencies and relationships between
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the various epoch instances to gain a deeper understanding of their impact on crowd

equalisation performance.

7.4 Conclusion

In this section, another solution to reduce the computational complexity of the equaliser

was considered: an analogue implementation of NNs in the electrical or optical domain.

The bottleneck of the optical implementation of NNs is the use of active devices to imple-

ment nonlinear activation nodes, which add noise to the computation chain and cause a

cascade effect. In systems with more layers or neurons, this effect is more pronounced.

In order to address the issue of noise accumulation in deep neural network implemen-

tations, it was suggested to divide large networks into smaller ones and create ”crowds”

using these basic networks. This crowd equalisation is based on the principle of committee

learning.

This chapter explored various implementations of crowd equalisation to address the

challenge of noise propagation and amplification in neural network implementations. The

investigation revealed that crowd implementation, which involves breaking down a single

NN into smaller NNs, provides the most resilience against noise. However, it was also

observed that at high SNR values, the performance of a single equaliser outperformed

crowd equalisation with the same total computational complexity. This can be attributed

to the larger NNs’ ability to capture the signal evolution in the fibre more effectively.

Breaking down a single large NN into smaller ones requires a careful investigation into

the design of the combination of the different structures of the NNs, as the solution is not

so straightforward. Hence, simpler to-design implementations of crowd equalisation were

examined, such as using identical NNs with different initial weights and neural networks

captioned at different epochs.

In addition to the above, the testing of the other configurations of crowd equalisation

has been conducted. However, the performance improvement was marginal in the cases

of crowds at different learning rates. The potential structure to research is to attempt a

crowd consisting of different machine learning algorithms. Still, it requires more timing

and is more complex, as controlling the computational complexity of individual crowd

members in that configuration is a more complicated task. Furthermore, it is essential to

investigate the impact of utilising multiple NNs on power consumption.
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Chapter 8

Conclusion and Further Work

8.1 Summary and conclusion

Kerr nonlinearity has been shown to be the most limiting factor in the performance of

high-rate optical communication systems. Hence, to improve the achievable data rate and/

or capacity, it is crucial to compensate for the undesired effects of these nonlinearities.

Many of the existing techniques, such as DBP, IVSTF, NFT and OPC, have different

types of drawbacks, where either they require high computational complexity, provide

marginal performance benefit or need the knowledge of the optical parameters and difficult

to reconfigure.

In recent years, machine learning has emerged as a promising approach for compen-

sating fibre nonlinearities. However, complicated nonlinear interactions between noise

and signal necessitate the use of a Machine learning equaliser with high computational

complexity, making real-world implementation impossible. The training process for such

equalisation would, in particular, necessitate a large amount of data and computational

resources.

This thesis explores two ways to address this problem: designing low-complexity

equalisers and simplifying the training process, which would result in a lower compu-

tational load and required electricity.

The design of low-complexity ML-based equalisers was done using intrinsically low

CC solutions (like SVM & SVR), reducing the complexity of the achieved NNs (weight

pruning), integrating optical solutions (OPC & DM), and considering photonic implemen-

tation of ML-based equalisers. The impact of these approaches on BER and computational

complexity was evaluated.

Initially, SVM and SVR were investigated as potential methods for compensating fibre

nonlinearities. These algorithms were chosen for their ability to handle complex decision

boundaries effectively and their reputation as low-complexity approaches. SVM, a binary

classification method, requires employing from N−1 SVMs to N×(N−1) SVMs, depend-

ing on the multi-class strategy used, to equalise an NQAM signal. On the other hand,

SVR is a regression-based algorithm derived from SVM. Since SVR produces real-valued

outputs, at least two SVR models would be needed to predict the real and imaginary
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parts of the symbol for nonlinear equalisation. The system’s performance was evaluated

in the context of a 16QAM, 9 GBaud dispersion-managed optical transmission link. By

using Bayesian optimisation, optimal equaliser parameters were determined. However,

the results indicated only marginal improvements in system performance. The best BER

enhancement was achieved with SVMs employing the ”One vs One” multi-class strategy.

Assessing the computational complexity required for the equaliser, it was determined that

mitigating fibre nonlinearities in optical communication beyond the optimal launch power

would necessitate a high number of multiplications. Consequently, SVM and SVR-based

nonlinear equalisers were deemed impractical for real-time implementations as they offer

only marginal performance improvements at a high computational cost.

Next, the focus shifted to a Neural Networks-based equalisation approach, specifically

using a Complex-valued Multilayer Perceptron (MLP). MLP was chosen for its simple

structure, relatively low computational complexity, and suitability for implementation us-

ing optical components. Two different implementations employing different structures and

library packages were investigated. Similarly, a Bayesian optimisation was implemented

to find the optimal structure of the equalisers for both implementations. Performance

evaluation was conducted for 32 Gbaud 16QAM transmission over a distance of 2000 km.

From there, it was found that the Keras-based implementation provides a better BER im-

provement for the system. In terms of computational complexity, the resulting equaliser

required a high number of complex-valued multiplications. However, the NNs tend to

get over-parameterised, prompting the implementation of weight-pruning techniques to

simplify the models without significantly compromising their performance. The findings

indicated that up to 60% of weights could be pruned at the optimum power while keep-

ing the system performance below the HD-FEC threshold. Nevertheless, the resulting

complexity remained relatively high, leading to the exploration of additional methods to

further simplify the complexity of Neural Network-based equalisers.

In order to address the computational complexity of ML-based equalisers, an approach

was explored that involved integrating optical solutions such as Optical Phase Conjugation

(OPC) and Dispersion Managed (DM) links. The fundamental concept behind this ap-

proach is that optical solutions can effectively mitigate fibre distortions, reducing channel

memory and minimising crosstalk between channels. By reducing channel memory, the

number of consecutive symbols required as input for the Neural Networks (NNs) in the

equaliser is impacted, subsequently influencing the processing delay and required compu-

tational complexity.

Firstly, the potential of OPC in reducing complexity in NN-based equalisers was inves-

tigated. The performance of equalisers employing only OPC, only NN, and OPC combined

with NNs was compared for a 28-Gbaud 64-QAM transmission over a distance of 400 km.

The results demonstrated that integrating OPC into NNs yielded additional improvements

in BER performance. Furthermore, the number of complex-valued multiplications required

for the equaliser was reduced. This investigation highlights the benefits of incorporating
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optical solutions such as OPC into NN-based equalisers, leading to improved performance

and decreased computational complexity. By leveraging the advantages of OPC and NNs

together, it becomes possible to enhance the efficiency and effectiveness of equalisation in

optical communication systems.

Similarly, the potential of Dispersion Managed (DM) links to reduce computational

complexity was explored. One key distinction is that DM links require more amplifiers

compared to unmanaged links, which in turn leads to increased nonlinearity. Consequently,

when solely employing linear equalisation techniques, the performance of dispersion-managed

links is typically inferior to that of uncompensated links. The performance of the equaliser

was evaluated for PDM 32 Gbaud 16QAM fibre-optic communication over a 1000 km

transmission link, considering both dispersion-compensated and uncompensated scenar-

ios. Through Bayesian optimisation, an optimised configuration of Neural Networks (NNs)

for both types of links was determined. Comparing the resulting BER performance of the

NN- equalisers for both links, it was found that they were equivalent. However, when

evaluating the resulting computational complexities, it was discovered that the DM link

implementation required only 12% of the complex-valued multiplications compared to the

uncompensated link implementation.

Furthermore, various techniques were explored to accelerate the learning process of

NNs and enhance their effectiveness. One such technique involved data pruning, which

aimed to remove redundant or repeated data. By leveraging the symmetry of the con-

stellations in Quadrature Amplitude Modulation, a data folding approach was applied to

prune the data. Although this technique significantly accelerated the learning process, it

also led to a notable reduction in BER performance due to the loss of information on the

symbols that overlap the fold boundaries.

Additionally, the concept of curriculum learning was investigated, which involves grad-

ually shifting the training data from ”easy” to more challenging instances during the

learning process. This approach aimed to facilitate better learning outcomes by initially

focusing on simpler examples and progressively introducing more complex scenarios. Sim-

ilarly, it has shown the potential to speed up the learning.

Furthermore, the potential of a multi-output neural network was explored to facilitate

the learning process of the NN-based equalisers. Instead of detecting a single symbol, the

network was designed to detect three symbols simultaneously. It has shown its ability to

not only enhance learning but also improve the BER performance of equalisation.

In addition, an investigation was conducted into a crowd equalisation approach based

on committee learning, aiming to address noise accumulation in the photonic implementa-

tion of Neural Networks (NNs). Several methods of combining NNs for crowd equalisation

were explored, including using different NN structures, the same structure with different

initialisations, and capturing the same model at different epochs. For most implementa-

tions, the crowd members were selected to maintain the same computational complexity

as a single optimised NN-based equaliser. The findings revealed that breaking down the
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single large NNs into smaller ones increases the resilience to the noise. This can be at-

tributed to the fact that linearly uncorrelated NNs can combine different perspectives,

contributing to more accurate and robust predictions. Moreover, when implementing a

crowd with the same structure but different initialisation while increasing the resulting

computational complexity with each additional NN, it was possible to achieve results sur-

passing those obtained through Bayesian optimisation. However, it is crucial to consider

power consumption when employing this crowd equalisation. While this approach shows

promise in improving prediction accuracy and robustness, the increased computational

complexity resulting from combining multiple NNs must be carefully balanced against the

power requirements of the system.

8.2 Future work

In many of the experiments of this thesis, the focus has primarily been on a single-channel

communication system. However, real-world optical networks often consist of multiple

Wavelength Division Multiplexing (WDM) or Dense Wavelength Division Multiplexing

(DWDM) channels. In a WDM or DWDM system, each channel may experience different

impairments due to various factors such as fibre nonlinearities, chromatic dispersion, and

polarisation effects. Nonlinear equalisers need to compensate for these impairments on a

per-channel basis.

Compared to single-channel systems, WDM systems face more nonlinear challenges

due to cross-channel interactions, such as XPM and FWM [15]. The challenges in WDM

systems get more complicated as the number of channels increases and/or channel spacing

decreases [111]. In order to effectively mitigate the impact of these challenges on each

channel, sophisticated equalisation methods are required. In WDM systems, where multi-

ple channels share a common physical medium like fibre, channel interaction or crosstalk

becomes a significant concern. The presence of numerous channels increases complexity,

as the equaliser must distinguish and compensate for each channel’s unique characteristics

while considering neighbouring channels’ effects.

A conventional DBP can only account for intra-channel effects by back-propagating

a single wavelength channel [24]. While the concept of multi-channel DBP has been

suggested, its current hardware limitations make it impracticable as it requires substantial

computational resources to handle inter-channel distortions in a WDM system [20].

Regarding Ml-equaliser, the fundamental principles of ML equalisation apply to both

single-channel and WDM scenarios. However, as machine learning (ML) algorithms need

to consider interactions between adjacent channels, the complexity and considerations

involved (i.e. training data) expand significantly in a multi-channel context. Nonetheless,

ML-based equalisation has proven to be effective in dealing with nonlinear data. This is

especially true in the context of WDM channels, as evidenced by references [62; 69; 112;

113] demonstrating NN-based equalisers’ potential to mitigate signal distortions arising
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both from SPM and XPM for scenarios involving multiple channels. This paper [112], in

particular, demonstrated that MLP can outperform standard DSP and conventional DBP

(3StPS) in WDM systems.

However, it is still necessary to investigate the benefits of applying the low-complexity

machine learning techniques described in this thesis for the WDM systems. Specifically,

to assess the trade-off between reducing ML complexity and achieving BER improvement

in WDM systems over traditional equalisation techniques. Specifically, the number of

computations required to process the data from multiple channels might be too high,

making it impractical for real-time implementation.

In addition, the findings and research presented in this thesis can be further developed

in the following directions:

• Exploring the integration of optical solutions like Optical Phase Conjugation (OPC)

and Dispersion Management (DM) with Neural Networks in Wavelength Division

Multiplexing (WDM) systems.

• Demonstrating the influence of dispersion management on the complexity of ML-

based equalisers through experimental data.

• Investigating the relationship between dispersion management and adaptability of

NNs for different lengths of the fibre link and understanding how dispersion manage-

ment affects adaptability and reconfiguration. Requirements of NN-based equalisa-

tion in optical communication systems can inform the development of more flexible

and robust solutions.

• Examining the consequence of crowd equalisation on power consumption and explor-

ing possible energy-efficient strategies for implementing crowd equalisation in optical

communication.

By pursuing these directions, further advancements can be made to enhance the effi-

ciency, performance, and adaptability of machine learning-based equalisation techniques

in optical communication systems.
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Appendix A

Appendix

Code modifications for the data folding and unfolding

def folding(data):

data_1=real(data)+1j*|imag(data)|

F1=imag(data)>=0

data_2=|real(data_1)|+1j*imag(data_1)

F2=real(data_1)>=0

return [data_2, F1, F2]

def unfolding(data_unf, F1U, F2U):

data_2_unf[F2U==0]=-real(data_unf[F2U==0])+1j*imag(data_unf[F2U==0])

data_1_unf[F1U==0]=real(data_2_unf[F1U==0])-1j*imag(data_2_unf[F1U==0])

return data_1_unf

Figure A.1: The impact of the change in kernel scale on the shape of the decision boundary
of SVM

Figure A.2: The impact of the change in box constraint on the shape of the decision
boundary of SVM
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Figure A.3: The impact of the kernel scale and box constraints on the processing time of
SVM-based equalisation

Figure A.4: The impact of the change in kernel scale on the constellations of SVR

Figure A.5: The impact of the change in box constraint on the constellations of SVR
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Figure A.6: The impact of the change in ξ on the constellations of SVR

Figure A.7: The comparison of BER results vs launch power between SVM and basic
implementation of CVNN, the data for is from 3.5
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Figure A.8: Learning curves for CVNNs

Figure A.9: BER improvement using CVNN as the number of epochs increases
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Figure A.10: BER vs signal power with the Keras implementation of Neural Network
equaliser at the receiver when span length is 80 km

Figure A.11: BER vs signal power with the Keras implementation of Neural Network
equaliser at the receiver when span length is 120 km
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Figure A.12: Modification of the dataset for the curriculum learning from ”easy to difficult
for the 64 QAM system

Figure A.13: Impact of the different datasets on the training and validation losses, when
different datasets were applied, where the datasets are demonstrated above, ”deepening”
corresponds to a gradual increase in the dataset complexity (from dataset 4 to 0) and
”reverse” corresponds to the opposite simplification (from dataset 0 to 4) in the dataset
complexity.
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Figure A.14: Resulted BER at mid and high values of SNR for the cases of the single NN
vs crowd NN (consisting of the same NNs when total CC increases with each member of
the crowd) at the optimum power as a function of the span length.
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