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#### Abstract

The rapid increase in internet traffic due to widespread internet access and technological advancements such as 5G, cloud computing, Internet of Things (IoT), and virtual reality has created a complex environment for network operators and internet service providers. To ensure profitability and improve user experience, these entities need to implement long-term strategies that optimize network planning, cost, and efficiency. These strategies should consider market demands, evolving technologies, and prioritize resource utilization, customer expansion, service quality, and cost reduction. The thesis mainly focuses on network design and optimization. It begins with a concise introduction to optical transport network elements and the primary motivations for networking. The use of dense wavelength division multiplexing (DWDM) systems is described, along with the conventional network problems associated with routing and wavelength assignment, as well as routing and spectrum assignment. The thesis also includes a brief discussion on the power consumption of the Internet, with a particular focus on routers as power-hungry network components. Next, the thesis delves into the digital subcarrier multiplexing point-to-multipoint (P2MP) transceiver, explaining its architecture and function. Several optimization frameworks based on integer linear Programming (ILP) are proposed to effectively deploy P2MP transceivers in both filtered and filterless scenarios. Different protection scenarios are also explored. Furthermore, the thesis investigates a comprehensive multi-period planning scenarios that take into account evolving traffic and transceiver technology. The results demonstrate that P2MP transceivers can reduce transceiver costs by up to $35 \%$ compared to traditional point-to-point transceivers. Finally, the thesis presents a comprehensive and optimized physical design for horseshoe networks, integrating the utilization of P2MP transceivers and a filterless architecture. This design approach offers a simplified and cost-effective solution while leveraging the savings offered by P2MP technology.
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## Chapter 1

## Introduction

### 1.1 Optical Transport Networks

Internet traffic demands are increasing at a rate between $25 \%$ and $80 \%$ [10]. The key factors driving such a steady and sharp increase are the Internet of Things (IoT), enhanced video calling, cloud applications, 5G development, and industry 4.0. The total number of IoT connections is forecasted to double between 2019 and 2025, reaching 24 billion [11]. Data transport networks play an essential role in the age of data by connecting data sources to data consumers. These networks try to deliver data as cheaply as possible and the highest quality of service hand-in-hand to the intended destination using unique hierarchies and architectures.

Optical fibers benefit from a substantial optical frequency spectrum and carry most of the internet traffic. This became possible due to several significant breakthroughs in managing optical fiber loss and optical spectrum. For instance, optical fibers' loss has decreased to as low as $0.2 \mathrm{~dB} / \mathrm{km}$. On the other hand, Erbium-Doped Fiber Amplifier (EDFA) was born in 1986, which makes long communication links possible. Electronic devices usually have far less bandwidth than C-band optical fiber spectrum ( 4.4 THz ). With the advent of Coherent technology and Wavelength Division Multiplexing (WDM), the optical spectrum could be sliced into small partitions, each forming an independent optical channel. Dense Wavelength Division Multiplexing (DWDM) is the next generation of WDM technology, utilizing more channels. Besides, coherent transmission enables the use of higher modulation formats such as $16-$ QAM and QPSK. Figure 1.1 shows a single-direction point-to-point WDM link that multiplexes five wavelengths (channels) at the transmission side and demultiplexes at the end of the optical link. For interconnecting WDM links and building networks, standards and protocols are needed. International Telecommunication Union (ITU) regulates the standards
required for WDM links. For instance, initially, they divided the C-band spectrum into 40 channels with 100 GHz bandwidth each.


Fig. 1.1 A WDM link multiplexing five channels.

One of the networks primary goals is to interconnect some sites with minimum resources. In other words, a network facilitates sharing available resources between requested demands, and as a result reducing the total cost. However, it increases the complexity of design and management. Take Fig. 1.2(a) as an example; five nodes are connected with ten links (we describe networks using graph representation). Between each node pair, a direct link exists. This network is called a full-meshed network. Most of the time, there are better solutions for network planning. The network depicted in Fig. 1.2(b) has five links. Therefore, optical links must be shared between different source-destination connections. Note that the number of links increases exponentially with the number of nodes in full-meshed networks.


Fig. 1.2 (a) A full meshed network comprising 5 nodes and 10 links and (b) a partially meshed network with 5 nodes and only 5 links.

Network planning is accommodating traffic demands using the least resources while meeting the required quality conditions. The main challenges in network planning are:

- Evolution of technology,
- Dealing with legacies,
- Resource limitation,
- Unforeseen future (traffic growth uncertainty),
- Environmental issues (carbon footprint).

Technologies that are used in optical networks are changing consistently. For instance, spatial division multiplexing (SDM) and multiband technologies have received increasing attention and might be deployed widely soon. New technologies often need to be backward compatible in most cases, like brownfield planning, where an already deployed network is expected to be upgraded. Capital expenditure (CapEx), operational expenses (OpEx), spectrum, and fiber infrastructures must be carefully managed because they are scarce. In addition, uncertainty in the future adds difficulties to network planning. A notable example is uncertainties in future traffic demands. Besides, designs should be environmentally-friendly. Power consumption of the internet is one of the most concerning barriers to current and future internet growth. Based on an optimistic prediction [12], information and communication technology (ICT) can consume $8 \%$ of global electricity by 2030, while it may use up to $21 \%$ in the worst-case scenario.

As depicted in Fig 1.3, today's central Internet infrastructure can be considered mesh networks that connect various regions globally using unique networking protocols. The network nodes are connected with certain types of medium for the appropriate transport technology in each network domain. In fact, each network segment may have its own specific structure primarily based on the amount of traffic it carries and the historical evolution of technologies. The information is encrypted and modulated before being switched and routed toward the final destination. The core network is responsible for connecting major cities and countries, while metro networks usually provide connections inside cities. The IP layer and the optical layer are the two layers that make up the IP-over-WDM [13] network, as can be seen in Fig 1.3. A core IP router combines data traffic from low-end access routers at the IP layer and links to an optical switch node through short-reach interfaces. The optical layer provides the capacity needed for IP routers' communication. Each optical link may comprise many optical fibers that connect optical switch nodes. Access networks, which often are the closest segments to the customers, usually are in a passive form and are called passive optical networks (PON) [14].
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Fig. 1.3 The hierarchy architecture of current Internet infrastructure from access networks to core networks.

### 1.2 Motivation

As long as the decline in the underlying unit costs of carrying the internet traffic is faster than the increase in traffic, the internet traffic demand growth will likely continue. The telecommunication industry, directly and indirectly, contributes to the economy globally. For instance, only the mobile ecosystem generated about $\$ 1.1$ Trillion economic value in 2021 [15]. This cost decrease can be achieved by technological advances in individual components and deployment in cost-efficient scalable ecosystems. The leading network planning objectives can be maximizing network utilization, improving network operations, and eliminating complexity. Although ICT can bring economic growth, it likely has environmental effects that must be managed. In [16], links between economic growth, power consumption, and environmental damage are investigated for the Kingdom of Saudi Arabia from 1980 to 2019.

An effective cost-saving strategy involves resource sharing using Point-to-multipoint transceivers. They have the ability to share a single optical channel among multiple endpoints, simplifying network architectures management.

### 1.3 Thesis Outline and Contributions

The thesis's main technical contribution is presented in Chapters 2, 3, 4, and 5, and the thesis is concluded in Chapter 6. The following sections outline the thesis's organization and highlight the structure of each chapter at a high level.

- Chapter 2 provides a short introduction to optical network architectures such as DWDM systems. Some essential mathematics tools for network optimization, such as integer linear programming and genetic algorithms, are described. Next, some fundamental but important optical network problems are analyzed using these methods. Finally, power consumption, which directly affects the environment and operational expenses, is briefly discussed.
- Chapter 3 describes point-to-multipoint (P2MP) communication and its key enablers. A newly developed P2MP transceiver based on digital subcarrier multiplexing is introduced. Different network scenarios for deploying this transceiver are then defined and analyzed through extensive integer linear programming optimization (my published papers used in this chapter: [J1][C2]).
- Chapter 4 is dedicated to addressing the crucial problem of multi-period planning using P2MP transceivers. Technology evolution, price erosion, and Internet traffic characteristics are considered since these are critical to planning an optimized network for today and tomorrow. Additionally, the long-term cost-effectiveness of P2MP transceivers is addressed (my published papers used in this chapter: [J2][C5]).
- Chapter 5 goes to a more profoundly physical network design problem. We provide several details of passive filterless networks since these networks are cost-efficient for access and metro-aggregation networks. Next, we design and optimize filterless horseshoe networks supporting P2MP transceivers considering several real network constraints to obtain realistic solutions (my published papers used in this chapter: [J3][C8]).
- Chapter 6 concludes the thesis and suggests paths towards future research.

The main parts of my thesis draws from my original research published in IEEE conferences C 1 to C 8 and OPTICA journals J 1 to J3. I served as the primary author for these papers and made the predominant contributions, including the development of codes and generation of results. However, the collaborative brainstorming with co-authors was pivotal in shaping the ideas, and revising the papers.
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## Chapter 2

## Network Resource Allocation and Optimization Methods

### 2.1 Introduction

The current network infrastructure is facing significant challenges as a result of the rapidly growing demand for bandwidth across all international networks and the emergence of new services and applications. To meet these high bandwidth requirements, metro and core networks have been designed with the capability to handle large amounts of data. When planning networks, it is essential to use optical fibers and optical bandwidth resources wisely, as they are the primary means for transmitting large amounts of data. Additionally, power consumption is one of the biggest expenses in network operations.

In this chapter, we start by examining the Routing and Wavelength Assignment (RWA) problem, which is a central issue in the design of DWDM optical networks. Next, we will discuss more common problems such as Routing and Spectrum Assignment (RSA) and Routing, Modulation Format, and Spectrum Assignment (RMSA), which are encountered in flex-grid optical networks. This section of the chapter will provide an overview of these types of networks. To address these problems, we will provide a firm background on several widely used heuristics and Integer Linear Programming (ILP).

### 2.2 A Brief History of DWDM Systems and Their Features

During the mid-1990s, network infrastructure providers developed WDM optical networks due to the rising Internet traffic [17], the need for high bandwidth service, and the lower cost of constructing new MPLS or SONET/SDH networks. As seen in fig. 1.1, WDM is
a multiplexing technique that enables numerous optical signals of various wavelengths to be multiplexed into a single optical fiber. Hence, fewer fiber links can handle a certain amount of traffic. However, switching devices are needed to guide each wavelength from its source to its destination when WDM links connect several nodes. Reconfigurable Add-Drop Multiplexers (ROADM) do wavelength-switching functions. ROADMs help to prevent optical-to-electrical-to-optical (O-E-O) conversions as much as possible by adding or dropping the correct wavelength and guiding the remaining in the best directions. Switching devices add complexity and some cost to the networks but can save CapEx in other aspects. Different ROADMs are categorized based on their capabilities in [18].

DWDM system refers to the multiplexing method within the C-band ( $1530 \mathrm{~nm}-1565$ nm ) and L-band ( $1565 \mathrm{~nm}-1625 \mathrm{~nm}$ ) described as per ITU-T G. 694.1 which is the denser version of WDM systems [19]. Traditionally, C-band is the first choice as optical fibers have the minimum loss in this band. First, it was sliced into 40 channels of 100 GHz , and then with improvement in underlying technologies, it increased to 80 channels of 50 GHz . Three types of DWDM networks have historically existed [20, 21]:

- The transparent optical network, in which all signals are routed optically,
- The opaque optical network, in which all switching nodes experience O-E-O,
- The translucent optical network is a mixture of the former types.

In both translucent and opaque optical networks, the signal is first received and transformed into the electronic domain in all or some intermediate nodes before being modulated into the optical domain. These O-E-O enabled nodes are referred to as repeaters or regenerators, and a 3 R regenerator may perform operations including wavelength conversion, modulation format adaption or re-amplification, reshaping, and re-timing.

The optical spectrum is a rare resource nowadays, unlike in the early days of DWDM systems when it was believed that an optical fiber's bandwidth was endless. As a result, the industry is now looking for ways to increase the total spectrum efficiency. Through the use of coherent detection methods and Nyquist pulse shaping, optical communications may now be sent at speeds of up to $100 \mathrm{~Gb} /$ s across as little as 33 GHz channels, reducing the amount of spectrum they occupy. Increasing the single carrier bit rate beyond $100 \mathrm{~Gb} / \mathrm{s}$ requires using higher order QAM-for example, 16-QAM doubles the bit rate compared to QPSK and hence provides $200 \mathrm{~Gb} / \mathrm{s}$ capability. However, these higher QAM formats only work over shorter transmission distances. One way to implement higher rate channels, such as $400 \mathrm{~Gb} / \mathrm{s}$ and $1 \mathrm{~Tb} / \mathrm{s}$ is by adopting multi-carrier signals with at least the same symbol rate as $100 \mathrm{~Gb} / \mathrm{s}$ signals. As an instance, a $400 \mathrm{~Gb} / \mathrm{s}$ channel can be achieved with two 16-QAM-modulated
sub-carriers ( $200 \mathrm{~Gb} / \mathrm{s}$ each), each in 37.5 GHz , for a total of 75 GHz bandwidth; and a 1 $\mathrm{Tb} / \mathrm{s}$ channel can be obtained with four 32-QAM modulated sub-carriers, each within 43.75 GHz , for a total bandwidth of 175 GHz . This implementation's first consequence is the need for larger channel spacing, breaking the standard 50 GHz grid per channel policy [22].

### 2.3 Optical Transport Network

Optical Transport Network (OTN) is a standard telecommunication protocol outlined in some ITU Recommendations, including G. 709 and G. 798 [23]. OTN offers an effective method for transporting, switching, and multiplexing various services onto high-capacity wavelengths (DWDM systems) over the optical network. The services like IP, Ethernet, storage, digital video, and SONET/SDH can be carried across an OTN framing structure (Fig. 2.1). Usually, muxponders do this conversion. OTN protocol is the dominant type of data in metro and core networks.


Fig. 2.1 Conversion of different protocols to OTN protocol by a muxponder

### 2.4 Flex-grid DWDM Systems

In conventional fixed-grid optical networks, it is unlikely that data rates larger than 100 $\mathrm{Gb} / \mathrm{s}$ fit into the 50 GHz channel [24]. The 100 GHz grid also has its disadvantages. For instance, a large part of the spectrum is wasted when the date rate is low. Flexible and adaptive networks with flexible transceivers and network components that can adjust to actual traffic demands are required to solve these problems effectively. One possible solution
is using 12.5 GHz or 6.75 GHz spacing channels and letting lightpaths use a set of these frequency slots (FS) [19]. Figure. 2.2(a) depicts an illustrative example of a 100 GHz fixed grid DWDM system where a large part of the channel assigned to the blue signal is wasted. The 50 GHz fixed grid network shown in Fig. 2.2(b) cannot support wide spectrum signals, while the 12.5 GHz flex grid system can accommodate both signals with minimum spectrum waste. The flex grid network can create channels of different sizes using Orthogonal Frequency Division Multiplexing (OFDM) technology or exploiting state-of-the-art softwareconfigurable interfaces that support multiple symbol rates (e.g., from around 30 up to 100 Gbaud) [25].


Fig. 2.2 Fixed grid DWDM system with (a) 100 GHz spacing and (b) 50 GHz spacing and (c) flex grid DWDM system with 12.5 GHz spacing.

While Flex grid optical networks have tremendous advantages, they present technology challenges at both network and node levels, such as flexible spectrum allocation, network control and management scheme, high-resolution optical switching, and bandwidth variable transponders [26].

### 2.5 Combinatorial Optimization

Finding the best solutions from limited but often many possible options is the goal of the branch of mathematics known as combinatorial optimization, where the set of viable options is discrete or may be reduced to a discrete set. An exhaustive search or brute-force approach is often impractical to solve these types of problems due to a large number of solutions. As a result, approximation techniques or specialized algorithms that quickly eliminate significant portions of the search space must be employed. Integer linear programming (ILP), which is the generalized format of linear programming (LP) (or linear optimization), can be used to solve combinatorial problems. Linear programming is a method for the optimization of a linear objective function, subject to linear equality and linear inequality constraints. Its feasible region is a convex polytope that is a space described as the intersection of finitely many half spaces, each specified by a linear inequality. Its objective function is a real-valued
linear function defined on this convex polyhedron. A linear programming algorithm searches for a point in the polytope where this function has the smallest (or largest) value if such a point exists. Typical network problems such as assignment problems, minimum spanning tree (MST), shortest path (SP), minimum-cost flow, and the traveling salesman problem (TSP) are combinatorial problems [27].

Linear programs can be expressed in canonical form as:

Find the vector $x$ that maximizes

$$
\begin{equation*}
c^{T} x \tag{2.1}
\end{equation*}
$$

subject to

$$
\begin{gather*}
A x \leq b  \tag{2.2}\\
x \geq 0 \tag{2.3}
\end{gather*}
$$

where $b=\left(b_{1}, b_{2}, \ldots, b_{p}\right)_{p \times 1}$ and $c=\left(c_{1}, c_{2}, \ldots, c_{n}\right)_{n \times 1}$ are given vectors while $A$ is a given $p \times n$ matrix and $(\cdot)^{T}$ transposes a matrix. The vector $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)_{n \times 1}$ are the variables. The vector $x$ sometimes is a pure integer or a mix of integer and real values that lead to integer linear programming (ILP) and Mixed integer linear programming (MILP), respectively.

### 2.5.1 Minimum Cost Flow Problem

Network flow problems are multidisciplinary and are shared between mathematics, computer science, engineering, and management. One of the most basic network problems is "Minimum-cost flow" [27]. This problem states how a certain amount of commodity can be transported from suppliers to customers with minimum costs, while each link introduces constraints such as capacity and cost. Take the network depicted in Fig. 2.3 as an example. It is a network of two suppliers and three demand nodes. The goal is to deliver the commodity supplied by nodes 1 and 5 to nodes 2,3 , and 4 with the minimum cost through 7 directed links. In real cases, the commodity can be electricity, gas, or other goods, and links have a limited capacity. Usually, the longer the link, the higher the transportation cost. Although this relation can be linear or nonlinear, we assume it is linear. It means the cost of transporting two units of the commodity is twice the cost of transporting 1 unit using a particular link.

The linear programming formulation for finding flows on each link can be expressed as:

Find $f_{i j}$ that minimizes

$$
\begin{equation*}
\sum_{(i, j) \in E} W(i, j) f_{i j} \tag{2.4}
\end{equation*}
$$



Fig. 2.3 A network of supply and demand nodes connected by a number of links with certain amount of capacity.
subject to

$$
\begin{gather*}
\sum_{j} f_{i j}-\sum_{j} f_{j i}=S(i) \quad(i, j) \in E  \tag{2.5}\\
0 \leq f_{i j} \leq c(i, j) \quad(i, j) \in E \tag{2.6}
\end{gather*}
$$

where $E$ is the set of directed links and $i$, and $j$ are nodes' indices. $W(i, j)$ is the cost of link $(i, j), f_{i j}$ is flow on link $(i, j), S(i)$ is the units of commodity supplied or demanded by node $i$, and $c(i, j)$ is the capacity of link $(i, j)$. Constraint (2.5) ensures the conservation of flow at each node, while constraint (2.6) guarantees that the flows do not exceed the capacity of the links. The Simplex algorithm is a well-known approach for solving linear programs.

### 2.5.2 Simplex Method

In math and computer science, an algorithm is a set of firm and finite steps usually used to solve a set of problems or calculate. A heuristic, on the other hand, is a way to solve problems when there is no well-defined correct or optimized result. The mathematical object
that matches an algorithm is called a Turing Machine. It was invented in 1936 by the British mathematician Alan M. Turing.

Are there well-defined math problems that don't have a solution? Turing showed with brilliant arguments that there are problems that cannot be solved. One of the most common is the so-called "halting problem": Given a description of any program (algorithm) and a finite number of inputs, figure out if the program will end or run forever. Turing showed that no algorithm could solve this problem for all instances [28]. By looking at the program and the input, one can find some heuristic ways to find infinite loop patterns, but there will always be tiny details that need to be figured out. We could run the program and say it worked if we reached the end statement. This strategy is not an algorithm because it does not have a way to stop itself.

During World War II, George Dantzig used a desk calculator to help plan for the US Army Air Force. In 1946, one of his coworkers tried to keep him from getting another job by challenging him to make the planning process more like a machine. Dantzig wrote down the problem as a set of linear inequalities based on Wassily Leontief's work. At the time, he did not include an objective in his writing. He developed a method for solving linear programming problems over the next year known as Simplex [29]. We illustrate how to solve a simple example of a linear programming problem using a graphical method and then discuss the Simplex method. Considering Table. 2.1 the problem is maximizing the amount of alcohol with $£ 10$ in a $1 L$ glass using a mixture of beer and wine. If $x$ represents the amount of beer in 1 L and $y$ presents the amount of wine in 1 L , the linear programming formulation in a standard form can be expressed as:

Find variables $x$ and $y$ that maximizes

$$
\begin{equation*}
z=0.08 x+0.2 y \tag{2.7}
\end{equation*}
$$

subject to

$$
\begin{gather*}
x+y \leq 1  \tag{2.8}\\
4 x+20 y \leq 10  \tag{2.9}\\
x, y \geq 0 \tag{2.10}
\end{gather*}
$$

where $z$ is the amount of alcohol, constraint (2.8) is the volume constraint, and constraint (2.9) ensures the cost of drink does not exceed $£ 10$.

Since there are only two variables, we can demonstrate the problem graphically in a 2 dimensional Cartesian coordinate system. Figure. 2.4 shows the constraint lines (constraints represent lines in 2-variable problems), which form a region shown in blue. The optimum

Table 2.1 Alcohol percentage and price of two different drinks.

|  | Beer | Wine |
| :--- | :--- | :--- |
| Alcohol (\%) | 8 | 20 |
| Price (£/L) | 4 | 20 |

solution (if it exists) is located somewhere on extreme points where constraint lines meet because the area is convex. As can be seen, the maximum of $z$ happens when the objective meets the extreme point $(x=0.625, y=0.375)$ indicated by a green circle. The optimal value of $z$ is 0.125 L or 125 mL . Beyond this point, there will be no feasible solution. When there are thousands of variables and constraints, finding the extreme points is difficult, and checking every single of them to find the optimal one is not practically efficient.


Fig. 2.4 Graphical illustration of the an LP problem.

In the Simplex method, we need to introduce slack variables, which transform inequality constraints into equality equations, and use tableaus and pivot variables to find the optimal solution based on the below algorithm:

To begin, we introduce the slack variables and rewrite the formulation only based on equality equations:
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```
Algorithm 1 Pseudo-code of the Simplex method
    Introduce slack variables and create the tableau
    while There is at least one negative value in the last row do
        Find the pivot variable
        Make the pivot variable 1 by dividing the entire corresponding row by the value of the
    pivot variable
            Update rows other than the one that includes the pivot variable by proper row operations
    to make variables in pivot columns 0
    end while
    Identify basic and non-basic variables and the optimal solution
```

Find variables $x$ and $y$ that maximizes

$$
\begin{equation*}
z-0.08 x-0.2 y=0 \tag{2.11}
\end{equation*}
$$

subject to

$$
\begin{gather*}
x+y+s_{1}=1  \tag{2.12}\\
4 x+20 y+s_{2}=10  \tag{2.13}\\
x, y, s_{1}, s_{2} \geq 0 \tag{2.14}
\end{gather*}
$$

All the coefficients of the variables and constants (right-hand side of equations) in constraints (2.12) and (2.12) and the objective function (2.11) are listed in Table. 2.2.

Table 2.2 The first tableau.

|  | $x$ | $y$ | $s_{1}$ | $s_{2}$ | $z$ | $b$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $R_{1}$ | 1 | 1 | 1 | 0 | 0 | 1 |
| $R_{2}$ | 4 | 20 | 0 | 1 | 0 | 10 |
| $R_{3}$ | -0.08 | -0.2 | 0 | 0 | 1 | 0 |

Assuming that the solution is not optimal, we pick the smallest negative value in the bottom row, which is -0.2 , in this example. One of the values lying in the column of this value will be the pivot variable. Therefore, 1 from $R_{1}$ or 20 from $R_{2}$ is the pivot. To find the indicator, we divide the $b$ values of the linear constraints by their corresponding values from the column holding the possible pivot variable. The intersection of the row with the smallest non-negative indicator and the smallest negative value in the bottom row will become the pivot variable. Since $10 / 20=0.5<1 / 1=1,20$ from $R_{2}$ is the pivot. Now that the new pivot variable has been determined, the new tableau can be created to optimize the variable and find the new possible optimal solution.

First, we divide all $R_{2}$ by the pivot value 20 as shown in Table. 2.3.
Table 2.3 The second tableau.

|  | $x$ | $y$ | $s_{1}$ | $s_{2}$ | $z$ | $b$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $R_{1}$ | 1 | 1 | 1 | 0 | 0 | 1 |
| $R_{2}$ | 0.2 | 1 | 0 | 0.05 | 0 | 0.5 |
| $R_{3}$ | -0.08 | -0.2 | 0 | 0 | 1 | 0 |

After the pivot becomes the unit value, the other values in the column containing the unit value will become zero. This is because the $y$ in the second constraint is being optimized, which requires $y$ in the other equations (including the objective function, i.e., the last row) to be zero. By operating $\left\{R_{1}-1 \times R 2\right\} \rightarrow R_{1}$ and $\left\{R_{3}+0.2 \times R 2\right\} \rightarrow R_{3}$ we reach Table. 2.4.

Table 2.4 The third tableau.

|  | $x$ | $y$ | $s_{1}$ | $s_{2}$ | $z$ | $b$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $R_{1}$ | 0.8 | 0 | 1 | -0.05 | 0 | 0.5 |
| $R_{2}$ | 0.2 | 1 | 0 | 0.05 | 0 | 0.5 |
| $R_{3}$ | -0.04 | 0 | 0 | 0.01 | 1 | 0.1 |

Since there is still one negative value in the bottom row, an optimal solution is not found yet. The step of finding the pivot value must repeat. The value 0.8 is a pivot (why?). Then, we do the below steps in order:

- $R_{1} \times \frac{10}{8} \rightarrow R_{1}$
- making value of $x$ in $R_{2}$ and $R_{3} 0$ by $\left(\left\{R_{2}-x\left(R_{2}\right) \times R_{1}\right\} \rightarrow R_{2}\right.$ and $\left\{R_{3}-x\left(R_{3}\right) \times R_{1}\right\} \rightarrow$ $R_{3}$ )

Table. 2.5 shows the result after ending the process of the second pivot variable. Since all values are greater than or equal to zero in the bottom row, the solution is optimized. A basic variable can be classified to have a single 1 value in its column, and the rest be all zeros. If a variable does not meet this criterion, it is considered non-basic. In this example, $x, y$, and $z$ are basic variables while $s_{1}$ and $s_{2}$ are non-basic. Note that if a variable is non-basic, it means the optimal solution of that variable is zero. The final solution shows $x=0.625$ and $y=0.375$, and the objective value is 0.125 .

Thanks to fast digital computers, it is possible to use the simplex algorithm and its variations on problems with hundreds of thousands of variables and constraints.

Table 2.5 The fourth tableau.

|  | $x$ | $y$ | $s_{1}$ | $s_{2}$ | $z$ | $b$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $R_{1}$ | 1 | 0 | 1.25 | -0.0625 | 0 | 0.625 |
| $R_{2}$ | 0 | 1 | -0.25 | 0.0625 | 0 | 0.375 |
| $R_{3}$ | 0 | 0 | 0.05 | 0.0975 | 1 | 0.125 |

### 2.5.3 Simplex Method Time Complexity

For some problems like the "halting problem," there is no algorithm to solve it for all input instances, while for most practical problems, there are algorithms that can solve any instance of the problem. For example, the minimum spanning tree problem can be solved by exhaustively eliminating all spanning trees and selecting the best one among all $n^{n-2}$ possible spanning trees ( $n$ in the number of nodes in a connected and undirected graph). However, the time consumed for solving a problem is crucial as there are limited computation power resources. Therefore, the solving time usually determines the performance of an algorithm proposed for a problem.

The number of steps, such as arithmetic operation, comparison, and branching, may represent the time needed for an algorithm to solve the problem. However, the number of operations might be different for all inputs. For example, the Simplex algorithm might solve two instances of an LP problem at very different times. Given this behavior, the worst case of an algorithm is usually analyzed and considered a performance measure. Given the size of a problem, a polynomial-time algorithm is often considered an efficient algorithm. If the size of an instance of a problem is $n$, a polynomial-time algorithm can solve the problem in $T\left(n^{x}\right)$ for large $n$ [28].

Klee and Minty showed that the Simplex method is not a polynomial-time algorithm by constructing long increasing paths on appropriate convex polytopes [30]. In fact, the simplex method is an exponential-time algorithm in the worst case (polynomial-time algorithms outperform exponential-time algorithms for large instances). However, in practical problems, the simplex is exceptionally efficient, and its run time is linearly proportional to the number of constraints [31].

Over the years, scientists have developed several linear programming algorithms. Most of them did not work very well, and only a few have really been able to compete with the simplex method, which was the first algorithm in history. Nevertheless, at least two methods were inspiring when they were first found. In practice, the first one, the ellipsoid method [32], cannot keep up with the simplex method, but in theory, it was crucial since it is a polynomial-time algorithm. It is the first linear programming algorithm for which it was shown to always run in polynomial time. The second is the interior point method [33]
or the group of algorithms that make up the interior point method. Interior point methods are competitive when it comes to small problems with less than one million constraints and variables, but they are unbeatable for big problems with millions of constraints and variables [34].


Fig. 2.5 Graphical illustration of (a)Simplex, (b)Ellipsoid and (c)Interior point method for an IL problem.

### 2.5.4 Integer Linear Programming Solving methods

As discussed earlier, MILP problems are LPs in which variables are constrained to be only integers. It can be proved that ILPs with binary variables are NP-complete problems [35] while they are NP-hard in general [36]. Karp has shown that a group of well-known combinatorial problems, including $0-1$ ILPs, are equivalent in that a polynomial-bounded algorithm for any of them would give a polynomial-bounded algorithm for all of them. He also has proved that if these problems have polynomial-bounded algorithms, then so do all the problems in an unexpectedly large class (roughly, the class of problems that can be solved by polynomial-depth backtracking).

Although there are several approximations and heuristics [37, 38] for solving ILP problems, we only briefly describe exact algorithms, including Cutting planes, Branch-and-bound, and Branch-and-cut methods.

The first idea for solving an ILP problem is to relax it to a linear programming problem by allowing variables to be non-integers. If the relaxed problem is infeasible or unbounded,
the original ILP problem will also be infeasible or unbounded [39]. If the relaxed problem is feasible, the ILP problem is also feasible and has an optimal solution in which the relaxed problem solution is a lower bound. Note that if the relaxed linear programming solution is totally integer, then the solution is the optimal solution of ILP as well.

## Cutting Plane Method

The cutting plane method for MILP works by solving the linear relaxation of the given ILP. There will always be a linear inequality between the optimal solution and the convex hull of the true feasible set. The separation problem is to find such an inequality (cutting plane). The program can be modified by adding a cut. This is done repeatedly until the best integer solution is found [40]. There are many strategies for creating cutting planes leading to different cutting plane methods.

## Branch and Bound Method

Branch-and-bound algorithms for mixed-integer programming use a "divide and conquer" technique to find all possible mixed-integer solutions. These algorithms make a search tree, where each node is a subproblem defined over a part of the feasible region [41]. Branch and bound methods do not go deep like Depth-first search (DFS); the first direction is lateral movement in the tree, similar to Breadth-first search (BFS).

## Branch and Cut method

Branch-and-cut methods, which are algorithms made up of a cutting plane method and a branch-and-bound method, can be used to solve ILP problems [42]. The integer programming problem is simplified by solving a series of linear programming problems. Cutting plane methods make the problem easier to solve so that it is closer to the integer programming problem, and branch-and-bound algorithms solve problems using a sophisticated way to divide and conquer.

### 2.6 Evolutionary Optimization Algorithms

Evolutionary algorithms (EAs) are algorithms with the ability to evolve that carry out learning or optimization tasks. They primarily exhibit three features [43]:

- Population-oriented: EAs keep track of a population of solutions in order to optimize or learn the problem simultaneously. An essential element of the evolutionary process is the population.
- Fitness-based: every member of a population is referred to as an individual. Each individual has a representation of their genes called its code, and an assessment of their performance called a fitness value. The basis for algorithm optimization and convergence is that EAs favor fitter individuals.
- Variation-driven: to seek the solution space, individuals will go through a variety of procedures that imitate genetic changes.


### 2.6.1 Genetic Algorithms

The earliest, most well-known, and most often applied evolutionary optimization algorithms (EAs) are genetic algorithms (GAs). GAs are natural selection models capable of resolving optimization issues [44]. We build an individual population of candidate solutions for an optimization problem. Some solutions work well, while others do not. While the chances of reproduction are somewhat low for the poor, they are very high for the decent ones. After having children, parents leave the population to create room for their offspring. The population gets fitter as generations come and go. There are instances when one or more individuals grow into highly fit, which can offer solutions that are close to optimal for our optimization problem. The first iteration of a GA is shown in Fig. 2.6. It starts with building an initial population, followed by parent selection, and ends with mutation operations. The cross-over operation is the process of mixing the genes of two individuals while mutation toggles the bits in genes with a specific probability. Roulette-wheel selection, also known as the fitness-proportional selection, is one popular method of choosing parents. The individuals that are better fit and lead to more optimal solutions have a proportionally higher chance of being selected as parents. Therefore, some individuals might be selected as parents several times while others might not be selected at all. There are different ways of cross-over, but the most common one is single-point cross-over, in which a part of gens is exchanged between two parents.

The number of generations needed to reach the most fitted (optimal) solution depends on the type of problem. However, in practice, we are interested in meeting some criteria. Hence, as soon as the requirements are met, the GA can stop continuing and return back the best solution. In some cases, the GA needs to meet a pre-defined criteria such as convergence even with many generations. It is helpful to have the upper bound of the number of generations


Fig. 2.6 Process of the first iteration of GA optimization starts with creating an initial population, then followed by cross-over, and ends with mutation.
that our computing device can handle inside the algorithm. Algorithm 2 represents a simple form of a GA.

```
Algorithm 2 Pseudo-code of a simple Genetic Algorithm
    Parents \(\leftarrow\) Random population
    while termination conditions not met do
        calculate the fitness of each parents
        Children \(\leftarrow \emptyset\)
        while size \(\{\) Children \(\}<\operatorname{size}\{\) Parents \(\}\) do
            Use fitness to probabilistically select a pair of parents
            Mate the parents using cross-over operation and generate children \(c_{1}\) and \(c_{2}\)
            Children \(\leftarrow\) Children \(\cup\left\{c_{1}, c_{2}\right\}\)
        end while
        Randomly mute some of children's gens
        Parents \(\leftarrow\) Children
    end while
```

GA designers must set several factors in order to get satisfactory results. These parameters frequently determine whether an attempt is successful or unsuccessful. Below are some of the parameters:

- Suitable way of encoding problem solutions to genes.
- Proper fitness function.
- Size of population.
- Selection method: in addition to roulette-wheel selection, other types of selection are also possible, including tournament selection.
- Mutation rate: a GA that employs an excessive mutation rate will turn into a random search. However, a GA with a low mutation rate will not be able to scan the search space adequately.
- Cross-over type: in addition to single-point cross-over, other types of cross-over are also possible, including double-point cross-over.
- Fitness scaling: this describes the implementation of the fitness function. If a fitness function is improperly defined, it may result in relatively similar fitness values for all individuals. When fitness levels are clustered together, it is difficult for the selection process to determine which is highly and poorly fit. This discourages the fitter ones from passing on their genes to the following generation. Sometimes, however, the fitness values are too widely diverse, which prevents individuals with low fitness levels from being selected for reproduction.

There are other EAs used in network optimization, such as ant colony optimization (ACO) [45, 46] and particle swarm optimization (PSO) [47, 48].

### 2.7 Filterless Networks

Filterless Optical Networks (FONs), which replace costly active reconfigurable filters such as ROADMs with splitters and combiners, reduces equipment costs in optical networks and first was introduced by Trembly et. al [49]. While promising lower power consumption and smaller footprints compared to traditional networks, FONs face challenges like spectrum waste and signal quality issues due to the absence of filters [50]. Since there is no filter, the architecture must be designed without any loops. Otherwise, an optical signal traverse a link more than twice and may cause interference and laser effect.

Moreover, providing link protection is challenging because between a node pair, there must be at least two disjoint path. Using red and blue filters or limited colored filters can help implementing protection but the architecture will not be pure filter-less [51].

### 2.8 Monte Carlo Simulations

Monte Carlo simulations are a common name for a collection of simulations used for performance analysis [52]. While working on nuclear weapons in the 1940s, John von Neumann, Stanislaw Ulam, and Nicholas Metropolis came up with the name. Numerous experiments were analyzed as part of their study, and there was a clear correlation between the statistical aspects of gambling and the statistical analysis of their studies. The term "Monte Carlo simulations" originated from this link with Ulam's uncle, a legendary gambler at the casinos of Monte Carlo in Monaco. Monte Carlo analysis is a method that uses random sampling and statistical modeling to understand how uncertainty in various factors affects outcomes in complex systems. It involves defining variables, assigning probability distributions to them, generating random samples, running simulations, and analyzing the results to assess risks or predict possible outcomes. It is valuable for decision-making by considering a wide range of scenarios and their likelihoods.

### 2.9 Routing and Wavelength Assignment Analysis

To build a connection in the optical layer that is analogous to the link in a circuit-switched network [53] in order to transfer data from one node to another. This may be accomplished by choosing a network path between the two nodes and assigning a free wavelength to each connection along the path. A lightpath comprises one DWDM channel per connection and may span several fiber links without requiring any intermediary electronic processing. The lightpath must occupy the same wavelength on every fiber link it utilizes without wavelength conversion. In other words, the wavelength continuity condition must be observed. Since lightpaths are the fundamental unit of this network design, they must be effectively established. In order to optimize a certain performance measure, it is crucial to find the best routes for the lightpath requests and to allocate the proper wavelength to each connection from among the available options. The problem is known as routing, and wavelength assignment (RWA) [54].

If we consider an RWA solver as a black box, its inputs are a graph and a set of traffic requests, and its output is a set of lightpaths. However, this is the case when traffic loads are fixed and known, which is called static traffic loads. In contrast, in dynamic traffic, requests for lightpaths come one by one, and they are terminated randomly. In [8], it is demonstrated that the optimal static lightpath establishment problem without wavelength converters is equivalent to the graph-coloring problem and is thus NP-complete [55]. RWA problem with static traffic is NP-complete as well and can be solved for fixed-grid optical networks design.

However, it has to be generalized to the routing and spectrum assignment (RSA) problem in flex-grid optical systems.

The ILP objective formulation, which has to be maximized for the RWA problem, can be expressed as [56]:

$$
\begin{equation*}
z=\sum m \tag{2.15}
\end{equation*}
$$

subject to

$$
\begin{gather*}
C^{T} B \leq I  \tag{2.16}\\
m \leq C^{T} \times I \times A  \tag{2.17}\\
m \leq q \tag{2.18}
\end{gather*}
$$

where $m_{N_{s d}} \times 1$ is a vector containing integer variables for the number of channels established for each $(s, d)$ pair. $C_{N_{s d} \times w}$ is a matrix comprising binary variables indicating the usage of wavelengths by paths and $w$ is the number available wavelengths. The incident of paths and links is determined by matrix $B_{N_{s d} \times l .} . I_{w \times l}$ is all-ones matrix, while $A_{l \times l}$ is a unity (identity) matrix where $l$ is the number of links. $q$ is a $N_{s d} \times 1$ vector containing the number of optical channels required for each $(s, d)$ pair. Constraint (2.16) ensures each path uses a unique wavelength while constraint (2.17) and (2.18) guarantee that the number of established channels does not exceed the predefined traffic loads.

### 2.9.1 Results and Discussions I

We consider the NSFNET network depicted in Fig. 2.7 in this section for RWA analysis [57]. It has 14 nodes $(N=14)$ and 21 bidirectional links $(L=21)$. Hence, there are $N_{s d}=N(N-1)$ possible source-destination ( $\mathrm{s}, \mathrm{d}$ ) pairs.

The shortest path is calculated using the Dijkstra algorithm [58] for each $(s, d)$ pair $\left(N_{p}=N_{s d}\right)$. We assume that the number of optical channels is $20(W=20)$.

Having limited spectrum resources, we expect that when the required number of lightpaths increases, some of them cannot be established because there is no available light path (i.e., there is no path connecting two nodes while having specific wavelengths free on all links on the path). We assume that each $(s, d)$ pair requires no more than one wavelength and randomly generates demands. Figure 2.8 gives information about blocking ratio, which is the ratio of blocked wavelengths over total required wavelengths. The blue curve is the


Fig. 2.7 NSFNET network
average of 10 independent simulations, and highlighted regions indicate the $90 \%$ confidence intervals. As it can be seen, when the number of wavelengths is fewer than 90 , no wavelength is blocked. However, when the number of wavelengths increases, the blocking ratio also increases on average. When trying to establish all 182 lightpaths $(14 \times(14-1)=182)$, almost $14 \%$ of wavelengths are not established. The confidence intervals are about zero when the blocking ratio is 0 and when all lightpaths are set to be established. These are because at low load demands, blocking ratios are zero independent of the definition of loads, and when all lightpaths are considered, there is no randomness.

Although ILPs give exact solutions, they might not be appropriate methods for large scale networks. When the size of networks increases, the size of the input to the ILP may increase polynomially, and the hardness of ILP itself rises exponentially versus the number of inputs. Therefore, it is crucial to have alternatives for such situations, even at the expense of losing accuracy. Heuristics are approaches for solving large-scale problems. Although they do not guarantee optimum solutions or even being faster, they may provide practical results in a reasonable time.

A common heuristic approach to RWA problems is breaking them down into sub-problems and solving them separately (usually sequentially). A heuristic solver chooses which demand should be established first. It finds a route and then selects an appropriate available wavelength. Different heuristic strategies are born based on how to order requests, how to find


Fig. 2.8 Blocking ratio of NSFNET network using ILP versus number of needed wavelength.
routes, and how to assign wavelength. Table. 2.6 shows some methods for each sub-problem. There are 8 possible combinations using these approaches. For example, random ordering, shortest path routing, and random wavelength assignment. See $[56,59]$ for more approaches and more detailed information.

Table 2.6 Different heuristic approaches regarding request order, routing, and wavelength assignment for solving RWA problems.

| Requests order | Routing | Wavelength assignment |
| :--- | :--- | :--- |
| Random | Shortest path | Random Fit |
| Longest path first | Adaptive routing | First fit |

Figure. 2.9 shows the results of the blocking ratio when the random approach is used for ordering requests, the shortest path scheme is employed for routing, and random fit and first fit are used for wavelength assignment. In random fit, a wavelength is selected randomly from the available wavelength for accommodating a request. In contrast, in the first fit method, the spectrum's first available wavelength is used to establish the lightpath. The random fit approach results in higher blockage for all simulated ranges of traffic loads compared to the first fit. Moreover, the first fit heuristic leads to a higher blocking ratio ranging from 0 to $6 \%$ more blockage than the ILP method results.

For a larger network (more links and nodes) like European Optical Network (EON) [60], the ILP approach struggles to solve the RWA problem using ordinary personal computers. It comprises 28 nodes and 41 bidirectional links. Figure. 2.10(a) shows the average and


Fig. 2.9 Blocking Ratio of RWA problem using shortest path and (a) First Fit and (b) Random Fit in NSFnet network.
$90 \%$ confidence intervals for blocking ratio with 100 simulations in logarithmic scale for the EON-28 network using random ordering, shortest path and first fit heuristic against the number of needed optical wavelengths. It is assumed that C-band is partitioned into 80 channels. Note that when the number of simulations increases, the confidence intervals decrease. The congestion of the network's link is depicted in Fig. 2.10(b). The links located at the center of the network usually experience more congestion since they might host more lightpath connecting $(s, d)$ pairs.

### 2.10 Routing and Spectrum Assignment

When constructing a flex grid optical network, the routing and spectrum assignment (RSA) problem appears. Each lightpath must have a suitable path and a predetermined number of empty, adjacent frequency slots in order to be established. Like RWA, the traffic load can be dynamic or static in RSA. In the case of static traffic, the RSA problem is NP-Complete (see the proof in [61]).

Figure 2.11(a) shows an optical network comprising six links and five nodes. A table of demands is provided in terms of source-destination (s-d) pairs and their needed number of slots (Fig. 2.11(b)). The routes selected accommodating demands are depicted in Fig. 2.11(c). Assuming only five frequency slots exist, the link-spectrum state can be presented by a link-slot table like Fig. 2.11(c). Integer linear programming (ILP) can find the most optimal solution, but evolutionary algorithms might be used for large networks [62, 60]. However,


Fig. 2.10 (a) Blocking ratio of EON28 network using random ordering, shortest path, and first fit heuristic versus the number of needed wavelengths and (b) Network congestion in terms of used wavelength when the number requested wavelengths is 756 wavelengths.
the most common way of solving RWA and RSA problems is to use heuristics in which the main problem is broken into sub-problems and solved sequentially [63, 64]. Note that the objective function may vary from one problem to the other one. For instance, minimization of blocking probability or spectrum usage might be employed.

### 2.11 Routing Modulation Format and Spectrum Assignment

Let us say the traffic is expressed in terms of bit rates. Then, given specific physical distances and the necessary bandwidth, a routing, modulation format, and spectrum assignment (RMSA) problem must be solved further by determining the optimum modulation format [65].

RMSA problem is NP-hard [66], which means it could not be solved in polynomial time. A possible alternative to solve this complex problem is utilizing a Genetic Algorithm (GA), which belongs to the class of evolutionary algorithms. In addition, a GA approach has been employed in [62] to solve ordering and path selection at the same time. A combination of GA and heuristics has been reported in [67] as an efficient way to solve the RSA problem. In this section, we propose a two-step GA for the static RMSA problem to solve ordering and path selection separately using other heuristics considering bandwidth and hop for traffic load definition.

(a)

(c)

| S-d pair | Number of required <br> slots |
| :---: | :---: |
| A-D | 2 |
| C-D | 3 |
| B-E | 1 |

(b)

|  | $S_{1}$ | $S_{2}$ | $S_{3}$ | $S_{4}$ | $S_{5}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $L_{1}$ |  |  |  |  |  |
| $L_{2}$ |  |  |  |  |  |
| $L_{3}$ |  |  |  |  |  |
| $L_{4}$ |  |  |  |  |  |
| $L_{5}$ |  |  |  |  |  |
| $L_{6}$ |  |  |  |  |  |

(d)

Fig. 2.11 Illustrative example of RSA in a 5-node network with 3 traffic demands.

### 2.11.1 Network Scenario and Genetic Algorithm Formulation

The Spanish network[68] with 30 nodes and 56 links is considered. We assume that each link comprises a single bidirectional fiber pair. The bandwidth for each fiber is 4 THz , which is partitioned into 320 slots, 12.5 GHz each. We also use the data reported in [69] for modulation format selection. The traffic for each node pair is randomly selected from the 40 , $100,200,400 \mathrm{~Gb} / \mathrm{s}$.

The total data rate (e.g., in $\mathrm{Tb} / \mathrm{s}$ ) or the number of requests have been used to characterize the static traffic load in most studies [70]. However, the absolute traffic load does not give information about the size of traffic loads relative to the networks' size. For example, 10 $\mathrm{Tb} / \mathrm{s}$ may be a significantly large traffic load to support on a given network, while it may be relatively small for another. Consequently, we use a traffic load characterization inspired by the fact that a request with larger bandwidth and a longer path uses more network resources, such as spectrum. A similar metric is used in [71] for designing resilient core networks. We describe the traffic load as the sum of the requested bandwidth ( THz ) multiplied by the number of hops they travel and use $\mathrm{THz} \cdot \mathrm{Hop}$ as the unit of this metric. This type of characterization is aware of both length and bandwidth. We use the blocking ratio for this unit and call it the bandwidth-hop blocking ratio (BHBR). Optimizing the bandwidth blocking
ratio (BBR) may give a higher chance of meeting requests with larger bandwidth and fewer hops to be established. Table 2.7(a) shows traffic loads definition for four node pairs in terms of frequency slots and slots $\times$ hops in a simple network. Table 2.7(b) compares BBR and BHBR for two different demands ordering. We assume each link has two slots capacity. In the first case, only the A-C request is blocked, while the A-D and D-C requests are blocked in the second one. In contrast to the bandwidth blocking ratio, the bandwidth-hop blocking ratio shows that the second ordering performs better. The link-spectrum usage, depicted in Table 2.7(b), confirms this result as it shows a more effective usage of spectrum resources.

We use the k-shortest path for routing and the first fit approach for spectrum assignment. Each request's modulation format is selected to minimize the number of slots while satisfying the reach requirement. A single slot is left empty as a needed gap between adjacent lightpaths. The requests are ordered in 3 different ways: random, Most Spectrum First (MSF), and Longest Path First (LPF) [56]. The intuition behind these methods is that the larger demands or longer lightpahts are harder to establish at the end and it might better to accommodate them at the beginning when a lot of resources are available an there is less fragmentation. The RMSA starts to establish lightpaths sequentially. This approach leads to a higher probability of blockage for the last requests as the network gradually becomes congested. We employ a GA approach to find an optimal order in this massive search space.

Table 2.7 (a) Demand characterization for a simple 4-node network, and (b) BBR and BHBR for two different demands ordering instances.


We use the order obtained by the heuristic algorithms as individuals in the initial population of the GA. Therefore, we set the GA to start searching for a more optimal solution around the chosen heuristic solution. Next, we run the second GA to optimize the path
selection process. Similarly, we use the result of the previous GA's path selection as input for the second GA's initial population. Table 2.8(a) shows the flowchart of the process discussed above. Values for GA parameters used in this study are listed in Fig. 2.8(b). The length of chromosomes is equal to the size of the requests. The value of genes is between 1 and the size of requests in the ordering GA, and between 1 and $k$, in which $k$ is the number of candidate shortest paths, in the path selection GA.

Table 2.8 (a) Overview of the GA approach and (b) value of different GA parameters.
(a)

(b)

|  | GA for ordering | GA for path <br> selection |
| :---: | :---: | :---: |
| Size of initial population | 10 | 10 |
| Number of iterations | 20 | 20 |
| Crossover percentage | $70 \%$ | $80 \%$ |
| Mutation percentage | $30 \%$ | $20 \%$ |
| Crossover type | Order based | Single point |
| Mutation rate | $2 \%$ | $2 \%$ |
| Parent selection | Roulette Wheel <br> Selection | Roulette Wheel <br> Selection |
| Fitness function | Bandwidth-hop <br> blocking ratio | Bandwidth-hop <br> blocking ratio |

### 2.11.2 Results and Discussion II

The RMSA problem is solved for six different traffic loads and considering two values for $k$. Fig. 2.12 depicts the bandwidth-hop blocking ratio obtained from employing six different methods. Interestingly, random ordering outperforms MSF in most loads for both $k=2$ and $k=3$. This is because the bandwidth blocking ratio is aware of only the amount of bandwidth established and does not consider the total length of lightpaths.

From Fig. 2.12, it can be observed that LPF outperforms random and MSF methods almost in all considered loads. GA for ordering (enhanced by heuristics) decreases blocking compared to LPF. Moreover, further performance improvement is possible when employing the path selection GA. Note that the path selection GA may prefer a longer route for a request even if the shorter one is available because it results in a lower blockage ratio at the end. The amount of blocking reduction for smaller traffic loads is more significant. To explain this, firstly, the search space is smaller for traffic with fewer requests, while the number of iterations and population size for GAs are fixed. Secondly, the network's resources become
congested when more lightpaths are established, and different optimization methods cannot help considerably.


Fig. 2.12 Bandwidth-hop blocking ratio for three different heuristics, two-step GA and GA for ordering with and without using heuristics (a) $k=2$, (b) $k=3$.

The results also highlight the importance of enhancing the GA for ordering with heuristics since the results are considerably worse when they are not exploited (see Fig. 2.12). This is due to the fact that the search space is massive, and the GA needs many generations to reach the performance of heuristics. Besides, using heuristics in GA guarantees that, in the worst case, the GA's solution will be as good as that obtained by heuristics.

### 2.12 Power Consumption of the Internet

Concerns about the internet's power consumption have been started since 2003 by a paper titled "Greening of the Internet" [72]. The exponential rise in network traffic is closely tied to the "green" problem. The market is extremely competitive, especially in developed nations, and despite yearly increases in traffic demands, declines in average revenue per user (ARPU) due to operators' rising OPEX investments, such as the rising cost of electricity, have been reported [73]. There are three major motivations for managing power consumption of the internet and specifically telecommunication networks:

- Reducing energy cost (reducing OPEX)
- Reducing heat dissipation in components
- Reducing carbon footprint

However, modeling the power consumption of ICT is not straightforward because telecommunication networks are complex, and equipment made by different producers may have different features that change over time. Several researchers attempted to model power consumption in some areas of ICT. In an IP-over-WDM network, it is explored if static optical bypass over non-bypassed architecture may save power [74]. This power consumption model considers the IP router ports, transponders, and optical amplifiers. A power consumption per customer model has been presented for optical networks in [75], taking into account all major subnetworks like access, metro, and core. The power efficiency of a typical core router is used to calculate the power consumption in the core nodes. The link power consumption distinguishes between terrestrial and submarine lines using a channel efficiency value based on a typical WDM interface and inline amplifiers. In [76], reference power consumption values for Internet protocol/multiprotocol label switching, Ethernet, optical transport networking, and WDM equipment have been proposed.

Based on a report from Huawei [77], 1700 TWh out of 22000 TWh global electricity usage ( $7.7 \%$ of global electricity consumption) is consumed by ICT. Note that the power consumption of consumer devices like monitors, TVs, and laptops is included in these figures. Also, the report predicts the ICT power consumption will reach 2788 TWh (about $10 \%$ of global electricity consumption) by 2025 in the best case, while it can rise to 5860 (about $22 \%$ of global electricity consumption) in a realistic case.

To combat power increase, the energy efficiency of equipment has to increase, allowing more traffic transmission with little increase in power consumption or even a decrease in power consumption. Besides, power-efficient network planning and management can improve power efficiency by preventing spectrum waste and underutilization of network components.

### 2.12.1 Network Power Consumption

## Access Networks

As discussed in section 1.1, optical networks are different in size, architecture, and applications. This makes optical networks' power consumption modeling difficult. Researchers have proposed many models and solutions for different scenarios [78]. Fixed access networks still rely on a combination of transmission media, such as copper, coaxial cable, and fiber. In passive optical networks (PONs), the optical network unit (ONU) is responsible for the majority of the network's power usage (about 60\% of total power consumption [79]). Even though PONs are more energy-efficient than their predecessors (such as coaxial cables and twisted pairs), the amount of energy consumed is still considerable. ITU-T began researching

PON power savings in 2006 and issued ITU-T Series-G Supplement 45 titled "G-PON power conservation" in 2009. It discusses four fundamental power-saving strategies for reducing PON ONU energy demands: power shedding, dozing, deep sleep, and cyclic sleep [80]. The core idea of all these strategies is not to use power when traffic is not transmitting. The authors of [81] provide analytical models for evaluating the power-saving potentials of appropriate PON dimensioning and sleep modes.

## Metro Networks

Today's metropolitan area networks are based on diverse architecture and technologies. Circuit-switched synchronous optical network/synchronous digital hierarchy (SONET/SDH) architectures were initially designed to transport constant-rate voice traffic. These architectures are not the best fit for increasing bursty data traffic demands. Ethernet-based architectures can replace legacy SONET/SDH architectures. They are more flexible, costeffective, and scalable [82]. Despite these benefits, optical signals must still be translated to the electronic domain at each intermediate network node, making the Ethernet-based metro network an opaque solution. Operating optical fiber networks comes at a significant expense due to optical-electronic-optical conversion [83].

Nowadays, most of the traffic in metro networks is carried by WDM-based network architectures. The technology most likely to be deployed in the metro area is coarse wavelength division multiplexing (CWDM). However, they only can support a limited number of wavelengths. Sharing the capacity of individual wavelengths amongst multiple nodes is a way to get around this restriction. The hub node comprises the chassis, the physical and mechanical assembly, the switching matrix, the cooling system, the power supplies, and the control and management software. Access nodes are equipped with transceivers and add-drop elements. Switches, routers' cards, and transceivers are the primary power consumers in these architectures. WDM-bassed metro networks are more power efficient than SONET/SDH [84].

## Core Networks

Core networks are the backbone of the Internet connecting metro networks. They often have mesh topology and work at the highest available data rates. The power consumption of core networks is usually made up of the consumption of the IP and optical layers [76]. The main power consumers are routers, amplifiers, transponders, optical cross-connects (OXCs), and ROADMs. Recent energy-efficiency studies show that optical devices at the optical layer use substantially less energy than electronic equipment in the IP layer, especially routers [78].
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According to recent data, wired and wireless access networks dominate in terms of how much energy the Internet uses. However, the backbone network's power consumption is based on traffic volume, while access networks' power consumption is proportional to the number of users. In [75], it is reported that if the access rate per household exceeds 100 Mbps, the backbone network will consume $34.5 \%$ of total network power, assuming an energy efficiency increase of $10 \%$ per year.

In [85], physical topology design for IP-over-WDM networks has been investigated. Router bypass approaches have extensively been studied for reducing power consumption of IP layer [86, 21]. Powering equipment off when possible can help reduce electricity usage. Optical networks usually are designed to handle peak traffic. Therefore, when the traffic load is lower than peak traffic, some part of the power is wasted [87]. In [88], optimal link on/off scheduling has been studied for minimizing network energy consumption. By turning off idle line cards and router chassis depending on variations in network traffic throughout different times of the day, Zhang et.al. [89] proposed a novel method for saving energy in IP-over-WDM networks. It is worth noting that there is a trade-off between power-saving strategies and the amount of CAPEX needed [90].

### 2.12.2 Power consumption modelling

Individual components' power consumption directly affects a network's power usage. Therefore, it is crucial to have comprehensive models for devices such as routers, transponders, and amplifiers for research purposes. However, there might exist several technologies and producers. On the other hand, research like [91], which has brought much technical information, may need to be updated quickly. Routers used to be significantly power-hungry. With the advancement in efficient silicon technologies, they have been becoming more and more efficient. We collect data from datasheets provided by three leading router producers, namely Cisco, Huawei, and Juniper, to assess the power consumption of routers in 2021. Figure. 2.13 shows the power usage of different routers and the polynomial regression of degree 2 to the data. As can be seen, the increase in power consumption is not proportional to the router's capacity. The router's power consumption is $0.25 \mathrm{~W} / \mathrm{Gbps}$ on average for routers with a capacity smaller than 10 Tbps. However, high-capacity routers are more power efficient and consume a figure between $0.13 \mathrm{~W} / G b p s$ and $0.18 \mathrm{w} /$ Gbps.


Fig. 2.13 Routers power consumption in different capacities from three major producers.

### 2.13 Conclusion

DWDM fixed and flex gird networks have been discussed, and the primary problems of lightpath assignment have been solved using different approaches. Linear programming as the backbone of integer linear programming was specifically discussed, and the most famous method of solving such a problem i.e., the Simplex method explained. In addition, the power consumption of different network segments was briefly studied. The router's power consumption as the most power-hungry component in Ip-over-DWDM networks has been modeled using data obtained from major router producers.

## Chapter 3

## Point to Multipoint Communication

### 3.1 Introduction

Point to Point (P2P) communication technologies are used to connect two devices or two computers. For instance, two antennas can communicate using a microwave link. However, P2P links are not always the best option. In a network of devices, computers, routers, and switches, implementing P2P links for all possible node pairs might be challenging. It is worth noting that the number of links needed for connecting $N$ nodes is $N \times(N-1)$, which represents a full-meshed network. On the other hand, point-to-multipoint (P2MP) communication is able to connect a single point to several points. The dominant form of communication is P2MP, when the number of nodes is significant since the number of links is linearly proportional to the number of nodes. For example, a single antenna communicates with tens of mobile devices simultaneously. Figure. 3.1(a) shows a tree with four links that connect five nodes. A spanning tree connects all nodes with the minimum number of links $N-1$ where $N$ is the number of links. The logical links that connect nodes 1 to 4 and nodes 3 to 5 are highlighted. As can be seen, they are sharing the link (1,2).

In contrast, in a fully meshed network depicted in Fig. 3.1(b), there are $\frac{N(N-1)}{2}$ links, and each node pair can be directly connected. The principal logic is to share resources as much as possible (without losing the quality of service). Resources are optical links, power, space, and all network equipment (e.g., router cards and transceivers).

Some forms of communication are inherently P2MP. Take a TV satellite as an example; it broadcasts data through the air, and TV sets on earth catch the signal, which might comprise data from different TV channels. The challenge is that the signal experiences massive loss in its journey, but it can be recovered thanks to low noise amplifiers in receivers.


Fig. 3.1 (a) A tree Vs (b) a full meshed network connecting 5 nodes

Generally, P2MP links are more cost-efficient and more scalable, resulting in simpler architectures in large networks. PONs are the most recognized example of P2MP technology in optical network communication. They aggregate and distribute data close to the end users.

Although P2MP communication needs different technologies and infrastructure, this thesis focuses on P2MP optical transceivers, which can be used to transmit over optical fibers. In the following, we first review the evolution of transceivers from the literature. Next, we discuss the digital subcarrier multiplexing (DCSM) P2MP transceiver function and its architecture. Finally, we consider several scenarios for network planning using these transceivers and provide the result of simulations. This chapter is based on publications [J1] and [C2].

### 3.2 Optical Transceiver Modules Evolution

Optical transceivers are devices for sending and receiving data using optical signals. Data is encoded in 0's and 1's and prepared for transmission using a modulation process. On the receiver's side, the incoming light is demodulated and 0's and 1's extracted. Note that analog modulation is mostly used in voice applications such as radio transmission. Traditionally, light intensity is used for modulation and demodulation, called intensity modulation with direct detection (IM-DD) method. This leads to a simplified architecture and allows data transmission at a low cost. However, the IM-DD systems are not well scalable, and their spectral efficiency (SE) is significantly limited. Second-order nonlinearity is one of the
main obstacles in the typical IM-DD system. This results from square law photodetection, which significantly restricts system capacity [92]. Since the optical intensity modulates the information, chromatic dispersion (CD)- a phenomenon that causes optical frequency components arrives at the destination at different times because of difference in speedsdiminishes the transmission distance [93].

Alternatively, a coherent detection method can track the phase of an optical transmitter to extract any phase and frequency information carried by a transmitted signal which can be exploited for high data rate transmission at the expense of more complexities [94]. Although coherent detection is a concept derived from wireless communication systems, it has been widely used in optical fiber communications since 2011, bringing significant benefits to long-reach optical networks. The main advantages of coherent detection over direct detection are supporting the digital compensation of fiber linear impairments and benefiting from light polarization for increasing spectral efficiency (SE) [92]. The need for additional optical components and DSP in the coherent detection system leads to a higher cost and electricity consumption. Coherent transceivers are currently the dominant type in Metro and core networks [95].


Fig. 3.2 A typical transceivers module with its sub-systems [1]

Many types of transceivers have been provided for different data rates and reach requirements. However, limited enhancement can be expected in transceiver performance due to

Shannon's limit. In recent years, considerable efforts have been made to introduce coherent transceivers for access networks [96, 97] to benefit their advantages. However, it requires essential simplifications to become economically practicable for access networks [98]. A transmitter is usually characterized by the form factor (a factor that determines the physical dimensions of the transceiver), rate, maximum transmission distance, physical layer standard, and working wavelength. Figure. 3.2 illustrates the layout of a typical transceiver as well as block diagrams of receiving and transmitting sub-systems.

### 3.3 Optical Transponder

When deployed in wavelength-routed optical networks, an optical transponder converts a client signal into an optical signal at the appropriate wavelength for transit. The term "transponder," which is a combination of the words "transmitter" and "responder," is used to describe an optical-electrical-optical (OEO) wavelength converter or a WDM transponder. Without changing the data or signal content, the transponder can automatically receive, amplify, and retransmit a signal on a different wavelength. Muxponders, like transponders, transmit and receive optical signals, but they also have the ability to multiplex several lower-rate client interfaces onto a higher-rate line interface.

### 3.4 Sliceable Bandwidth Variable Transponder

Shifting from the currently dominant fixed optical networks to spectrally efficient elastic optical networks (EONs) with flexible bandwidth and adaptive channel spacing (see section 2.4) is a new trend in optical networking. A bandwidth variable transponder (BVT) can be deployed in such networks and does the function of the traditional transponder used in fixed-grid networks. Note that other equipment, such as switches, must also be bandwidth flexible to take full advantage of flexibility in optical networks [99, 100]. One of the technologies that can be used for implementing BVTs is coherent optical orthogonal frequency-division multiplexing (CO-OFDM) [101]. CO-OFDM is based on transmitting multiple orthogonal subcarriers, which different formats can independently modulate. The orthogonal subcarriers are overlapped in the frequency domain, providing high spectral efficiency. Its flexible functionalities, unique subwavelength granularity, adaptive modulation, bit and power loading schemes, and subcarrier selection/suppression are the key enablers of BVTs [102]. Additionally, time-frequency packing (TFP) and Nyquist wavelength-division multiplexing (NWDM) can be employed for realizing flex subcarrier modules [103-105]. As depicted in Fig. 3.3, the optimal spectral form for each sub-channel in the Nyquist signal

[^0]is rectangular, with channel spacing equal to the baud rate of Rs. Consequently, there is no inter-channel interference (ICI). Due to the rectangular spectrum, however, the pulse within each channel is a sinc form in the time domain with zero-crossing points at integer periods of symbol period Ts, achieving zero inter-symbol interference (ISI). In contrast, each carrier in the OFDM system is sinc-shaped in the frequency domain and rectangular-shaped in the time domain. Therefore, both systems can theoretically attain ICI and ISI freedom simultaneously [2].


Fig. 3.3 Nyquist Vs OFDM in time and frequency domains [2]

Moving toward multi-flow transponders, in which the client signal is received at a single client-side interface and converted into a number of optical flows with different wavelengths, is a logical next step [3]. This type of transponder is called sliceable bandwidth variable transponder (S-BVT) in the literature. Figure. 3.4 shows the evolution of optical transponder functions in which Fig. 3.4(d) illustrates the multi-flow transponder function. $N$ Client signals are mapped to $M$ adaptive optical flows at the line side and vice versa. The line side flows can be individually routed using ROADMs to reach their destinations.

López et al. showed [106] that the target expenditure of $400 \mathrm{~Gb} / \mathrm{s}$ and $1 \mathrm{~Tb} / \mathrm{s}$ sliceable bandwidth variable transponders (S-BVTs) is half the non-sliceable transponders cost in a core network scenario for two different topologies. Utilizing software-defined networking (SDN) (SDN is a type of network architecture that lets software applications be used to "program" or control the network in an intelligent and centralized way), the rate/distance adaptive multi-flow generation and routing/switching, slice-ability, flexibility, and adaptability for the mitigation of spectrum fragmentation, and a smooth migration toward the flex-grid paradigm, have been experimentally studied in [107].


Fig. 3.4 Optical transponder function evolution. [3]

### 3.5 Digital Subcarrier Multeiplexing Point to Multipoint Transceivers

In a typical optical system, a single laser sends a signal that fills the entire channel spectrum called the optical carrier. Since the spectral width of the signal is proportional to the baud rate, a high-baud-rate signal has a more significant gap between its lowest and highest frequency components and thus experiences more significant variation in the speed of its frequencies through the fiber and more "spreading" in the time domain. Moreover, more symbols per second mean a shorter time interval between symbols, meaning symbols can more easily overlap. These two factors combine to make a squared relationship between baud rate and chromatic dispersion [108]. In a coherent implementation with transmitter-based processing (the processing unit is usually only located at the receiver end), it is possible to mathematically shape the single-carrier signal to occupy the least amount of optical spectrum, known as Nyquist pulse shaping. Given that, subcarrier multiplexing reduces the complexity of dispersion compensation compared to the single carrier approach [109]. Additionally, since the subcarriers' spectra are not overlapped in digital subcarrier multiplexing (DSCM) signals, unlike in OFDM, the subcarriers of the Nyquist DSCM signal can be isolated and processed independently [110].

These remarkable characteristics of DSCM have made it possible to design a new form of P2MP transceiver [111, 112], known as a DSCM-based coherent P2MP transceiver. A highcapacity transceiver divides the optical channel's spectrum into small chunks and allocates them to many subcarriers. Then, it broadcasts these subcarriers from an aggregation point
(hub node) toward some leaf nodes so that they can receive them. Then, each leaf node equipped with a low data rate transceiver is capable of processing the correct subcarriers in the digital domain. Leaf node transceivers can simultaneously broadcast the same or different optical subcarriers upstream to the hub transceiver(s). Fewer interfaces in switches and routers are one of the key advantages of P2MP transceivers, leading to reduced complexity and expense.

### 3.5.1 Transceiver Architecture

The number of subcarriers can be arbitrary in DSCM P2MP transceivers, but the most efficient numbers are in the power of 2 because application-specific integrated circuits (ASICS) can be scaled easier [4]. Figure. 3.5 shows the architecture of a transmitter system in P2MP transceivers. The symbols of each SC are mapped to an appropriate modulation format, e.g., 16-QAM. Next, finite impulse response (FIR) filters shape the Nyquist pulses (roll-off $\rho \approx 0.05$ ). A digital multiplexer is used in front of the $4 \times$ digital to analog converter (DAC). Finally, the signal goes through the driver and the dual polarization IQ Mach-Zehnder Modulator (IQ-MZM).


Fig. 3.5 DSCM P2MP transmitter architecture [4].

In the receiver side, as shown in Fig. 3.6, the light is detected by the coherent front end and converted into the digital domain by a $4 \times \mathrm{ADC}$ (analog to digital converter). Next, the front-end correction block compensates for I/Q skew, roll-off, power imbalance, and frequency ripple. In the following, a digital frequency demultiplexer separates the SCs. Then, Chromatic Dispersion (CD) filters compensate the dispersion accumulated by the channel along the link. Note that the complexity of these filters combined is less than a singlechannel implementation with the same total baud rate. A Multiple Input Multiple Output
(MIMO) equalizer then divides the two polarizations and corrects for residual dispersion and Polarization Mode Dispersion (PMD). These two parts maintain the same structure for both single-wavelength and subcarrier (SC) (see [113] for more about digital filters). Notably, frequency and clock synchronization are among the reasons why DSCM was chosen over OFDM. According to to [114], the computational complexity of OFDM and DSCM is comparable only in the case of P2P transceivers. As soon as we shift to a P2MP scenario, frequency and phase instability make OFDM considerably more complicated.


Fig. 3.6 DSCM P2MP receiver architecture (note that Digital freq. Mux refers to Digital freq. DeMux). [4]

### 3.6 Network Application Scenarios

Although it is expected that transceivers with a greater capacity will have a lower cost per transmitted bit [115], it is only advantageous if the operators can utilize the transceiver capacity efficiently. In contrast to traditional mesh voice traffic, the traffic pattern has been shifted to the hub-and-spoke pattern in access and metro aggregation networks. The reason is that most of the individual nodes send/receive data to/from destinations/sources outside the regions that networks cover. Therefore, hub-and-spoke network architectures such as ring, horseshoe, and tree are better fit for such traffic patterns. However, the traffic load at individual sites is low, and it is difficult to fully take advantage of the cheaper per bit cost of high data rate coherent transceivers.

One way is provisioning high data rate transceivers if they are expected to be fully utilized in the future. However, this wastes capital at the beginning and increases investment risk. P2MP transceivers (in the following of this thesis, we refer to DSCM-based P2MP transceivers as P2MP transceivers) can solve a part of this problem. Instead of several

[^1]low-capacity transceivers at the hub node, only one (or few) can communicate with lowdata rate transceivers at leaf nodes. This improvement leads to fewer router ports at the hub node and can reduce power consumption and footprint. In addition, the electrical aggregation can be replaced by optical splitters and combiners [4]. Recent works have experimentally demonstrated the feasibility of this technology [116] and highlighted that the cumulative CAPEX savings could reach 76\% over five years compared to the traditional P2P solution [117].

Early works exploiting DSCM-based P2MP transceivers have assumed star, chain, and ring network topologies, as exemplified in Fig. 3.7(b). Applying the concept to meshed metro-aggregation topologies is also possible where the traffic might be mainly still in a hub-and-spoke pattern (see Fig. 3.7(c)) but requires a more complex design methodology. Various scenarios, such as protection, multi-hub, and ROADM-based or filterless architectures, can be considered.

### 3.7 P2MP Transceivers Deployment in ROADM-based Meshed Networks

We assume ROADMs can guide an SC or a group of SCs in optical networks from hub node(s) to leaf nodes and vice versa. To enable this, ROADMs have to support low channel spacing.

### 3.7.1 Survivable Network Scenarios

Metro-aggregation networks are a vital part of the overall transport infrastructure, collecting, aggregating, and handing traffic over to other network segments that have varying degrees of priority and can be, as a result, subject to strict service level agreements (SLAs). Ensuring survivability to the most likely failure scenarios (e.g., fiber cut) is required in some of these network deployments. In this work, we consider the support of protection mechanisms against two main types of failures: fiber cuts and failures impacting the hub node. Fiber cuts, e.g., due to construction works, can occur relatively often [118]. Protection against link failures consists of provisioning a disjoint connection and sending traffic via both working and protection paths.

Since hub nodes in metro-aggregation networks can represent a single point of failure, i.e., a malfunction or failure event in the hub node can disrupt all traffic in the network, hub node redundancy can be adopted. In this case, at least two hub nodes are present in


Fig. 3.7 Implementation of communication links with (a) identical P2P transceivers, (b) P2MP transceivers deployment in a ring network, and (c) in a meshed network (dashed lines show logical connections while highlighted paths show optical paths) ([C2] © 2021 IEEE).
the network, and leaf nodes communicate with both of them. The following five different network scenarios are considered in this work:

- Single hub without any protection (SH);
- Single hub with link protection (SH-LP);
- Multi-hub without any protection (MH);
- Multi-hub with link protection (MH-LP);
- Multi-hub with link and hub protection (MH-LHP).

Figure 3.8 shows potential implementations of these five scenarios over a reference mesh topology representative of a region in Spain. This network was defined by Telefónica in the scope of the FP7 IDEALIST project, as detailed in [119], and is utilized to carry out the analysis reported in section 3.7.4. Particularly, potential paths interconnecting leaf nodes A and B and hub node H 1 (as well as hub node H 2 in the multi-hub scenario) are represented. In the SH scenario (Fig. 3.8(a)), all leaf nodes communicate with a single hub via a single path, whereas in the SH-LP case (Fig. 3.8(b)), each leaf node is connected to the hub with two disjoint paths. Using disjoint paths guarantees that a single fiber link failure in the network will not interrupt services. Fig. 3.8(b) also shows that both backup paths of A and B converge to a common link before reaching H 1 , which means that their traffic could start/terminate at the same P2MP interface located in H1. As can be seen from Fig. 3.8(c), the MH scenario provides another degree of freedom to route traffic since any of the two hub nodes can be used by the leaf nodes. The MH-LP case provides protection against link failures by setting up two disjoint paths between each leaf and a hub node (Fig. 3.8(d)). Note that, in this scenario, each leaf node communicates only with one hub. The last scenario is MH-LHP (illustrated in Fig. 3.8(e)), and it grants protection against both hub and link failures by enforcing that each leaf node communicates with two different hubs through two disjoint paths.

### 3.7.2 Optimization Framework

The P2MP optimization problem aims to find the best deployment of P2MP transceivers (in terms of cost) for a given traffic distribution and a specific metro-aggregation network topology. For this purpose, we developed and implemented an ILP model whose input parameters and decision variables are shown in Table 3.1 and Table 3.2, respectively.

We assume that the P2MP transceivers can transmit DP-16QAM ( $25 \mathrm{GHz} / \mathrm{SC}$ ) and DPQPSK ( $12.5 \mathrm{GHz} / \mathrm{SC}$ ) modulation formats, with the use of DP-16QAM limited to links


Fig. 3.8 Illustration of the five network scenarios considered in this work over a reference mesh network: (a) single hub (SH), (b) single hub with link protection (SH-LP), (C) multihub (MH), (d) multi-hub with link protection (MH-LP), and (e) multi-hub with the link and hub protection (MH-LHP) ([C2] © 2021 IEEE).

Table 3.1 Input parameters of the ILP model

| Parameter | Description |
| :--- | :--- |
| $G(V, E)$ | Network graph with nodes $n \in V$ and links $l \in E$. |
| $V$ | Set of all nodes. |
| $I$ | A subset of $V$ containing the leaf nodes ( $N=I \mathrm{Vl}-1$ ). |
| $H$ | A subset of $V$ containing the hub nodes. |
| $F$ | The set of possible channels in paths. |
| $J$ | Set of k paths from leaf nodes to hub node(s). |
| sub $_{h}$ | Subset of paths connecting leaf nodes to the hub h. |
| $P(i, j) \in[0,1]$ | Leaf-path incident matrix. |
| $B(l, j) \in[0,1]$ | Link-path incident matrix. |
| $T(i)$ | Maximum of upstream and downstream traffic, expressed by |
|  | number of 25G SCs for leaf node $i$. |
| $M_{j}$ | Modulation factor for path $j$. |
| $O_{h}$ | Transceiver types of hub nodes. |
| $O_{l}$ | Transceiver types of leaf nodes. |
| $C_{o}$ | Cost of transceiver type $o$. |
| $G_{o}$ | Capacity of transceiver type $o$ in form of number of SCs. |
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shorter than 500 km . We have introduced this constraint into the ILP model by defining $M_{j}$ as follows:

$$
M_{j}= \begin{cases}1 & \text { if length path } j \leq 500 \mathrm{~km}  \tag{3.1}\\ 0.5 & \text { if } 500 \mathrm{~km} \leq \text { length path } j \leq 1500 \mathrm{~km}\end{cases}
$$

We calculate a set of $k$ shortest paths from each leaf node to each hub for a given network with a predetermined set of hub nodes $H$ and leaf nodes $I$ and store it in the set $J$. Then, the matrices $B(l, j)$ and $P(i, j)$ are calculated.

Table 3.2 Decision variables of the ILP model

| Variable | Description |
| :--- | :--- |
| $\lambda_{i j} \in[0,1]$ | Binary variable equals 1 if leaf node $i$ communicates with a <br> hub through path $j$. <br> Number of transceivers of type $o$ which uses path $j$, and <br> deployed at the hub nodes. |
| $\Delta_{j o} \in N^{0}$ | Number of transceivers of type $o$ which uses path $j$, and is <br> deployed at the leaf node $i$. |
| $\delta_{i j o} \in N^{0}$ | Binary variable equals 1 if channel $f$ is occupied by path $j$. |
| $\gamma_{j f} \in[0,1]$ |  |

The ILP objective function is given by:

$$
\begin{equation*}
z=\sum_{j} \sum_{o \in O_{h}} C_{o} \Delta_{j o}+\sum_{i} \sum_{j} \sum_{o \in O_{l}} C_{o} \delta_{i j o} \tag{3.2}
\end{equation*}
$$

subject to:

$$
\begin{gather*}
\sum_{j \in s u b_{h}} \lambda_{i j} \leq s_{1} \quad \forall i \in I, h \in H  \tag{3.3}\\
\sum_{j} \lambda_{i j}=s_{2} \quad \forall i \in I  \tag{3.4}\\
\lambda_{i j} \leq P(i, j) \quad \forall i \in I, j \in J  \tag{3.5}\\
\sum_{i} T(i) \lambda_{i j} \leq \sum_{o \in O_{h}} G_{o} M_{j} \Delta_{j o} \quad \forall j \in J  \tag{3.6}\\
T(i) \lambda_{i j} \leq \sum_{o \in O_{l}} G_{o} M_{j} \delta_{i j o} \quad \forall i \in I, j \in J \tag{3.7}
\end{gather*}
$$

$$
\begin{gather*}
\sum_{f} \gamma_{j f}=\sum_{o \in O_{h}} \Delta_{j o} \quad \forall j \in J  \tag{3.8}\\
\sum_{j} B(l, j) \gamma_{j f} \leq 1 \quad \forall f \in F, l \in E  \tag{3.9}\\
\sum_{j} \lambda_{i j} B(l, j) \leq 1 \quad \forall i \in I, l \in E \tag{3.10}
\end{gather*}
$$

By taking into account the cost of each interface and by minimizing Eq. (3.2), solving the ILP model leads to globally optimizing (i.e., minimizing the cost of) the P2MP solution that guarantees that all traffic demands are supported, and the target protection scheme is enforced. Constraint (3.3) ensures that each leaf node communicates with each hub a maximum $s_{1}$ times. Constraint (3.4) states that the total number of paths established between each leaf node and all hubs must be equal to $s_{2}$. Based on the value of $s_{1}$ and $s_{2}$, the formulation enables modeling different network scenarios defined in section 3.7.1 as shown in Table 3.3. When the number of hubs is higher than one, $s_{1}=1$ and $s_{2}=1$ give the MH scenario, while $s_{1}=2$ and $s_{2}=2$ represent the MH-LP case. The MH-LHP scenario can be modeled by setting $s_{1}=1$ and $s_{2}=2$. When there is a single hub, by simply removing constraint (3.3) from the formulation, the network scenarios $\mathrm{SH}\left(s_{2}=1\right)$ and SH-LP $\left(s_{2}=1\right)$ are modeled. Constraint (3.5) guarantees that only leaf nodes sharing a common path can communicate with a single P2MP transceiver at one of the hub nodes. Constraint (3.6) and (3.7) calculate the number of different transceivers at the hub nodes and leaf nodes, respectively. Channel allocation is imposed by constraint (3.8), whereas constraint (3.9) sets a limit on individual link capacity. Finally, constraint (3.10) is utilized to enforce that the working and backup paths are disjoint when supporting link protection (i.e., in the SH-LP, MH-LP, and MH-LHP scenarios).

Noteworthy, by setting to 0 all 1 values of each column of $P(i, j)$, except the one showing the path to the furthest leaf node, the ILP model can simulate the P2P scenario.

| Scenario | $s_{1}$ | $s_{2}$ |
| :---: | :---: | :---: |
| Multi Hub | 1 | 1 |
| Multi Hub Links Protection | 2 | 2 |
| Multi Hub Links and Hubs Protection | 1 | 2 |

Table 3.3 Scenarios based on auxiliary variables $s_{1}$ and $s_{2}$ values.

### 3.7.3 Transceivers Cost Model

As stated above, a key motivation for deploying P2MP transceivers is the possibility of using fewer high-capacity devices at the hub node. It is well known that when the transceiver data rate increases (e.g., between consecutive transceiver generations), the cost increases but not directly proportional to the capacity increase [120, 4]. This means that the cost per bit/s reduces when opting for a higher-capacity transceiver. Therefore, it is usually more cost-effective to deploy a smaller number of high-capacity transceivers for the same total aggregate capacity. Figure 3.9 qualitatively illustrates the relation between transceiver cost and data rate. The red dashed line shows the cost if there were no per bit cost savings when scaling capacity, and possible relative cost figures for three transceivers whose data rate is $4 \times$ that of the previous one are also represented. We can model the cost of the transceiver supporting $s$ number of 25 G subcarriers with $\operatorname{Cos} t=A s^{B}$, where $A$ is a normalization factor for setting the 400 G transceiver cost to 1 , and $B$ is a positive constant smaller than one, determining the cost profile. This can be feasible as technology costs tend to decrease exponentially over generations [121]. If $B$ is greater than one, high-capacity transceivers have a more expensive per-bit capacity, whereas if $B$ is one, the cost of transceivers is precisely proportional to the capacity they offer.


Fig. 3.9 Visual representation of cost profile versus data rate and possible cost decrease compared to linear cost scale.

### 3.7.4 Results and Discussion I

This section presents a detailed analysis of the effectiveness of deploying DSCM-based P2MP transceivers in the reference mesh network described in section 3.7.1. A set of eight shortest paths are calculated for each leaf-hub node pair. To have a more realistic study, we assume the use of transceivers capable of generating 400G, 100G, and 25G signals. We
consider 400G and 100G transceivers can be deployed at hub nodes. A total of 40 wavelength channels is assumed to be available at each link $(|F|=40,100 \mathrm{GHz}$ fixed-grid channels). 100G and 25G transceivers can be deployed at the leaf nodes.

Additionally, we use a non-uniform traffic pattern in which the number of 25G SCs is randomly chosen from the set of $[x, x+4]$ where $x$ varies from 1 to 6 . For simplicity, we use the average number of required SCs, i.e., $x+2$, when presenting the results. A Monte-Carlo simulation with five iterations is considered and the results presented represent the average value over the five independent runs. Note that the maximum of $90 \%$ confidence intervals for different scenarios and different traffic loads is 7\%. The GAMS software and its CPLEX solver are used for modeling and solving the proposed ILP models [122]. Some guidance on implementing ILP formulations using GAMS is provided in Appendix A.

The first set of results investigates the impact of the number of candidate routing paths on the solution cost. Considering the SH scenario illustrated in Fig. 3.8(a), the model was solved for a number of candidate paths per node pair that varies between 1 and 8 . Figure 3.10 shows the normalized interface cost as a function of the average offered traffic load per leaf node (in number of SCs). As can be seen, when the number of candidate shortest paths $k$ increases, the solution cost is reduced as a consequence of better exploiting the routing solution space to aggregate SCs from different leaf nodes into fewer interfaces at the hub nodes. However, as expected, there are diminishing improvements for $k$ large enough. The remaining analysis assumes that the eight shortest paths are available to the ILP model.

The second set of results considers a single hub node is used (see Fig. 3.8 (a) and (b)). Hence, Figure 3.11(a) shows the normalized interface cost for the SH and SH-LP scenarios in the reference metro-aggregation network and considers the DSCM-based P2MP solution, as well as a typical P2P solution. When the average traffic increases from three to eight 25 G the cost of P2MP transceivers without protection rises from an average of 20 to about 48. Implementing link protection further increases these costs by $116 \%$ to $135 \%$, which is in line with the common observation that links protection demands at least double the amount of resources provisioned. Notably, the P2MP approach is consistently more cost-effective than the P2P one. Indeed, the results show that using 100G P2P transceivers results in a cost increase of between $30 \%$ and $50 \%$ compared to the proposed P2MP solution.

The third set of results assumes that two hubs are available (see Fig. 3.8 (c), (d), and (e)). As can be seen in Fig. 3.11(b), evolving from SH to MH leads to only a minor increase in interface cost (around 5\%). Noteworthy, for the same scenario, the cost savings of the P2MP approach, when compared to P2P, are similar to those observed in Fig. 3.11(a) for the SH scenario. For instance, in comparison to the P2MP deployment strategy, supporting all traffic demands with P2P transceivers with both link and hub protection increases the average cost


Fig. 3.10 Normalized interface cost calculated for SH scenario when the number of shortest paths increases from 1 to 8 ([C2] © 2021 IEEE).
by approximately $30 \%$. Another interesting observation is that link protection is 5\% to $15 \%$ cheaper when there are two hubs in the network. This is because shorter paths between leaf and hub nodes can be exploited when two hubs are available, mitigating the need to use DP-QPSK (which halves the capacity of each SC) to provide connectivity to the farthest leaf nodes.

The key advantage of P2MP comes from replacing multiple lower-rate interfaces at the hub node with a single higher-rate interface. In order to observe this effect, Figures 3.12(a) and (b) depict the number of interfaces deployed at the hub node(s) for the scenarios considered in this work. The results show that the number of P2MP transceivers deployed at the hub node(s) is always much smaller than that required with the P2P approach. The number of deployed P2MP interfaces more than doubles when considering link protection.

This result can be a consequence of the greater difficulty in optimizing traffic aggregation in the presence of the path disjointness constraint. Moreover, in the case of SH-LP, it can also be the result of using DP-QPSK in the longer protection paths. The number of interfaces in SH-LP is almost constant when traffic rises from 3 to 8 of 25 G capacity demand. The reason is that when traffic increases, the number of 400G transceivers increases, while the number of 100 G transceivers decreases. Finally, the number of interfaces in MH-LHP is


Fig. 3.11 Normalized interface cost ([C2] © 2021 IEEE).
slightly higher than in MH-LP, highlighting that hub protection can be attained with only a small interface cost penalty.

In order to gain further insight into the solutions obtained, Table 3.4 provides the total number of interfaces for an average traffic load of $4 \times 25 \mathrm{~Gb} / \mathrm{s}$ and their related costs for all different scenarios discussed in this paper.

Table 3.4 Total number of interfaces for a traffic load with an average of $4 \times 25 \mathrm{~Gb} / \mathrm{s}$ and their total costs for different scenarios ([C2] © 2021 IEEE).

|  | P2P |  | P2MP |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 100G | Total cost | 400G | 100G | $25 G$ | Total cost |
| SH | 83.6 | 41.8 | 7.6 | 34.8 | 8.6 | 27.15 |
| SH-LP | 172 | 86 | 18.2 | 81.6 | 14.4 | 62.6 |
| MH | 78.4 | 39.2 | 7.6 | 33.6 | 6.2 | 25.95 |
| MH-LP | 156.6 | 78.3 | 14.2 | 74.4 | 14.4 | 55 |
| MH-LHP | 161.6 | 80.8 | 16.4 | 77.6 | 15 | 58.95 |
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Fig. 3.12 Number of interfaces at the hub node(s) ([C2] © 2021 IEEE).

### 3.8 Optimized Deployment of P2MP Transceivers in Filterless Networks

Passive optical components are less expensive and less prone to failure than active optical ones. Combiners/splitters, as primary passive components, are blind to frequency channels and cannot distinguish wavelengths. Numerous ways of designing networks using passive optical components have been explored. The concept of a light trail has been proposed in [123, 124]. It comprises an architecture and a protocol that enables each source and destination node pair to dynamically establish a lightpath or trail for a specified duration. Optical combiners/splitters perform the add/drop function. A critical aspect when dimensioning filterless networks is that closed loops must be avoided to prevent the same optical signal from traversing the same link twice. Bearing this in mind, the authors of [49] examined the usage of passive components in wide area networks (WANs), which generally can have a mesh physical topology, and how to establish a set of physical optical connections between all nodes without generating closed loops.

Several path protection strategies using wavelength blockers, colored passive filters, and inter-tree transceivers have been investigated in [51]. It has been shown that the use of wavelength blockers and colored passive filters leads to a better cost-saving, while the deployment of inter-tree transceivers is slightly more spectrum-efficient. Moreover, the work in [125] studied the optimization of optical tree constructions, routing, and wavelength assignment.

Figure 3.13(a) shows an illustrative example of a ROADM-based network when P2P transceivers are deployed. Two leaf nodes with 25 G and 100 G traffic requirements are considered. Two pairs of 25 G and 100 G transceivers are needed, and spectrum is allocated only in the required links (i.e., spectrum reuse is possible). In the filterless scenario, which is exemplified in Fig. 3.13(b), ROADMs are replaced by simpler passive optical splitters/combiners. This simplifies the network architecture and reduces cost but may involve spectrum waste due to the broadcast nature of optical splitters (e.g., the spectrum used by the 100G connection between the hub node and the leaf node closer to it becomes unavailable in the link between both leaf nodes). Importantly, two factors mitigate the importance of spectrum waste in metro-aggregation networks: (i) the lower capacity required in this network segment (compared to core and metro-core networks) means they are far from being spectrum constrained; (ii) the hub-and-spoke traffic pattern reduces the usefulness of spectrum reuse.

P2MP transceivers can also be deployed in networks with filterless architectures, as illustrated in Fig. 3.13(c). In this case, a 400G transceiver is deployed at the hub node and communicates with the two leaf nodes. In this implementation, it is assumed that this transceiver transmits/receives up to 16 SCs , being able to communicate with up to 16 separate leaf nodes. Lower-capacity (lower cost) transceivers are installed at the leaf nodes. The utilization of splitter/combiner elements means that the number of SCs intended for each leaf node can be easily reconfigured as long as the maximum number of SCs each leaf transceiver can handle is not exceeded.

### 3.8.1 Survivablity in Filterless Networks

Metro-aggregation networks are critical areas of the telecommunications infrastructure. They gather, combine, and route traffic to other network segments with varying degrees of priority, which may be subject to diverse service level agreements (SLAs). Different mechanisms can be used to assure survivability in the face of the most frequent failure scenarios (e.g., fiber cuts) [126]. A widely employed mechanism relies on setting up two disjoint connections between the hub node and each leaf node, designated as the working and the protection connections, and transmitting the same information over both of them. If a failure impacts one of the links, the connection is not out of service because the traffic is still transmitted and received over the non-affected connection. In the case of ROADM-based network implementation, link disjointedness of both connections needs to be ensured.

On the contrary, suppose the nodes are based on optical splitters/combiners. In this case, two link-disjoint spanning trees can provide full protection since connections only for hub-leaf (but not for leaf-leaf) node pairs are required. However, the necessary but not sufficient condition for having two link-disjoint spanning trees is that the network must


Fig. 3.13 (a) P2P transceivers deployment using active ROADM devices, (b) P2P transceivers deployment using passive optical splitters/combiners, (c) P2MP transceivers deployment using passive optical splitters/combiners (with permission from [J1] ©Optica Publishing Group).
have more than $2 \times(N-1)$ links, where $N$ is the number of nodes. This is unlikely for most ordinary optical networks. Therefore, one way is constructing two spectrally disjoint optical trees by selectively blocking signal transmission partly or fully between certain nodal degrees. This means that all leaf nodes' working and protection connections have to be considered simultaneously, resulting in a significantly more complex problem to be solved. A multi-tree technique has been proposed in [127] to address the possibility of widespread network failures. The authors suggest a communication protocol based on $k$ rooted spanning trees with the property that the paths between each vertex $v$ and the root are edge-disjoint. The two-tree protocol for edges states:

- Each leaf node transmits data upward to the root (hub) on both trees;
- When the hub receives data from one of its neighbors, the data are routed downward via both trees.

Three stages are involved in locating trees that possess the previously specified attribute. To begin, a depth-first search (DFS) is performed to obtain a DFS numbering, followed by the computation of the $s-t$ numbering (a method of numbering in which all nodes except $s$ (root) and $t$ have adjacent nodes with higher and lower assigned numbers). Then, the main and backup trees are created using the approaches outlined in [127]. It should be noted that although this method can efficiently find a pair of trees with disjoint paths from leaf nodes to the root, using it when designing a metro-aggregation network based on P2MP transceivers can lead to sub-optimal solutions. This is due to the fact that the trees selected can have an impact on the overall quality of the solution (i.e., cost). For example, the paths of a tree may determine which modulation format can be used for SCs transmitted over that tree, impacting the number and type of transceivers required at the hub and leaf nodes. This observation motivated us to jointly solve the problem of setting up trees with disjoint paths and the problem of routing, modulation format, and SC assignment, having - as a final objective - to minimize the transceiver cost.

### 3.8.2 ILP Optimization Framework

The P2MP optimization framework aims to discover the most cost-effective configuration of P2MP transceivers for a given traffic distribution and metro-aggregation network topology, allowing support of link protection and assuming nodes are based on simple optical splitter/combiner devices. In order to accomplish this goal, we have devised an ILP model. The model's input parameters and decision variables are as follows.

## Input Parameters

- $G(V, E)$ : network graph with nodes $u, i, j \in V$ and links $l=(i, j) \in E$.
- $V^{-}$: a subset of $V$ defining leaf nodes (all nodes minus the hub nodes).
- $W_{i j}$ : length of link $(i, j) \in E$.
- $T(u)$ : number of $25 \mathrm{~Gb} / \mathrm{s}$ SCs required by leaf node $u$. This is assumed to be the maximum required traffic of downstream and upstream directions.
- $L_{r}$ : maximum reach with highest modulation format.
- $O_{h}$ : a set of transceivers used at the hub node.
- $O_{l}$ : a set of transceivers used at the leaf nodes.
- $C_{o}$ : cost of transceiver type $o$.
- $D_{o}$ : maximum data rate (with the highest modulation format) of transceiver type $o$.
- $B$ : very large positive number.


## Decision Variables

- $x_{i j}^{t}: 1$ if edge $(i, j) \in E$ is selected for tree $t, 0$ otherwise.
- $f_{i j}^{t}$ : positive integer variable indicating flow from vertex $i$ to $j$ on tree $t$.
- $y_{i j}^{t u}: 1$ if edge $(i, j) \in E$ is in the path from leaf $u$ to the hub on tree $t, 0$ otherwise.
- $M_{u}^{t}$ : 1 if path from leaf $u$ to the hub is longer than $L_{r}, 0$ otherwise.
- $\Delta_{o}^{t}$ : number of transceivers of type $o$ used at the hub on tree $t$.
- $\delta_{o u}^{t}$ : number of transceivers of type $o$ used at leaf node $u$ on tree $t$.

The objective of the ILP model is to minimize the total transceivers' cost:

$$
\begin{equation*}
z=\sum_{t} \sum_{o \in O_{h}} \Delta_{o}^{t} \times C_{o}+\sum_{t} \sum_{u \in V^{-}} \sum_{o \in O_{l}} \delta_{o u}^{t} \times C_{o} . \tag{3.11}
\end{equation*}
$$

subject to

## Constructing tree(s)

$$
\begin{equation*}
\sum_{(i, j) \in E} x_{i j}^{t}=N \quad \forall t \tag{3.12}
\end{equation*}
$$

$$
\begin{gather*}
\sum_{j} f_{i j}^{t}-\sum_{j} f_{j i}^{t}= \begin{cases}N & \forall t, i=H u b \\
-1 & \forall t, \forall i \in V^{-}\end{cases}  \tag{3.13}\\
f_{i j}^{t} \leq N x_{i j}^{t} \quad \forall t, \forall(i, j) \in E
\end{gathered}, \begin{gathered}
f_{j i}^{t} \leq N x_{i j}^{t} \quad \forall t, \forall(i, j) \in E \tag{3.14}
\end{gather*}
$$

## Guaranteeing disjointedness of trees

$$
\begin{gather*}
\sum_{j} y_{i j}^{t u}-\sum_{j} y_{j i}^{t u}= \begin{cases}1 & \forall t, \forall u \in V^{-}, i=u \\
0 & \forall t, \forall u \in V^{-}, i \neq u, H u b, \\
-1 & \forall t, \forall u \in V^{-}, i=H u b,\end{cases}  \tag{3.16}\\
y_{i j}^{t u} \leq x_{i j}^{t}, \quad \forall t, \forall u \in V^{-}, \forall(i, j) \in E,  \tag{3.17}\\
\sum_{t} y_{i j}^{t u} \leq 1, \quad \forall u \in V^{-}, \forall(i, j) \in E \tag{3.18}
\end{gather*}
$$

## Counting the number of transceivers

$$
\begin{gather*}
B M_{u}^{t} \geq \sum_{(i, j) \in E} W_{i j} y_{i j}^{t u}-L_{r} \quad \forall t, \forall u \in V^{-},  \tag{3.19}\\
\sum_{o \in O_{l}} \delta_{o u}^{t} D_{o} \geq T(u)\left[M_{u}^{t}+1\right] \quad \forall u \in V^{-}, \forall t,  \tag{3.20}\\
\sum_{O_{h}} \Delta_{o}^{t} D_{o} \geq \sum_{u} \sum_{o \in O_{l}} \delta_{o u}^{t} D_{o} \quad \forall t . \tag{3.21}
\end{gather*}
$$

Constraints (3.12) ensures that the size of the trees is equal to the number of leaf nodes (assuming there is no zero traffic load). According to constraints (3.13), $N$ flow units are distributed by the hub node, and all $N$ leaf nodes receive exactly one flow unit. Flows can be only on trees not exceeding the maximum amount of flows by constraints (3.14-3.15). These constraints create spanning trees by fulfilling the tree criteria via a single commodity approach [128]. Paths between each leaf node and the hub on each tree are calculated by the constraints (3.16), where one unit of flow is generated by node $u$ and passes through other nodes; only the hub receives it. Constraints (3.17) confirms that the paths are contained in the trees, whereas constraints (3.18) ensures the disjointedness of paths for each leaf-hub pair.

Constraints (3.19) determines the highest modulation format that can be used. $M_{u}^{t}$ takes the value of 1 if the length of any path in tree $t$ is longer than $L_{r}$. For simplicity, but without loss of generality, we assume that the highest order modulation format - 16QAM - is feasible for paths shorter than $L_{r}=500 \mathrm{~km}$. For paths longer than this value, QPSK is used instead, halving capacity and spectral efficiency. By multiplying $M_{u}^{t}+1$ with $T(u)$, the effective number of SCs needed is doubled when the longest path in the tree forces the utilization of QPSK. Constraints (3.20) and constraints (3.21) count the number of required transceivers per type at the leaf nodes and the hub, respectively.

It is assumed that the 4.8 THz of the C-band provides sufficient bandwidth to meet all demands, and the ILP model does not require link capacity constraints. In a simplistic analysis, the capacity bottleneck in tree architectures is the capacity of a single link multiplied by the number of links connected to the hub, which is usually more than one. However, even a single link can support $64 \times 400 G$ transceiver flows $(64 \times 75 \mathrm{GHz}=4.8 \mathrm{THz})$ which is much larger than the maximum number of 400G transceivers deployed at the hub in this study.

If the physical topology is two-edge-connected, it can be shown that two trees can be constructed, offering one redundant disjoint path for every leaf-hub pair [128]. The ILP model can also model unprotected scenarios by enforcing the number of trees to one.

The ILP model can also be adapted to dimension the network using P2P transceivers. In this case, transceiver pairs (operating at the same data rate) must be installed at the leaf and hub nodes. This scenario can be modeled by removing constraints (3.21) and the first term of objective function (3.11) and by doubling the second term of this function which corresponds to leaf node transceivers cost.

### 3.8.3 Results and Discussion II

We consider two topologies, namely A and D , and provide a comprehensive examination of the effectiveness of integrating DSCM-based P2MP transceivers with filterless node architecture over these two networks. Topology A has 30 nodes and 51 link pairs, while network D comprises 30 nodes and 53 link pairs, as shown in Fig.3.14.

Transceivers capable of operating at 400G, 100G, and 25 G are considered, assuming that the 400 G and 100 G transceivers can be used at the hub nodes, whereas the 100 G and 25 G transceivers can be employed at the leaf nodes. For benchmarking purposes, the utilization of a P2P transceiver is also considered. In this case, only 100G interface pairs can be deployed. In terms of spectrum usage, the outcome of all simulations has been verified to confirm the assumption that enough spectrum holds. Regarding the transceiver cost profiles considered, optimistic and conservative choices are examined to account for cost unpredictability. In the


Fig. 3.14 (a) Topology A and (b) topology D defined by Telefónica (with permission from [J1] ©Optica Publishing Group).
optimistic profile, the cost of a 100 G and a 25 G transceiver is half and one-fourth of the cost of a 400G transceiver ( $A=\frac{1}{4}, B=0.5$, see section. 3.7.3), respectively. On the other hand, in the conservative scenario, these values are instead one-third and one-ninth of the cost of a 400G transceiver $\left(A=\frac{1}{9}, B \approx 0.79\right)$. The traffic load is defined as that used in section 3.7.4. All the results shown in the remainder of this section are the average values obtained from 10 independent Monte-Carlo runs with $90 \%$ confidence intervals falling in about the range of $5 \%$ of average.

Figure 3.15 shows the results obtained considering the optimistic cost profile. Fig. 3.15(a) presents the normalized cost obtained when P2MP transceivers are deployed in topology A for scenarios with and without protection when node 1 highlighted in Fig. 3.14(a) is the hub node, and the average traffic load varies between 3 SCs and 8 SCs . As expected, the normalized cost is approximately a linear function of the offered traffic in both cases. The cost of interfaces when enforcing protection is slightly higher than twice the cost of the unprotected case. The fraction of cost savings when compared to using P2P transceivers, which are defined as $\frac{\operatorname{Cost}_{P 2 P}-\operatorname{Cost}_{P 2 M P}}{\operatorname{Cost}_{P 2 P}} \times 100$, are also shown in the plot. It can be seen that the amount of saving ranges between $30 \%$ and $44 \%$ for both protected and unprotected scenarios. Moreover, it can be observed that the amount of savings is higher for traffic load with an average of 3 SCs . This is because when the average traffic is 3 SCs , a significant number of transceivers deployed are under-utilized in P2P scenarios since only 100G transceivers are considered. Hence, for average traffic equal to or below 3 SCs , using 25 G transceivers could
reduce the cost in P2P scenarios. However, this would also imply using more transceivers at the hub and leaf nodes, leading to a potentially larger footprint and higher power consumption in the router/switch located at these nodes.

Figure 3.15(b) shows the same set of results but obtained for topology D with node one illustrated in Fig. 3.14(b) as the hub node. Although the number of leaf nodes and the traffic pattern is the same as those in topology A, the normalized P2MP transceiver cost for topology D is slightly lower than that for topology A in the protected scenario, while for the unprotected scenario, it is almost the same. It is important to note that tree construction is more constrained in protected scenarios since the two trees must meet the disjointness conditions. This fact and the fact that the average link length in topology A is longer than that in topology D can lead to higher utilization of the QPSK modulation format in the former topology, increasing cost. Overall, the transceiver CAPEX saved ranges between $30 \%$ and $40 \%$ in topology D.

In order to gain insight into the tree solutions found by the ILP model, an instance of the working and protection trees computed for topology A is depicted in Fig. 3.16. The black dashed lines indicate two disjoint paths from leaf node X to the hub node. Although the working and protection trees might have shared links, two disjoint paths for each leaf node are guaranteed. In the case of shared links between the two trees, it is assumed that one of the trees uses half of the spectrum, whereas the other half is reserved for the second tree. This strategy can be implemented using red and blue filters, and it is called a semi-filterless solution [129]; however, it maintains the passive feature. In this example, the two trees have 14 shared links, fifteen separate links each, and seven links are unused. When these two trees share a link, a spectrum blocker (or blue and red filters) has to be used to avoid unnecessary light propagation and the formation of loops. As can be seen, one of the optical fibers of link L 1 , which carries both downstream red and upstream blue signals, is connected physically to one of link L2 fibers (which only carries red light) and one of the L3 fibers (which only carries blue light). Therefore, a blue spectrum blocker has to be used at link L2, and a red spectrum blocker has to be deployed at L3. Note that the drop splitter and add combiner are not shown in the example of node architecture.

For completeness, we also assess the impact of using the conservative cost profile, according to which 400G transceivers are comparatively more expensive than the optimistic cost profile. Figures 3.17(a) and (b) plot the normalized P2MP transceiver cost under the conservative cost profile and the savings when compared to the P2P approach in topology A and topology D, respectively. As observed in both plots, the trends are the same as those reported with the optimistic cost profile. However, as expected, slightly smaller cost savings

(b)

Fig. 3.15 (a) Normalized P2MP transceiver cost for topology A and corresponding savings compared to P2P approach, and (b) normalized P2MP transceiver cost for topology D and corresponding savings compared to P2P approach for optimistic cost profile (with permission from [J1] ©Optica Publishing Group).
M. Mohammad Hosseini, PhD Thesis, Aston University 2023.


Fig. 3.16 Example of (a) working and (b) protection trees computed for topology A (with permission from [J1] ©Optica Publishing Group).
are obtained. In topology A, cost savings range between $24 \%$ and $40 \%$, whereas savings between $23 \%$ and $38 \%$ are achieved in topology D.

The cost savings enabled by P2MP transceivers are a consequence of two key effects:

- High capacity transceivers have a lower cost per bit/s;
- Aggregation of small traffic flows into a single P2MP transceiver improves utilization.

At low traffic loads, both effects are present, and this explains the larger savings observed in Figures 3.15 and 3.17 for low traffic loads. As the traffic load increases, the second effect has a diminishing impact.

The location of the hub node can affect the total transceiver cost. For instance, having the hub node at a central location, which is the case considered in the previous simulations, should allow reducing the length of the paths used to reach the farthest leaf nodes. Also, it is important that the hub node be well-connected to the rest of the network, for example, higher nodal degree. Additionally, when having more than one hub, it is vital to ensure that the location of the hubs do not include the same risk factors since a single cause can interrupt both hubs at the same time. Nevertheless, the choice of the hub node might be driven by other factors, such as the location of the dominant sources of traffic (e.g., the presence of large data centers) and interfacing with the metro-core network. The impact of different hub node locations is evaluated by considering five possibilities for the hub node in topology A, which are shown in Fig. 3.14(a). Figure 3.18 presents the normalized transceiver cost for all
five cases, considering the two transceiver types (P2MP and P2P) and whether to enforce link protection or not. The results presented were obtained for an average traffic load of 3 SCs . The highest P2MP transceiver cost occurs when node 5 is selected as the hub, whereas the minimum P2MP transceiver cost is obtained when node 1 is chosen. The cost when using P2P transceivers follows the same trend as that observed with P2MP devices; that is, allocating the hub to a node in the network periphery usually results in higher transceiver cost than when the hub is closer to the center. The cost savings from using P2MP transceivers instead of P2P ones are between $29 \%$ and $42 \%$. Therefore, these results also provide evidence that the cost advantage of using P2MP transceivers is preserved, regardless of the hub location.

The number of transceivers discriminated per rate for protected P2MP, and P2P scenarios for topology A and optimistic cost profile are shown in Fig. 3.19. In the P2MP scenario, the number of 400G transceivers increases proportionally to the total traffic load. The 100G transceivers also scale with the requirements of leaf nodes, whereas the number of 25 G transceivers used is kept at similar levels (only being useful when the usage of 100G transceivers would result in significant capacity under-utilization). With P2P transceivers, there is limited ability to simultaneously address the transceiver under-utilization problem and hub router footprint waste. Particularly, deploying higher data-rate P2P transceivers can aggravate the former, whereas deploying lower data-rate P2P transceivers exacerbates the latter. Conversely, P2MP transceivers enable exploiting low-capacity or medium-capacity transceivers at leaf nodes without an increase in line port usage at the hub node.

### 3.9 Conclusion

DSCM-based P2MP transceiver architecture and the application of these devices in ROADMbased and filterless networks have been studied. Different protection scenarios also have been studied. The result showed that P2MP transceivers could reduce transceivers' cost in unprotected and protected scenarios as higher capacity transceivers offer cheaper per bit transported and reduce over-provisioning. In addition, using P2MP transceivers offers several benefits, including the simplification of network architecture, a smaller footprint for routers, and reduced power consumption at hub routers.
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Fig. 3.17 (a) Normalized P2MP transceiver cost for topology A and corresponding savings compared to the P2P approach, and (b) normalized P2MP transceiver cost for topology D and corresponding savings compared to the P2P approach for the conservative cost profile (with permission from [J1] ©Optica Publishing Group).


Fig. 3.18 Normalized transceiver costs for different hub locations in topology A (with permission from [J1] ©Optica Publishing Group).


Fig. 3.19 Number of P2P and P2MP transceivers in protected scenario versus traffic loads for topology A and optimistic cost profile (with permission from [J1] ©Optica Publishing Group).

## Chapter 4

## Multi-period Planning Using Point to MultiPoint Transceivers

### 4.1 Introduction

Optical networks often change over time due to the evolution of demands and technologies. Therefore, the design and optimization of networks can be constrained to those factors as well as financial limitations. For example, higher data rate transceivers are cheaper considering the cost per transported bit but become available later. Additionally, each generation of transceivers has a finite lifespan, and their deployment is halted after some time as their competitive edge deteriorates. Due to this fact and volume discounts, the price of a particular transceiver generation usually drops steadily during its lifespan. These findings motivate operators to delay capacity upgrades. However, implementing this strategy requires more frequent capacity increases, resulting in higher operating costs and increased risk of degrading service quality.

Greenfield deployment refers to designing, installing, and setting network infrastructure in a location where none previously existed. A brownfield deployment, on the other hand, is an upgrade or expansion of an existing infrastructure employing legacy components.

In this chapter, which is based on my publications [J2] and [C5], we first study crucial components of multiperiod planning. Then, we investigate the long-term cost-effectiveness of point-to-multipoint transceivers as traffic increases per leaf node. Finally, different planning strategies are implemented using the ILP method for P2MP transceivers deployment.

### 4.2 Technology Evolution

The term evolution of technology means how technology has been evolving. All technologies are born to serve purposes. Since the advent of the internet in the 1970s, we have witnessed massive changes in human civilizations and widely spread applications worldwide thanks to constant technological advances.

Wright established the concept of learning curves (experience curves) (1936). Using actual evidence, he discovered that unit costs for different inputs, when compared to the cumulative output of airplanes, decrease exponentially as cumulative production increases. This heavily connects to so-called growing returns, non-convexities, and the path dependence of technological improvements with the possibility of "lock-in" states. As a result, pure market mechanisms fail to choose new "expensive" technologies that may become "cheap" and environmentally friendly if early investments are appropriately made. The learning curve depicts the investment required to make the new technology competitive with mature, inexpensive technologies but needs to indicate when the break-even point will be reached [130]. It is worth noting that the transition from "old" to "new" infrastructures is not instantaneous most of the time. Different generation infrastructures coexist during the transitional period [131].

The histories of communication technologies, including standard mail, the telegraph, the telephone, and the Internet, have similar patterns. Specifically, the typical story for each service is that quality improves, prices decline, and utilization rises, resulting in increased total revenues [132]. Internet \& Television Association (INTA) research reported that the price per megabit per second of cable broadband service has decreased by $98 \%$ over the past two decades, falling from a mean of $\$ 28.13$ in 2000 to $\$ 0.64$ in 2020. In this period, the metal-oxide-semiconductor field-effect (MOSFET) transistor size decreased from around 150 nm to 5 nm (about $97 \%$ decrease). This remarkable improvement is often referred to as Moor's law [133].

### 4.3 Internet Traffic Characteristics

By 2022, global IP traffic will reach an annual run rate of 4.8 zettabytes per year which shows an 11 -fold increase from 2012 and a 3-fold increase from 2017, representing about $30 \%$ growth annually [134]. However, the growth rate is different among different network segments. Network capacity is moving closer to the edge, and almost one-third of capacity will bypass the core entirely by 2022, mainly due to storing content at the edges of the ISP networks [135]. End users would retrieve content within the metro network, avoiding
increasing the capacity at the peering points. Edge-to-edge node traffic constitutes less than $1 \%$ of the overall traffic flow received by a hub node, according to assessments of Orange's metropolitan networks[135].

Moreover, the use of internet traffic is not flat over time. Busy internet traffic is predicted to be nearly six times greater than average by 2022 [134].

### 4.4 Long-term Cost-effectiveness of Point to Multipoint Transceivers

We discussed in chapter. 3 that in metro-aggregation networks, traffic at leaf nodes is small while it is significant at the hub note. We showed that P2MP transceivers could be a costeffective solution in these networks taking advantage of high data rate coherent transceivers. However, the traffic has been increasing over the years, and the question is whether P2MP transceivers can continue delivering such cost-efficiency.

We assume 800 G and 1.2 T are next-generation P2MP transceivers. The cost of transceivers, which is obtained using the formula presented in section 3.7.3, and the corresponding number of SCs are tabulated in Table. 4.1.

Table 4.1 Transceiver cost per data rate type (assuming $A=\frac{1}{4}, B=\frac{1}{2}$ ) ([C5] © 2022 IEEE)

| Data Rate | 1.2 T | 800 G | 400 G | 100 G |
| :--- | :--- | :--- | :--- | :--- |
| Number of SCs | 48 | 32 | 16 | 4 |
| Cost | 1.73 | 1.41 | 1 | 0.5 |

### 4.4.1 Optimization Framework

The P2MP optimization framework tries to identify the most cost-effective P2MP transceiver configuration for a particular traffic distribution and metro-aggregation network topology, assuming nodes based on optical splitter/combiner devices and wavelength blockers. In order to achieve this, we developed an integer linear programming (ILP) model. Below are laid out the model's input parameters and decision variables.

## Input Parameters

- $G(V, E)$ : network graph with nodes $u, i, j \in V$ and links $l=(i, j) \in E$.
- $V^{-}$: a subset of $V$ defining leaf nodes (set of all nodes minus the hub node, $N=|V|-1$ ).
- $W_{i j}$ : length of $\operatorname{link}(i, j) \in E$.
- $T(u)$ : number of $25 \mathrm{~Gb} / \mathrm{s}$ data rate required by leaf node $u$. This is assumed to be the maximum required traffic of downstream and upstream directions.
- $L_{r}$ : maximum reach with highest order modulation format (16QAM).
- $O_{h}$ : set of transceivers used at the hub node.
- $O_{l}$ : set of transceivers used at the leaf nodes.
- $C_{o}$ : cost of transceiver type $o$.
- $D_{o}$ : maximum data rate in terms of number of 25 G (with the highest modulation format) of transceiver type $o$.
- $B$ : very large positive number.


## Decision Variables

- $f_{i j}$ : positive integer variable indicating flow from node $i$ to $j$.
- $x_{i j}$ : 1 if link $(i, j) \in E$ is selected for tree, 0 otherwise.
- $y_{i j}^{u}: 1$ if edge $(i, j) \in E$ is in the path from leaf $u$ to the hub, 0 otherwise.
- $M_{1 u}: 1$ if path from leaf $u$ to the hub is longer than $L_{r}$ (QPSK), 0 otherwise.
- $M_{2 u}: 1$ if path from leaf $u$ to the hub is shorter than $L_{r}(16 \mathrm{QAM}), 0$ otherwise.
- $\Delta_{1 o}$ : number of transceivers of type $o$ used at the hub with QPSK modulation format.
- $\Delta_{2 o}$ : number of transceivers of type $o$ used at the hub with 16QAM modulation format.
- $\delta_{o u}$ : number of transceivers of type $o$ used at leaf node $u$.

The objective of the ILP model is to minimize the total transceivers' cost:

$$
\begin{equation*}
z=\sum_{o \in O_{h}} \Delta_{1 o} \times C_{o}+\sum_{o \in O_{h}} \Delta_{2 o} \times C_{o}+\sum_{u \in V^{-}} \sum_{o \in O_{l}} \delta_{o u} \times C_{o} \tag{4.1}
\end{equation*}
$$

subject to

$$
\begin{gather*}
\sum_{(i, j) \in E} x_{i j}=N,  \tag{4.2}\\
\sum_{j} f_{i j}^{t}-\sum_{j} f_{j i}^{t}= \begin{cases}N & i=H u b, \\
-1 & \forall i \in V^{-},\end{cases}  \tag{4.3}\\
f_{i j} \leq N x_{i j} \quad \forall(i, j) \in E,  \tag{4.4}\\
f_{j i} \leq N x_{i j} \quad \forall(i, j) \in E,  \tag{4.5}\\
B M_{1 u} \geq \sum_{(i, j) \in E} W_{i j} y_{i j}^{u}-L_{r} \quad \forall u \in V^{-},  \tag{4.6}\\
M_{1 u}+M_{2_{u}}=1 \quad \forall u \in V^{-},  \tag{4.7}\\
\sum_{o \in O_{l}} \delta_{o u} D_{o} \geq T(u)\left[M_{1 u}+1\right] \quad \forall u \in V^{-},  \tag{4.8}\\
\sum_{o \in O_{h}} \Delta_{1 o} D_{o} \geq \sum_{u} 2 T(u) M_{1 u},  \tag{4.9}\\
\sum_{o \in O_{h}} \Delta_{2 o} D_{o} \geq \sum_{u} T(u) M_{2 u} . \tag{4.10}
\end{gather*}
$$

Constraint (4.2) guarantees that the size of the tree is equal to the number of leaf nodes (assuming all leaf nodes have to be connected to the hub). According to constraint (4.3), $N$ flow units are distributed by the hub node, and all $N$ leaf nodes receive precisely one flow unit. Flows can only be on trees not surpassing the total amount of flows by constraints (4.4-4.5). These constraints create spanning trees by fulfilling the tree criteria via a single commodity approach [128]. For the sake of simplicity but without loss of generality, we assume that the QPSK modulation format is feasible for paths longer than $L_{r}=500 \mathrm{~km}$; for paths shorter than that, 16QAM can be used. Constraints (4.6) and (4.7) determine if a QPSK or 16QAM
modulation format is used. $M_{1 u}\left(M_{2 u}\right)$ takes the value of 1 if the path to the leaf node requires the QPSK (16QAM) modulation format. Note that it is assumed that all the SCs transmitted/received by a transceiver must use the same modulation format. Constraints (4.84.10) count the number of required transceivers per type at the leaf and hub nodes according to the modulation format selected.

Again like the formulations provided in Chapter 3, the ILP model can also be adapted to model the case of P2P transceivers. In this case, transceiver pairs (operating at the same data rate) must be installed at the leaf and hub nodes. This scenario can be modeled by removing constraints (4.9), (4.10) and the first two terms of objective function (4.1) and multiplying the third term, which corresponds to leaf node transceivers cost, by a factor of two.

### 4.4.2 Results and Discussion I

In this section, we provide a detailed analysis of the performance of DSCM-based P2MP transceivers with varying data rates in a metro-aggregation mesh network. Table 4.2 presents four different scenarios regarding the types of P2MP transceivers that can be utilized at the leaf and hub nodes. It models the possible evolution of consecutive transceiver generations.

Table 4.2 Transceiver data rate scenarios ([C5] © 2022 IEEE).

| Scenario | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ |
| :--- | :--- | :--- | :--- | :--- |
| Hub | 400 G | 800 G | 1.2 T | 1.2 T |
| Leaf | 100 G | 100 G | 100 G | $400 \mathrm{G}, 100 \mathrm{G}$ |

A non-uniform traffic pattern is assumed: the number of 25G data rates each leaf node requires is randomly selected from the set of $[x, x+4]$, where $x$ takes the value of $\{1,2,3,4,5,6,7,8\}$ to cover a broad range of traffic load conditions. In the following, we use the average number of 25 G data demands per leaf node to ease the display of results. The results shown in this section are the average value of 10 independent Monte-Carlo simulations. In other words, the process of generating traffic and solving the problem is done ten times, and then the average figure of the costs is reported.

Figure 4.1(a) shows the cost of transceivers deployed at the hub. As expected, when traffic increases from 3 SCs to 10 SCs , the hub node transceivers' cost increases almost linearly. However, Scenario 1 (yellow), which utilizes 400G transceivers at the hub, leads to the highest cost, while the other scenarios benefit from the higher capacity 800 G and 1.2 T transceivers to reduce the cost at the hub. Particularly at higher traffic loads, Scenarios 3 (blue) and 4 (black) provide the lowest cost by exploiting the decrease in cost per bit enabled by 1.2T transceivers. The cost of transceivers at the leaf nodes is presented in Fig. 4.1(b).
M. Mohammad Hosseini, PhD Thesis, Aston University 2023.

At low to moderate traffic loads, and because only 100G transceivers are used at the leaf nodes, all four scenarios result in a similar cost. Notably, the advantage of also making 400G transceivers available for deployment at these nodes (Scenario 4) becomes evident for traffic loads larger than 6 SCs . According to the model used to generate traffic, an average traffic load above 6 SCs implies that the traffic load will go beyond 8 SCs (i.e., $>200 \mathrm{G}$ when using 16QAM) for some leaf nodes. This is a threshold above which a 400G transceiver becomes less costly than using (three or more) 100G transceivers, according to the transceiver cost model employed in this work. In our analysis, the Monte Carlo method indicates that 90\% confidence intervals tend to be around $5 \%$ of the average.


Fig. 4.1 Cost of transceivers deployed at (a) the hub and (b) the leaf nodes versus average traffic loads ([C5] © 2022 IEEE).

The cost savings of using P2MP instead of P2P transceivers is defined as $\frac{\operatorname{Cost}(P 2 P)-\operatorname{Cost}(P 2 M P)}{\operatorname{Cost}(P 2 P)} \times$ 100. Figure 4.2(a) illustrates the savings achieved compared to the case where only 100G P2P transceivers are used. Using higher data rate transceivers at the hub generally leads to more impressive savings. Moreover, transceiver savings for Scenarios 1-3 (yellow, magenta, blue) are fairly constant while traffic increases, whereas Scenario 4 (black) savings become more pronounced from 6 to 10 SCs . As discussed above, this is a consequence of being able to exploit 400G transceivers at leaf nodes with very high traffic requirements (larger than 6 SCs ). To have a fair comparison with traditional P2P approaches, we present in Fig. 4.2(b) the savings of the P2MP scenarios compared to the P2P case where 400G and 100G transceivers are available simultaneously. These results highlight that if, in both cases (P2MP and P2P), 100G and 400G transceivers can be used at the leaf nodes (Scenario 4), P2MP enables considerable savings (i.e., between $30 \%$ and $40 \%$ ) up to very high traffic
loads. This provides evidence that, in the long term, P2MP transceivers will continue to hold their advantage over traditional P2P transceivers in metro-aggregation networks.


Fig. 4.2 P2MP transceiver savings compared to (a) 100G P2P and (b) the combination of 100G and 400G P2P transceivers versus average traffic loads ([C5] © 2022 IEEE).

### 4.5 Multiperiod Planning Scenarios

Network operators must consistently plan to deploy resources in response to the growing demand for traffic. However, several factors can affect planning, including uncertainty in traffic prediction, technology shifts, and budget limitations. For instance, higher data rate transceivers become available later but offer a per bit/s cost advantage. Moreover, each transceiver generation has a limited lifespan, discontinued after a number of years because their competitive advantage eroded. This fact, coupled with volume discounts, means that the price of a given transceiver generation gradually decreases during that lifespan. These observations encourage operators to postpone capacity upgrades. However, this approach means more frequent capacity upgrades, increasing operational expenses and affecting the quality of service. We assume a five-year planning scenario in which 800G and 1.2T transceivers only become available in the market after the second and fourth years, respectively.

Three different multi-period planning scenarios are modeled: (i) all-period planning, (ii) incremental or single-period planning, and (iii) extended-period planning. The all-period planning considers the traffic forecast for all periods and is best suited when there is high confidence in that prediction. On the contrary, single-period planning is used when there
is low confidence in traffic predictions and/or near-term investments are to be kept to a minimum. Extended-period planning sits between these extreme cases, assuming traffic predictions are relatively reliable over three years.

There are two ways to manage leaf node transceivers. One way is to keep a transceiver in place for the rest of the planning period once it's been deployed in a leaf node, which is called the unmovable transceiver strategy in this paper. The other way is to move a transceiver to a different leaf node in the future if it enables the reduction of CAPEX (the movable transceiver scenario). Note that each time a leaf node is upgraded, either by removing or deploying a transceiver, it is necessary to visit the leaf site. Therefore, the chosen approach can affect both CAPEX and OPEX (the latter is measured as the number of site visits).

### 4.5.1 Optimization Framework

This section proposes a novel optimization framework to identify the most cost-effective P2MP transceiver configuration under filterless architecture constraints for a particular planning scenario, network, and traffic load. The main input parameters and decision variables of the ILP model are described below.

## Input Parameters

- $G(V, E)$ : network graph with nodes $u, i, j \in V$ and links $l=(i, j) \in E$.
- $V^{-}$: a subset of $V$ defining leaf nodes.
- $W_{i j}$ : length of the $\operatorname{link}(i, j) \in E$.
- $S$ : set of planning periods.
- $T_{u}^{s}$ : number of $25 \mathrm{~Gb} / \mathrm{s}$ data rates required by leaf node $u$ in period $s$. This is assumed to be the maximum required traffic of downstream and upstream directions.
- $L_{r}$ : maximum reach with highest-order modulation format (16QAM).
- $O_{h}, O_{l}$ : sets of transceivers that can be used at the hub and leaf nodes.
- $C_{o}^{S}$ : relative cost of transceiver type $o$ in period $s$.
- $D_{o}$ : maximum data rate in terms of the 25 G number (with the highest modulation format) of the transceiver type $o$.
- $B$ : very large positive number.
- $J(s)$ : weighting factor of period $s$ determining the importance of each period.
- $Q(s)$ : cost decline parameter for period $s$.


## Decision Variables

- $f_{i j}$ : positive integer variable that indicates the flow from node $i$ to $j$.
- $x_{i j}: 1$ if the link $(i, j) \in E$ is selected for the tree, 0 otherwise.
- $y_{i j}^{u}: 1$ if edge $(i, j) \in E$ is in the path from leaf $u$ to the hub, 0 otherwise.
- $M_{1 u}: 1$ if the path from leaf $u$ to the hub is longer than $L_{r}$ (uses QPSK), 0 otherwise.
- $M_{2 u}: 1$ if the path from leaf $u$ to the hub is shorter than $L_{r}$ (uses 16QAM), 0 otherwise.
- $\Delta_{1 o}^{s}$ : cumulative number of transceivers of type $o$ used in period $s$ at the hub with QPSK modulation format.
- $\Delta_{1 o}^{\prime s}$ : integer number indicating the number of transceivers of type $o$ added in period $s$ in the hub with the QPSK modulation format.
- $\Delta_{20}^{s}$ : cumulative number of transceivers of type $o$ used in period $s$ at the hub with 16QAM modulation format.
- $\Delta_{20}^{\prime s}$ : integer number indicating the number of transceivers of type $o$ added in period $s$ in the hub with the 16QAM modulation format.
- $\delta_{o u}^{s}$ : cumulative number of transceivers of type $o$ used in period $s$ at leaf node $u$.
- $\delta_{o u}^{\prime s}:$ integer number indicates the number of transceivers of type $o$ added in period $s$ in leaf $u$.

The objective of the ILP model is to minimize the total transceivers' cost:

$$
\begin{equation*}
z=\sum_{s \in S} Q(s) J(s)\left[\sum_{o \in O_{h}}\left(\Delta_{1 o}^{\prime s}+\Delta_{2 o}^{\prime s}\right) \times C_{o}^{s}+\sum_{u \in V^{-}} \sum_{o \in O_{l}} \delta_{o u}^{\prime s} \times C_{o}^{s}\right], \tag{4.11}
\end{equation*}
$$

subject to

$$
\begin{gather*}
\sum_{(i, j) \in E} x_{i j}=N,  \tag{4.12}\\
\sum_{j} f_{i j}^{t}-\sum_{j} f_{j i}^{t}= \begin{cases}N & i=H u b, \\
-1 & \forall i \in V^{-},\end{cases}  \tag{4.13}\\
f_{i j} \leq N x_{i j} \quad \forall(i, j) \in E,  \tag{4.14}\\
f_{j i} \leq N x_{i j} \quad \forall(i, j) \in E, \tag{4.15}
\end{gather*}
$$

$$
\begin{gather*}
B M_{1 u} \geq \sum_{(i, j) \in E} W_{i j} y_{i j}^{u}-L_{r} \quad \forall u \in V^{-},  \tag{4.16}\\
M_{1 u}+M_{2_{u}}=1 \quad \forall u \in V^{-},  \tag{4.17}\\
\sum_{o \in O_{l}} \delta_{o u}^{s} D_{o} \geq T_{u}^{s}\left[M_{1 u}+1\right] \quad \forall u \in V^{-}, \forall s \in S,  \tag{4.18}\\
\sum_{o \in O_{h}} \Delta_{1 o}^{s} D_{o} \geq \sum_{u \in V^{-}} 2 T_{u}^{s} M_{1 u} \quad \forall s \in S,  \tag{4.19}\\
\sum_{o \in O_{h}} \Delta_{2 o}^{s} D_{o} \geq \sum_{u \in V^{-}} T_{u}^{s} M_{2 u} \quad \forall s \in S,  \tag{4.20}\\
\delta_{o u}^{s}=\delta_{o u}^{s}-\delta_{o u}^{s-1} \quad \forall u \in V^{-}, \forall o \in O_{l}, \forall s \in S,  \tag{4.21}\\
\Delta_{1 o}^{\prime s}=\Delta_{1 o}^{s}-\Delta_{1 o}^{s-1} \quad \forall o \in O_{h}, \forall s \in S,  \tag{4.22}\\
\Delta_{2 o}^{s}=\Delta_{2 o}^{s}-\Delta_{2 o}^{s-1} \quad \forall o \in O_{h}, \forall s \in S \tag{4.23}
\end{gather*}
$$

Constraint (4.12) ensures that the size of the tree is equal to the number of leaf nodes $N$ (assuming all leaf nodes have to be connected to the hub). According to constraint (4.13), $N$ units of flow are distributed by the hub node, and all $N$ leaf nodes receive precisely one unit of flow. Flows can only be on trees that do not exceed the total number of flows by constraints (4.14-4.15). These conditions create a spanning tree by fulfilling the criteria of the tree through a single commodity approach [128]. We consider that the quadrature phase-shift keying (QPSK) modulation format is feasible for paths longer than $L_{r}=500 \mathrm{~km}$, while for paths shorter than that, 16QAM can be used. Note that using QPSK instead of 16QAM halves the capacity per SC. Constraints (4.16) and (4.17) specify if QPSK or 16QAM modulation format can be used. $M_{1 u}\left(M_{2 u}\right)$ takes the value of 1 if the path to the leaf node requires the QPSK (16QAM) modulation format. Note that it is assumed that all SCs transmitted/received by a transceiver must use the same modulation format. Constraints (4.18-4.19) measure the cumulative number of required transceivers while constraints (4.21-4.22) count the number of transceivers added in period $s$ per type at the leaf and hub nodes according to the modulation format selected.

The scenario of movable transceivers can be implemented by adding Eq. (4.24) to the set of constraints and letting $\delta_{o u}^{\prime s}$ take both positive and negative integer values, allowing the number of transceivers of a given type to increase or decrease at each leaf node.

$$
\begin{equation*}
\sum_{u \in V^{-}} \delta_{o u}^{\prime s}=\left[\sum_{u \in V^{-}}\left(\delta_{o u}^{s}-\delta_{o u}^{s-1}\right)\right] \geq 0 \quad \forall o \in O_{l}, \forall s \tag{4.24}
\end{equation*}
$$

The ILP model can also be modified to design the network with P2P transceivers. In this case, the leaf and hub nodes must have transceiver pairs that operate at the same data rate. Therefore, we can model it by removing the first term of the objective function (4.1) and doubling the second term of this function.

Table 4.3 presents the baseline cost matrix for all transceivers considered in this study based on the model provided in 3.7.3. A very high value (e.g., 1000) is used in the ILP formulation when a transceiver is not available.

Table 4.3 Relative transceiver cost per data rate by year without considering cost discount (with permission from [J2] © Optica Publishing Group).

|  | $\mathbf{1 0 0 G}$ | $\mathbf{4 0 0 G}$ | $\mathbf{8 0 0 G}$ | $\mathbf{1 . 2 T}$ |
| :--- | :--- | :--- | :--- | :--- |
| Year 1 | 0.5 | 1 | Unavailable | Unavailable |
| Year 2 | 0.5 | 1 | 1.41 | Unavailable |
| Year 3 | 0.5 | 1 | 1.41 | Unavailable |
| Year 4 | 0.5 | 1 | 1.41 | 1.73 |
| Year 5 | 0.5 | 1 | 1.41 | 1.73 |

The weighting factor $J(s)$ is introduced in the objective function (Eq. 4.11) to model the relevance of each planning period in the CAPEX optimization. For instance, if $J(s)$ takes a much larger number ( 100 times larger for instance) for a given year with respect to that for the remaining years (e.g., first year), then the model will give preference to minimizing CAPEX in that particular year. For extended period planning the values of $J(s)$ for the five years can be selected as $[100,100,100,1,1]$. With this definition, we ensure that first three years are priority to be optimized and then the next two years.

Given pricing policies such as customer-driven pricing, price skimming, and premium pricing, transceivers' cost usually declines after they reach the market. We considered a $10 \%$ reduction per year after they become available in the market by setting the cost decline to $Q(s)=0.9^{s-1}$ in Eq. (4.11), where $s$ varies from 1 to 5 .

### 4.5.2 Results and Discussion II

This section investigates the performance of DSCM-based P2MP transceivers during a five-year planning span under different scenarios. It compares the outcome with employing traditional P2P transceivers in the metro-aggregation reference network depicted in Fig.3.14(a), and node 1 is the hub node.

A Poisson distribution with a mean value of 100 G is used to construct the first traffic pattern. For each leaf node, the annual growth rate is set at a random number between $35 \%$ and $45 \%$ for different periods. This way of traffic definition, along with the use of Monte Carlo simulations, gives confidence to the results against uncertainty in the traffic load definition, as it covers up to $10 \%$ traffic variations in different years and in different leaf nodes. There are other ways to deal with traffic uncertainty, such as analyzing unexpected traffic changes [136] or predicting traffic using machine learning methods [137]. To facilitate the interpretation of the data from the reader, we express the average traffic load per leaf node in terms of multiples of 25 G .

Figure 4.3(a) depicts the total cost of transceivers for the three scenarios outlined in Section 4.5 while considering the unmovable strategy. The starting cost is higher with allperiod planning, but the cost growth is slower, resulting in the lowest cost in the final periods. This is expected because this method prioritizes minimizing the final CapEx, even if it means settling for a less optimum solution in the early stages due to capacity over-provisioning (i.e., higher capacity transceivers deployed to satisfy low/moderate initial traffic requirements). The costs of extended and single-period planning in the first two years are comparable. However, because of decisions that are not optimal in the long run, single-period planning becomes less cost-effective over time. Interestingly, extended-period planning outperforms all-period planning until the third period, resulting in a greater cumulative cost than all-period planning afterward.

Figure 4.3(b) illustrates the cost reductions achieved using P2MP transceivers against P2P transceivers. It should be noted that the traffic requirements between the hub and a single leaf node only justify adopting 100G and 400G data rates in the P2P scenario. At a glance, the amount of savings is between $20 \%$ and $32 \%$ in different planning strategies. All-period P2P planning initially deploys a greater number of 400G transceivers, reducing the need to replace the transceivers in subsequent years. This clarifies why the savings are higher at the start and lower at the end of the planning cycle. The amount of CapEx saved with the other two planning options is less dependent on the planning years. It can be seen that P2MP transceivers grant the highest cost savings when adopting single-period planning in the final period. The variation of results among the instances of single-period planning is higher than the other two scenarios, but still the $90 \%$ confidence interval is about $6.6 \%$ of the average at maximum.

The effects of being able to relocate transceivers across leaf nodes throughout various planning periods are evaluated in the following results. Figure 4.4(a) shows the advantage of the movable P2MP transceiver approach compared to the non-movable one in terms of cost reduction. Additionally, an OpEx-elated metric, the number of site visits to deploy/swap


Fig. 4.3 (a) P2MP transceiver cost for all-period, extended-period, and single-period planning, and (b) the amount of savings compared to the corresponding P2P transceiver approaches (with permission from [J2] © Optica Publishing Group).
transceivers - is depicted in Fig. 4.4(b). The possibility of moving transceivers between leaf nodes reduces the cost of all-period planning by roughly $13 \%$ at first (reduced overprovisioning compared to the unmovable transceiver strategy), but there are no meaningful benefits for the next four years. However, in order to have this early CapEx decrease, site visits increase from 44 to 78 ( $77 \%$ increase). In the last planning periods, there have been significant improvements in both extended-period and single-period planning methods. Compared to the unmovable transceiver strategy, CapEx is cut by $\sim 12 \%$ at the end of the planning cycle, whereas OpEx increases by $\sim 8 \%$ for extended-period planning. The single-period planning strategy results in a nearly $14 \%$ reduction in CapEx and a marginal reduction in OpEx. Single-period planning always necessitates more site visits, followed by extended-period planning, whereas all-period planning requires fewer visits (benefit from adopting higher data rate transceivers early on).

To gain further insight into how movable and unmovable strategies affect the final solutions, Table 4.4 provides information on the number of transceivers deployed of each type for one of the traffic load sets in the single-period planning strategy. Both unmovable and movable transceivers' strategies deploy the same number of transceivers in the first and second years. Yet, due to rising traffic, the unmovable transceiver approach continues to add additional 100G transceivers in the following years. The movable transceiver strategy, in contrast, moves existing transceivers, particularly 100G transceivers, between leaf nodes (the number of displaced transceivers is specified in parentheses). As a result, even if only traffic


Fig. 4.4 (a) Cost reduction of the movable transceiver approach compared to unmovable transceivers for different planning strategies and (b) their number of visits to the leaf nodes (with permission from [J2] © Optica Publishing Group).
for the next year is planned, the low data rate transceiver count can be reduced by facilitating transceiver reuse. In summary, all-period planning can result in the lowest transceiver cost and the fewest leaf site visits at the end of the five-year planning period in situations where the traffic forecast is available for all five years. On the other hand, the movable transceiver strategy enables a significant reduction in transceiver cost in the event that extended-period or single-period planning is selected based on specific circumstances (e.g., traffic uncertainty and initial budget constraints).

Table 4.4 Number of transceivers added per type at leaf nodes in unmovable and movable transceivers approaches (with permission from [J2] © Optica Publishing Group).

|  | Year 1 | Year 2 | Year 3 | Year 4 | Year 5 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Unmovable | $44 \times 100 \mathrm{G}$ | $14 \times 100 \mathrm{G}$ | $13 \times 100 \mathrm{G}$ | $22 \times 100 \mathrm{G}$ | $34 \times 100 \mathrm{G}$ |
| Transceivers |  |  |  |  |  |$\quad$|  |  |  |  |
| :--- | :--- | :--- | :--- |
| Movable <br> Transceivers | $44 \times 100 \mathrm{G}$ | $14 \times 100 \mathrm{G}$ | $5 \times 400 \mathrm{G}$ <br> $(8 \times 100 \mathrm{G})$ |

Sometimes, the cost of visits is considerable, and it is necessary to investigate all aspects of the scenarios carefully. One way is by running a Pareto analysis [138] on different possibilities of the OpEx and the CapEx. Eq. (4.1) in the ILP model can be replaced by Eq. (4.25):

$$
\begin{equation*}
z=C a p E x+w \times O p E x \tag{4.25}
\end{equation*}
$$

where CapEx is the total CapEx in Eq. (4.1) and $O p E x$ is the number of visits. By varying weight $w$, different pairs of OpEx-CapEx can be calculated since the importance of OpEx and CapEx is changed in the objective function. Decision-making can then select the most suitable solution based on predefined criteria. Fig. 4.5 shows the OpEx (in terms of the number of visits) against normalized CapEx in all-period planning when the approach of unmovable transceivers is used for four different sets of traffic demands. As can be seen, there is a trade-off between CapEx and OpEx. The results confirm that minimizing CapEx and OpEx can be conflicting. In these cases, the OpEx ranges between 30 and 46 visits, while the CapEx changes from about 50 to 66 . Reducing the OpEx (associated to the number of site visits) from 45 to around 33 is possible at the expense of a CapEx (transceiver cost) increase from about 52 to 54 on average.


Fig. 4.5 OpEx vs. CapEx relation in unmovable all-period planning for four traffic sets (with permission from [J2] © Optica Publishing Group).

### 4.6 Conclusion

Network operators are willing to make sure that a solution holds its advantages over a long time. In this chapter, the multi-period planning of the P2MP solution is studied. Short-term, mid-term, and long-term planning (five years) have been analyzed using an ILP framework. Usually, the short-term benefits only sometimes lead to long-term benefits. Constraints on technology evolution and traffic prediction confidence can affect decisions related to CapEx deployment. We showed that moving transceivers from one site to another can help tackle overprovisioning or underutilization, especially in short- and mid-term planning approaches.

## Chapter 5

## Horseshoe Architecture For Point-to-Multipoint Transceivers Deployment

### 5.1 Introduction

Passive optical networks (PON), the most deployed filterless networks, are usually in the form of a single-stage tree or multistage tree typologies, which are often created by P2MP infrastructure [139]. Customers can access more bandwidth thanks to P2P technology, but P2MP is less expensive per subscriber and does require less active equipment. However, metro-aggregation networks usually have ring [140], horseshoe [141, 142]topologies. Filterless optical networks are briefly discussed in Section 3.8, but we discuss it in more detail in this chapter. Horseshoe networks are responsible for aggregating traffic in metropolitan regions. They comprise two hub nodes and several leaf nodes. Traffic from leaf nodes is aggregated at Hub nodes, which are usually connected to the core networks. The existence of two hub nodes can enable link and hub protection.

This chapter is dedicated to filterless horseshoe network design for P2MP transceivers deployment based on our publications [J3] and [C8]. We first study different architectures of horseshoe topologies; then, we discuss the constraints of filterless horseshoe typologies when deploying P2MP transceivers. In light of these, we provide an optimization framework for the physical design of horseshoe typologies using a drop-and-waste (D\&W) approach, including unbalanced splitters/combiners selection and amplifier placement that serves the DSCM-based P2MP deployment.

### 5.2 Horseshoe Topology

The horseshoe topology can be an optimized choice where the traffic pattern is hub-and-spoke. They might have different architectures, but the goal is to connect traffic aggregation nodes to core networks cost-efficiently and reliably.

The design of a Filterless Metropolitan Network (FMN) is described in [5]. The architecture operates in the C and L frequency bands, as shown in Fig. 5.1. Regarding L-band, FMN is filterless, but C-band FMN is filter-based. Two fibers connect the horseshoe's hub nodes to the horseshoe's leaf nodes. In either of these directions, each node's preconfigured fixed channels are already tuned to a specific frequency. Additionally, coherent transponders (Tx and Rx ) are incorporated in all nodes offering channels with varying bitrates, modulation schemes, and FEC. As WSS-based ROADMs, leaf nodes have filtering properties, but transit nodes have a Fixed Optical Add/Drop Multiplexer (FOADM) for C-band but no filter for L-band. Therefore, couplers are the only devices that are compatible with both bands. Leaf nodes also include splitters and EDFA amplifiers for signal management at this point. Hub nodes are interfaces to the network's core (backbone) and communicate with leaf nodes via broadcast.

In [143], FMN is protected by a C-band filterless configuration in which leaf nodes lack filters. Instead, FMN uses a single fiber for both upstream and downstream transmission.


Fig. 5.1 Dual-band MAN with filtered C-band and filterless unamplified L-band [5].
Networks with filterless architectures have their own drawbacks, such as waste of power and spectrum, and filterless horseshoe networks are no exception (these problems are discussed in more detail in the following sections). Usually, these networks are small enough that the loss of power and spectrum are not crucial. Another critical issue related to filterless architectures is that receivers might receive a large amount of power since many channels with different frequencies enter receivers due to the lack of filters in the network. One solution is implementing a simple filtering function inside the receivers to avoid nonlinearity effects in
photodiodes. Cugini et al. have shown that a receiver architecture encompassing a low-cost tunable integrated filter can increase reach by $40 \%$ in filterless horseshoe architectures [144]. In [145], a successful experimental demonstration of silicon-on-insulator filters for tackling the excessive power at receivers in these architectures has been presented.

### 5.3 Filterless Networks

A filterless network is based on the design of a collection of fiber links that optically connect all nodes employing passive optical splitters and combiners added to some nodes. The resulting filterless physical topology and network connectivity are dependent on the configuration of each node's splitter and combiner. A set of interconnected fibers forms a fiber tree. In addition, all fiber trees are optically isolated from one another and can therefore be addressed individually when physical impairments and wavelength assignment are taken into account. The filterless architecture complies with the drop-and-waste principle, whereby unfiltered signals continue propagating on all links in the fiber tree beyond the destination node due to the lack of active switching components.

Fig. 5.2 illustrates an example of a passive filterless network configuration for establishing five traffic demands [6]. As can be seen, two fiber trees are constructed (shown in red and green colors). Nodes 1, 2, 5, and 6 are located on both trees, while nodes 3 and 4 have access to only a single tree. Therefore, no route can be found for any potential demands for source-destination pair 3-4 in case trees are optically isolated.

| Demands | S-d pair | \# of slots |
| :---: | :---: | :---: |
| D1 | $1 \rightarrow 6$ | 3 |
| D2 | $2 \rightarrow 6$ | 2 |
| D3 | $3 \rightarrow 5$ | 2 |
| D4 | $6 \rightarrow 2$ | 4 |
| D5 | $5 \rightarrow 4$ | 4 |



Fig. 5.2 Illustrative example of constructing two trees on top of 6-node topology or accommodating 5 demands [6].

Establishing a lightpath for all possible source-destination pairs in a meshed topology is only possible when all nodes are located on single or more spanning trees. Single-spanning tree solution has two significant drawbacks. Firstly it wastes a huge amount of spectrum as the frequency spectrum of all demands occupies all links across the tree. In addition, some of the optical fibers might be unused. Secondly, the size of the tree is extensive as it is spanned across the network. This may lead to a large amount of loss when optical signals propagate because of more splits into branches. Constructing more than one spanning tree requires large connectivity. A network with $N$ nodes can have $N(N-1) / 2$ links at maximum when it is fully meshed. Considering that each spanning tree comprises $N-1$ links, the necessary condition for the existence of $k$ spanning trees is as follows:

$$
\begin{equation*}
\frac{N(N-1)}{2} \geq k(N-1) \Rightarrow N \geq 2 k \tag{5.1}
\end{equation*}
$$

The smallest topology that can support two spanning trees $(k=2)$ is a 4-node fully meshed topology that is depicted in Fig. 5.3(a). Trees, which are shown in green and red colors, are totally disjoint. Note that every node is reachable to every other node using each tree. However, the shortest paths might be located on different trees, as shown in the table.

Fig. 5.3 (b) shows two spanning trees for a 5-node topology that comprise eight links overall and their shortest paths in the table embedded. It is worth reminding that using a single tree leads to longer shortest paths and a larger waste of spectrum. In the following, possible solutions to issues related to protection and spectrum and power waste will be discussed.

Rooted trees can be used in the hub-and-spoke traffic pattern in which all traffic goes to and comes from one hub. A tree with one vertex identified as the root is called a rooted tree. In a directed rooted tree, the edges have been given a natural orientation, either away from or towards the root. An arborescence, or out-tree, is a directed-rooted tree oriented away from the root; an anti-arborescence, or in-tree, is oriented toward the root [146].

### 5.3.1 Protection

The filterless network solutions can be identified by their inherent protection ratio, which is the proportion of all source-destination (s-d) node pairs in the network that are connected by at least two link-disjoint paths. Networks shown in Fig. 5.3 can provide full protection as both have two (disjoint) spanning trees. Since it is not always possible to ensure that two edge-disjoint trees cover all s-d node pairs, the inherent protection ratio of a particular filterless network solution, which is entirely defined by the fiber tree architecture, might be less than $100 \%$ [147]. Because of this, some traffic could only have a single route and cannot


| Connection | Shortest <br> Path | Length (\# <br> of hop) |
| :---: | :---: | :---: |
| A-B | Green | 1 |
| A-C | Green | 1 |
| A-D | Red | 1 |
| B-C | Red | 1 |
| B-D | Green | 1 |
| C-D | Red | 1 |



| Connection | Shortest <br> Path | Length (\# <br> of hop) |
| :---: | :---: | :---: |
| A-B | Green | 1 |
| A-C | Green | 1 |
| A-D | Red | 1 |
| A-E | Green | 1 |
| B-C | Red/Green | 2 |
| B-D | Red | 1 |
| B-E | Green | 2 |
| C-D | Red | 1 |
| C-E | Red | 1 |
| D-E | Green | 1 |
|  |  |  |

Fig. 5.3 4-node and 5-node topologies with their illustrative examples of two spanning trees.
be protected in the event of a link failure. Therefore, the use of some filtering devices is inevitable.

In [147], protection paths are provided by utilizing wavelength-selective components positioned at selected nodes for interconnecting the fiber trees. Filterless networks require dividing the network topology into non-overlapping fiber trees, and lightpaths cannot transit from one tree to another unless additional devices are installed. In [51], the deployment of three types of devices, namely Inter-Tree Transceivers (ITTs), Wavelength Blockers (WBs), and Colored Passive Filters (CPFs), with the aim of achieving dedicated path protection has been studied.

### 5.3.2 Semi-Filterless Architectures

To address the spectrum and power waste drawbacks of passive filterless networks, some sort of flexibility must inevitably be employed in node architecture. By adding passive wavelength filters (e.g., Fiber Bragg grating, red/blue filters) to a few chosen nodes, the semi-filterless optical network can increase resource utilization in contrast to the filterless approach [148].

Programmable node architecture is a solution proposed in [149] for elastic optical networks for more flexibility, such as flexible spectrum switching to adaptive architectures that support elastic switching of frequency, time, and spatial resources plus on-demand spectrum defragmentation. The idea is modified for filterless architectures using optical white boxes [6]. Programmable switches that act as optical backplanes are used in programmable filterless white box networks to connect nodes to one another. The express function is achieved inside each node via fiber switching, directly connecting a pair of input and output ports and omitting all node components, or by connecting the relevant ports using passive splitters and couplers. Fig. 5.4 depicts examples of node architectures under ROADM, filterless and programmable filterless designs. Avoiding spectrum waste can also prevent power waste in most cases since the light goes into fewer branches before reaching its destination.


Fig. 5.4 An illustrative example of node 2 architecture in Fig. 5.2: (a) in the conventional ROADM network, (b) in the passive filterless network, and (c) node 3 and node 4 in the white box-based programmable filterless network architecture [6].

Optical splitters and combiners are the backbones of filterless architectures. In the following section, we discuss different technologies behind optical splitters/combiners.

### 5.4 Optical Splitters/Combiners Technologies

A variety of technologies have been developed to combine or split light signals in silicon with different power, mode, and polarization characteristics. Silicon photonics has attracted increasing attention over the past few decades and is a promising key technology for future everyday applications due to its many advantages, including its ultra-low cost, high integration density due to silicon's high refractive index, and compatibility with the current semiconductor fabrication process [150]. Fiber-to-chip optical interconnections, including data centers and optical transmission systems, are essential in application scenarios. Due to the extremely narrow cross sections of silicon waveguides with less than $1 \mu m$ mode-field diameter (MFD), silicon nanophotonic circuits can display a very high level of functional integration. However, these circuits still need to interact with optical fibers with much greater dimensions, such as those with roughly $10 \mu \mathrm{~m}$ MFD, in order to be used in data optical transmission networks. To reduce the coupling loss that results from this size mismatch, a coupling structure is needed [151].

Over the past three decades, fused biconical couplers have been employed extensively in optical fiber networks and systems. The majority of research was conducted in the 1990s when fused couplers first became commercially available. With the right design, the fused couplers can work as optical power splitters, polarisation beam splitters, and WDMs (Wavelength Division Multiplexing). The most popular wavelength for today's fiber couplerbased WDM is $1310 \mathrm{~nm} / 1550 \mathrm{~nm}$. The fiber coupler-based WDM is more challenging to manufacture for wavelengths between 1480 nm and 1550 nm or other ranges [152].


Fig. 5.5 Technologies used for constructing optical couplers [7].

Light going down a single-mode fiber experiences an intensity profile that is essentially Gaussian; that is, the intensity is highest in the core and gradually decreases as the core/cladding interface is approached. The Gaussian profile's tail ends extend only slightly farther away from the core and into the cladding, called evanescent waves. Some light will pass from one fiber into the others if the claddings of two or more fibers are partially removed, and the fibers are put close together over a length. The length of the section where the fibers are close together and the thickness of the remaining cladding can affect the coupling amount. A bunch of fibers with the cladding exposed can be used to create this coupler by applying force and heating the junction. The degree of tension and the duration of heating determines the coupling fraction. During the manufacturing process, light is sent into an input port, and the output power from each output port is carefully monitored. The fully automated production process is terminated when the appropriate coupling ratio is reached. This method can be used to create the T coupler, Tree coupler, and Star coupler. Fig. 5.5 illustrates different technologies used for constructing optical couplers.

The case of the $1 \times 2$ fused optical fiber coupler is just a $2 \times 2$ coupler with one fiber cut short, terminated (to reduce back reflection from the port), and held inside the housing of the coupler.


Fig. 5.6 A 1 by 2 coupler made by a 2 by 2 coupler [8].

### 5.5 Filterless Horseshoe Architecture

Trees, rings, and horseshoe topologies are exceptionally suitable for metro-aggregation networks, which are mostly planned in a filterless architecture. Splitters and combiners guide the whole optical spectrum, and they cannot distinguish optical frequency channels. Note that
filterless architectures enable simplicity and low-cost designing at the expense of spectrum and power waste [153]. Therefore, it is essential to employ such architectures where the optical bandwidth is larger enough than traffic demands and power loss is manageable. The amount of power loss limits the reach. For instance, based on Ethernet PON standards, optical signals can tolerate a 20 km distance and a 1:32 split ratio. Different generations of PON networks, such as G-PON [154] and WDM-PON, have been proposed to provide more capacity and reach. Optimized network topology can reduce the cost of PONs. In [155], the cost of connecting every subscriber to the central offices (COs) has been studied under realistic restrictions, such as possible fiber paths, the splitting ratio of optical splitters, and locations when the locations of COs and subscribers are given. The use of adjusted splitting ratios of asymmetrical splitters in order to fit area characteristics has shown a 6.1 dB gain in power budget in specific areas [156]. However, the cost, bandwidth per user, splitting ratio, and maximum reach are the main factors for commercial success [157].

Figure. 5.7 shows a horseshoe topology comprising two hub nodes, five leaf nodes, and six links. Each link consists of a pair of optical fibers, and passive optical splitters and combiners do the add and drop functions. Every leaf node communicates with both hub nodes bidirectionally using disjoint paths. This protection is obtained at the expense of doubling the number of transceivers and introducing more loss at leaf nodes (optical signals pass two optical combiners/splitters when passing each leaf node). Transceivers are placed in appropriate routers where optical signals are converted to the electrical domain.


Fig. 5.7 Illustration of DSCM-based P2MP transceiver in horseshoe topology using passive optical splitters/combiners (with permission from [J3] © Optica Publishing Group).

In addition, in upstream directions, optical subcarriers might reach hub nodes with different levels of power and might cause dysfunction. A similar problem exists in PON optical networks, where optical packets travel through different paths; as a result, signal levels vary at the optical line terminal (OLT). This problem can be addressed using an automatic gain control (AGC) approach [158] or optimized semiconductor amplifiers [159]. Deploying splitters/combiners with asymmetrical ratios and placing amplifiers with the appropriate level of gains can help equalize SCs' power.

### 5.5.1 Link Length Statistical Model

We use the data from the real horseshoe topologies described in [142] to generate new topologies. We fit a log-normal distribution in which the probability density function (pdf) is defined by parameters $\mu$ and $\sigma$ as follows:

$$
\begin{equation*}
f(x)=\frac{1}{x \sigma \sqrt{2 \pi}} e^{-\frac{(\ln x-\mu)^{2}}{2 \sigma^{2}}}, \quad \text { for } \quad x>0 . \tag{5.2}
\end{equation*}
$$

Fig 5.8 shows a log-normal distribution fitted to the empirical data with parameter values of $\mu=2.45$ and $\sigma=0.41$. The average link length is 13.2 km , while the standard deviation is 5.65 km . We use this distribution to generate horseshoe topologies with different link lengths for statistical confidence in the results.


Fig. 5.8 Log-normal distribution fitting the length of optical links from real networks (with permission from [J3] © Optica Publishing Group).

### 5.5.2 Optimization Framework

This section provides an optimization framework based on integer linear programming to meet the optical reach requirements and subcarrier power equalization in horseshoe topologies. The optimal infrastructure deployment for each fiber is decoupled from the other in the horseshoe topology. Therefore, we only consider the design of fiber that carries light from Hub1 to Hub2. The ILP model's main input parameters and decision variables are as follows:

## Input Parameters

- $G(V, E)$ : graph with leaf nodes $u, u_{p}, v \in V$ and links $l \in E$,
- $W(u)$ : length of the link entering the leaf node from the left $u$ ( $W_{e}$ will be the link adjacent to the Hub 2),
- $\alpha$ : fiber attenuation (in this study equals to 0.22 ),
- $G_{e}(g)$ : EDFA gain,
- $P_{s c}$ : power launch per SC in dBm ,
- $P_{n}$ : threshold power per SC for nonlinear effects in dBm ,
- $P_{s}$ : sensitivity power level in dBm ,
- $P_{l}$ : maximum power difference of SCs at Hub receiver,
- $H(s, p)$ : list of splitters/combiners containing loss per port.


## Decision Variables

- $\Delta_{s}^{u}$ : binary variable for combiner selection; 1 if combiner $s$ selected for leaf $u$ otherwise 0 ,
- $\nabla_{s}^{u}$ : binary variable for splitter selection; 1 if splitter $s$ selected for leaf $u$ otherwise 0 ,
- $\gamma_{p}^{u}$ : loss of port $p$ of combiner selected for leaf $u$,
- $\delta_{p}^{u}$ : loss of port $p$ of splitter selected for leaf $u$,
- $\mu_{g}^{u}$ : binary variable for amplifer placement; 1 if amplifier located at leaf $u$ has gain $g$,
- $\phi_{u}^{1}$ : Hub 2 receiver (Rx) power per SC coming from leaf $u$,
- $\phi_{u}^{2}$ : leaf $u$ Rx power per SC coming from Hub 1 ,
- $\varepsilon_{1}$ : lower bound of $\phi_{u}^{1}$,
- $\varepsilon_{2}$ : upper bound of $\phi_{u}^{1}$.

The goal of the ILP model is to minimize the number of amplifiers and the difference between the highest and lowest SC power levels at the Rx input of the Hub2 (Eq. 5.3). The weight factor $w$ ensures that the highest priority is to minimize the number of amplifiers.

$$
\begin{equation*}
z=\sum_{u} \sum_{G_{e}(g) \neq 0} \mu_{u}^{g}+w\left[\varepsilon_{2}-\varepsilon_{1}\right], \tag{5.3}
\end{equation*}
$$

subject to constraints as follows:

$$
\begin{gather*}
\sum_{s} \Delta_{s}^{u}=1 \quad \forall u \in V,  \tag{5.4}\\
\sum_{s} \nabla_{s}^{u}=1 \quad \forall u \in V,  \tag{5.5}\\
\gamma_{p}^{u}=\sum_{s} \Delta_{s}^{u} H(s, p) \quad \forall u \in V,  \tag{5.6}\\
\delta_{p}^{u}=\sum_{s} \nabla_{s}^{u} H(s, p) \quad \forall u \in V,  \tag{5.7}\\
\sum_{g} \mu_{g}^{u}=1 \quad \forall u \in V,  \tag{5.8}\\
\phi_{u}^{1}=P_{s c}+\sum_{v>u} G_{e}(g) \mu_{g}^{u}-\alpha \sum_{v>u} W(v)-\alpha W_{e}-\gamma_{p_{1}}^{u}-  \tag{5.9}\\
\sum_{v>u}\left(\gamma_{p_{2}}^{v}+\delta_{p_{2}}^{v}\right) \quad \forall u \in V, \\
\phi_{u}^{2}=P_{s c}+\sum_{v<u} G_{e}(g) \mu_{g}^{u}-\alpha \sum_{v \leq u} W(v)-\delta_{p_{1}}^{u}-  \tag{5.10}\\
\sum_{v<u}\left(\gamma_{p_{2}}^{v}+\delta_{p_{2}}^{v}\right) \quad \forall u \in V,
\end{gather*}
$$

$$
\begin{gather*}
P_{s c}+\sum_{v \leq u} \sum_{g} G_{e}(g) \mu_{v}^{g}-\sum_{v \leq u}\left(\gamma_{p_{2}}^{v}+\delta_{p_{2}}^{v}\right) \\
-\alpha \sum_{v \leq u} W(u)-\alpha W_{e} \leq P_{n} \quad \forall u \in V,  \tag{5.11}\\
P_{s c}+\sum_{u_{p}<v \leq u} \sum_{g} G_{e}(g) \mu_{v}^{g}-\sum_{u_{p}<v \leq u}\left(\gamma_{p_{2}}^{v}+\delta_{p_{2}}^{v}\right)  \tag{5.12}\\
-\alpha \sum_{u_{p}<v \leq u} W(u)-\gamma_{p_{1}}^{u} \leq P_{n} \quad \forall u, u_{p} \in V, \\
\varepsilon_{1} \leq \phi_{u}^{1} \quad \forall u \in V,  \tag{5.13}\\
\varepsilon_{2} \geq \phi_{u}^{1} \quad \forall u \in V  \tag{5.14}\\
\phi_{u}^{1} \geq P_{s} \quad \forall u \in V  \tag{5.15}\\
\phi_{u}^{2} \geq P_{s} \quad \forall u \in V,  \tag{5.16}\\
\varepsilon_{2}-\varepsilon_{1} \leq P_{l} . \tag{5.17}
\end{gather*}
$$

Constraints (5.4) and (5.5) select an index of combiners and splitters while constraints (5.6) and (5.7) assign corresponding loss of combiners and splitters to different ports. Amplifier with gain $g$ located at leaf $u$ through constraint (5.8). Note that if gain 0 is selected, it means there is no need for any amplifier at that node. Amplifiers gain can be in the range of 6 dB to 20 dB with 1 dB granularity. Constraints (5.9) and (5.10) calculate the power received by Hub 2 from leaf nodes and the power received by leaf nodes from Hub 1 per subcarrier, respectively. The terms in these equations are representing the launch power, accumulation of amplifiers gain in the path, the accumulation of links loss, the drop/add loss and the summation of losses occur when passing leaf nodes. Constraint (5.11) and constraint (5.12) ensure that the power per SC does not exceed the non-linearity threshold power on optical fibers in downstream (Hub1 to leaf nodes) and upstream directions (leaf nodes to Hub2), respectively. The lower bound and upper bound of power received by Hub 2 are determined by constraints (5.13) and (5.14). Constraints (5.15) and (5.16) guarantee that received powers meet the transceiver's sensitivity demands. Constraint (5.17) ensures that the difference between the highest and lowest SCs power is smaller than $P_{l}$. Note that the leaf nodes are numbered from 1 to $|V|$ when moving from Hub 1 to Hub 2.

In a horseshoe topology, only 1:2 splitters/combiners are needed since the degree of all leaf nodes is two. Table. 5.1 shows a list of balanced and unbalanced splitters/combiners ratios and equivalent losses in dB. In addition to split/combine loss, other types of loss occur inside splitters/combiners. Excess loss is the difference between the sum of the powers entering the output ports in each fundamental mode and the power exiting the device in the input fundamental mode [160]. This study assumes a fixed 0.5 dB excess loss, which is a relatively realistic choice. Note that these splitters/combiners are four-port devices, and one of the ports is unused.

Table 5.1 List of 1:2 splitters/combiners as well as ports insertion losses in dB in ideal and realistic cases (with permission from [J3] © Optica Publishing Group).

| Splitting <br> $[\%]$ | Ratio | Ideal Insertion <br> Loss [dB] |  | Realistic Insertion <br> Loss [dB] |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| port 1 | port 2 | port 1 | port 2 | port 1 | port 2 |
| 50 | 50 | 3.01 | 3.01 | 3.51 | 3.51 |
| 60 | 40 | 2.22 | 3.98 | 2.72 | 4.48 |
| 70 | 30 | 1.55 | 5.23 | 2.05 | 5.73 |
| 80 | 20 | 0.97 | 6.99 | 1.47 | 7.49 |
| 90 | 10 | 0.46 | 10 | 0.96 | 10.5 |

At each leaf node, a splitter, a combiner and their add/drop port assignment, and an amplifier gain (including gain 0 , which means no amplifier) must be selected, resulting in a solution search space of size $(|g| \times 2|s| \times 2|s|)^{|u|}$.

### 5.5.3 Results and Discussion

In this section, we investigate the optimized design of metro-aggregation horseshoe typologies. We assume that hub node transceivers can communicate using 16-QAM modulation format, which functions with minimum power of -24 dBm per SC at the receiver. Although the launch power can be variable, we consider -12 dBm launch power per SC for both leaf nodes and hub node transceivers for the sake of simplicity. In our design, we assume there is no nonlinearity mitigation mechanism. Hence, we assume the power per SC does not exceed the nonlinearity power threshold at any point along the optical fibers. In the ILP model provided in the previous section, we only need to make sure the start points of optical fibers with the highest levels of power do not exceed this threshold (constraints (5.11) and (5.12)). We assume a nonlinearity power threshold of -10 dBm per SC.

We consider two horseshoe networks comprising 5 and 10 leaf nodes, in which the links are randomly generated based on the log-normal distribution. In the following, all the results
shown were obtained from 100 independent simulation runs. Amplifiers can be placed at the leaf nodes' input (according to the ILP model). Note that placing amplifiers at the output of leaf nodes might be limited due to the nonlinearity effects. The maximum power difference of SCs at Hub receiver $P_{l}$ is set to 8 dB .

Fig 5.9(a) shows the average maximum power difference between SCs at the input of Hub 2 Rx and the average minimum number of amplifiers placed in horseshoes with 5 leaf nodes when different sets of candidate splitter/combiner types are considered. $95 \%$ confidence intervals are also shown as error bars. When all the splitters/combiners listed in Table. 5.1 are considered in the optimization (referred to as scenario "All"), the minimum number of required amplifiers is around 2 , increasing to 3.9 when only $50 / 50$ splitters/combiners are considered. Using only $90 / 10$ splitters/combiners leads to fewer amplifiers being deployed, but at the expense of a higher maximum power difference between SCs. Figure. 5.7(b) shows the same analysis and similar trends when the number of leaf nodes is increased to 10. For instance, deploying a set of 70/30 and 90/10 amplifiers leads to an average of 4.2 amplifiers, which is slightly larger than that in the "All" scenario and still almost half of that of using 50/50 splitters/combiners.


Fig. 5.9 Minimum number of amplifiers and maximum power difference of SCs at Hub 2 Rx versus set of candidate splitter/combiner types used in horseshoe network with (a) 5 leaf nodes and (b) 10 leaf nodes (with permission from [J3] © Optica Publishing Group).

Table. 5.2 shows the probability of usage of different splitters and combiners type in the "All" while considering topologies with 10 leaf nodes. It can be seen that $80 / 20$ splitters and combiners are used more than any other type. However, $50 / 50$ splitters and combiners have the minimum usage. This evidence suggests that too much unbalanced (90/10) or balanced (50/50) ratios might be less helpful compared to splitters/combiners with 80/20 ratio for designing filterless horseshoe networks. Unbalanced splitters/combiners can introduce significant losses, while balanced ones have no degree of freedom to meet design criteria.

Figure 5.10 depicts the loss of links, add/drop loss (excess loss included), and leaf nodes' losses for transit signals in a 10-leaf node network, optimized for both Scenario1 and

Table 5.2 Usage probability of the different splitter/combiner types in 10-leaf horseshoe networks obtained by 100 simulation (with permission from [J3] © Optica Publishing Group).

|  | $90 / 10$ | $80 / 20$ | $70 / 30$ | $60 / 40$ | $50 / 50$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Combiners | 0.30 | 0.35 | 0.21 | 0.10 | 0.03 |
| Splitters | 0.29 | 0.32 | 0.22 | 0.12 | 0.06 |

Scenario4. In Scenario1, although the number of amplifiers is lower, their gain values are higher compared to Scenario4. Power calculation is shown for SCs launched by Hub1 to leaf2 and from leaf8 to Hub2. Additionally, most of the leaf nodes employ splitters/combiners with lower ratios for add/drop functions, resulting in reduced leaf loss across the optical link. These findings emphasize the significance of the range of amplifiers' gain. For example, if the maximum amplifiers' gain is limited to 14 dB , then five amplifiers would be required in Scenario1 instead of four.

(b) Scenario4: 50/50

Fig. 5.10 Characterization of losses and gains for an optimized instance of 10-leaf node network (optical fiber link directed from Hub1 to Hub2) for (a) Scenario1 and (b) Scenario4 (with permission from [J3] © Optica Publishing Group).

### 5.5.4 Optical Signal to Noise Ratio

Optical signal-to-noise ratio (OSNR) is a critical metric as it can directly affect signal recovery. Optical amplifiers add amplified spontaneous emission (ASE) noise to signals and
all noises accumulated in the journey of a signal from its transmitter to a receiver. The ASE noise in an EDFA can be presented as follow:

$$
\begin{equation*}
P_{A S E}=m n_{s p} h v(G-1) B_{r e f} \tag{5.18}
\end{equation*}
$$

where $m$ represents the number of polarization modes ( 1 or 2 ), $n_{s p}$ is the spontaneous emission factor, $h$ is Planck constant, $G$ is amplifier gain, and $B_{\text {ref }}$ is usually considered the bandwidth equivalent to 0.1 nm band around 1550 nm with the purpose of referencing. As a result, OSNR at the output of an EDFA is approximated by:

$$
\begin{equation*}
\operatorname{OSNR}[d B] \approx P_{\text {signal }}^{i n}[d B m]-N F[d B]+58 \tag{5.19}
\end{equation*}
$$

where $P_{\text {signal }}^{i n}$ is the power of the optical signal at the input of the amplifier, and $N F$ is the amplifier's noise figure. The total OSNR, however, depends on how many times a signal is amplified. It can be formulated as Eq.5.20:

$$
\begin{equation*}
\frac{1}{O S N R_{t}}=\frac{1}{O S N R_{1}}+\frac{1}{O S N R_{2}}+\ldots+\frac{1}{O S N R_{n}} \tag{5.20}
\end{equation*}
$$

in which $O S N R_{t}$ is the total OSNR, and $O S N R_{n}$ is $n_{t h}$ amplifier. Obviously, the total OSNR is smaller than the smallest individual OSNRs. Total OSNR is a nonlinear function of individual OSNRs as expressed in Eq. 5.20. For simplicity and to avoid nonlinearity in the model, we analyze OSNR via post-processing. We assume the required OSNR for 16-QAM modulation format per SC on 0.1 nm spectrum around 1550 nm is 12 dB . Also, we assume that the noise figure of each amplifier is 5 dB , independent of the amplifiers' gain.

Figure. 5.11(a) shows the average total OSNR of downstream SCs at leaf nodes' receivers in different splitter/combiner scenarios. In the presented horseshoe architecture, downstream SCs, i.e., SCs going from Hub 1 to leaf nodes, travel together towards leaf nodes. They are amplified together and also dropped together at leaf nodes. Therefore, $O S N R_{i}$ is always larger than $O S N R_{i+1}$, and the total OSNR declines when a leaf node is further from Hub 1. The minimum average OSNR is for leaf 10 in the $50 / 50$ scenario, and it is about 18 dB which is higher than the 12 dB OSNR sensitivity target. The value of total OSNR depends on the number of amplifiers and their individual OSNR (Eq. 5.20). On the other hand, individual OSNR values depend on the power of a particular SC at the amplifiers' input as shown in Eq. 5.19 (link length and selection of splitters/combiners affect the amount of loss and consequently the input's power). Scenario 50/50 leads to the lowest average total OSNR since the number of amplifiers is around 9 (see Fig. 5.9). Scenario $90 / 10$ results in the highest average total OSNR for all leaf nodes despite leading to more amplifiers compared to "All" and 70/30 \& 90/10 scenarios. To justify this, $10 \%$ ports of combiners and splitters are often
employed as add and drop while ports with a $90 \%$ ratio are deployed as express. As a result, the in-line loss is smaller, which leads to higher amplifiers' input power and higher individual OSNRs.


Fig. 5.11 Average OSNR of signals from Hub 1 to leaf nodes and in 10-leaf horseshoe networks in different scenarios (with permission from [J3] © Optica Publishing Group).

When an EDFA is placed in the horseshoe, a broadband unfiltered ASE noise is also introduced. Since we are considering a filterless transmission network scenario, this ASE noise is never blocked and always reaches the hub node in the upstream direction (from leaf nodes to hub). Consequently, at the receiver located in Hub2, the ASE noise level remains constant across the complete transmission bandwidth. Therefore, the OSNR variation between the different SCs is equal to the power difference between SCs only, independently of their point of origin (leaf node). Through extensive simulation, we found that the OSNR always exceeded 20 dB across all transmission scenarios and network instances for the SC originating in the first leaf node. Since the SCs power difference must be smaller than 8 dB ,
as imposed by the ILP model, it can be asserted that the OSNR for all other leaf nodes is always greater than 12 dB threshold. It is noteworthy that, for both downstream and upstream transmission, the analysis shows that the required OSNR of a DSCM-based P2MP transceiver (assumed to have similar performance to that specified by 400G OpenZR+ MSA [161]) can be met. However, this might not always be the case and if OSNR values fall below the threshold, the design would not have been valid and alternative ways would have to be employed.

Table 5.3 shows the average solving time and the standard deviation of 100 runs of the ILP model when considering Scenario1, which has more variables than the other scenarios, and networks with different numbers of leaf nodes using a typical laptop with 16GB RAM and a Core i7 @ 1.8 GHz CPU. As can be seen, the solving time rapidly increases with the increase of the network size and consequently the number of variables and constraints. In networks with 15 leaf nodes, there are some problem instances that take a longer time to solve, reflected in the significantly higher standard deviation value. Note that ILP is classified as an NP-hard problem [? ], which means that finding an optimal solution can be extremely difficult and time-consuming for large-scale problems. In addition, non-linear constraints can be modeled with ILP methods and, as previously mentioned, other approaches, such as heuristics, would have to be employed.

Table 5.3 Average and standard deviation of the ILP model solving time for the Scenario1 and networks with 5, 10, and 15 leaf nodes (with permission from [J3] ©Optica Publishing Group).

| Network Size (\# of leaf nodes) | 5 | 10 | 15 |
| :--- | :--- | :--- | :--- |
| Number of Variables | 215 | 430 | 645 |
| Number of Constraints | 81 | 186 | 316 |
| Average Solving Time (second) | 4.03 | 9.32 | 52.44 |
| Std of Solving Time (second) | 0.92 | 1.23 | 105.23 |

### 5.5.5 Constrained-Optimization Framework

The proposed ILP model can only integrate linear constraints and, thus, excludes relevant constraints that cannot be expressed in linear terms, which is the case for those needed to meet the required OSNR at the receiver side. In addition, the ILP model may prove to be too slow when solving very large problem instances. To address both limitations, we propose a new meta-heuristic framework tailored for solving the previous constrained-optimization problem.

The framework developed to solve the described problem uses the genetic algorithm (GA) meta-heuristic. GA is a type of optimization algorithm that is inspired by the principles of natural selection and genetics [162] and has been exploited to solve optimization problems that are difficult or impossible to solve with traditional methods. GA operates on a population of potential solutions and uses genetic operators such as mutation, crossover, and selection to evolve the population over a series of generations toward an optimal or near-optimal solution. The algorithm starts with an initial population of candidate solutions, and through successive iterations, the fittest individuals are selected to produce offspring that inherit the characteristics of their parents. Over time, the population converges towards a set of improved solutions.

### 5.5.6 Genetic Algorithms for Constrained-Optimization

Adapting a GA for solving constrained optimization problems involves incorporating constraints into the fitness function or modifying the genetic operators to maximize the likelihood that the solutions generated are kept in the feasible region. A gradient descent-based GA has been proposed in [163] to tackle a constraint optimization problem with continuous variables. Another approach is to add a penalty term to the fitness function that penalizes solutions that violate constraints. The penalty term could be a function of the degree of violation, fixed penalty value (the penalty for a certain number of constraint violations is fixed regardless of the number of violations), and the death penalty, which discards unfeasible individuals by penalizing them with a large value [164]. The penalty term ensures that the algorithm can converge to the optimal solution from all directions, even if the path passes through an infeasible region. Note that maintaining feasibility is difficult for many problems. Even with two feasible parents, crossover can lead to unfeasible children. This happens especially in combinatorial problems, where the encoding is based on integer numbers. Other approaches can generally be classified into different categories [165] such as methods based on a search for feasible solutions and methods based on the preservation of the feasibility of solutions.

Generally, a constrained optimization problem is expressed as a nonlinear optimization problem. GAs encode the design variables of the search space in structures called chromosomes (or individuals). Each chromosome represents a possible solution (either feasible or infeasible) of the optimization problem modeled and is coded by a vector of components or variables which are analogous to genes.

## Problem Formulation and GA Customization

A horseshoe architecture with $l$ leaf nodes needs $l$ splitters, $l$ combiners and $l$ possible amplifiers. Therefore, it requires $3 l$ variables, which can be used to describe a combination of splitters, combiners, and amplifiers, to form a solution. The length of the chromosomes is also $3 l$ and the value of each gene represents the index of the ratios for splitters/combiners and the amplifiers' gain.

The primary optimization objective is to minimize the number of amplifiers, followed by a secondary objective to minimize the largest difference between the power levels of the DSCs at the input of the hub's receiver (Rx), if possible. The latter is used to optimize transceiver performance at the hub, since a constraint is also enforced to ensure a threshold on this difference. Overall, the objective function can be expressed as:

$$
\begin{equation*}
z(\bar{x})=N(\bar{x})+w \Delta(\bar{x}) \tag{5.21}
\end{equation*}
$$

where $N(\bar{x})$ denotes the total number of amplifiers corresponding to chromosome $\bar{x}, \Delta(\bar{x})$ is the maximum difference in DSC power at the hub node, and $w$ is a small weighting factor. To consider constraints, we define a fitness function based on the objective function and the magnitude of constraint violations as follows:

$$
\begin{equation*}
f(\bar{x})=z(\bar{x})^{r}+C(i) \sum_{q=1}^{Q} \delta_{q}(\bar{x})\left\lceil\phi_{q}(\bar{x})\right\rceil \tag{5.22}
\end{equation*}
$$

where $r$ is an exponent for rewarding smaller $z(\bar{x}), C(i)$ is an increasing function with regard of iteration index $i, \delta_{q}(\bar{x})$ is 1 if constraint $q$ (the total number of constraints is $Q$ ) is violated where the violations is presented as $\phi_{q}(\bar{x})$, otherwise 0 . Initially the penalty parameter is small but increases over time so that infeasible solutions are not present in the final generations. Additionally, to avoid convergence to an infeasible solution with a negligible penalty, the magnitude of constraints violation is rounded up to the nearest integer number. In Fig. 5.12, we present the flowchart of our proposed GA.

Firstly, the algorithm initializes a population of size $N_{p o p}$. Then, a group of topperforming individuals is identified based on the predefined elite rate $\rho_{y}$. In the following, a set of individuals is formed, consisting of offspring obtained through crossover ( $N_{p o p} \times \rho_{c}$ ) and mutation $\left(N_{p o p} \times \rho_{m}\right)$. To produce individuals using crossover, we use the biased randomkey method proposed in [9]. In this method, top-fit individuals in a population are considered as elite and one of the parents for mating is always an elite individual. Besides, the offspring inherits more genes (when random-key probability is larger than a pre-fixed value) from its elite parent. Elite or non-elite parents are selected by the roulette wheel selection (RWS)


Fig. 5.12 Flowchart of the proposed GA.
method. Fig. 5.13 illustrates an example of producing an offspring using this approach. The parameter $\rho_{y}$ shows that the top $25 \%$ most fit individuals are considered as elite. The uniform random-key generated is compared with the probability $\rho_{x}$ to decide each gene comes from which parent. For instance, $\rho_{x}=0.7$ indicates that the elite parent genes will be passed to the offspring with a $70 \%$ probability. With respect to individuals with mutation, for every section of a parent's the chromosome (splitters, combiners and amplifiers), $N_{m}$ gene(s) are randomly substituted with a different gene. Next, offsprings, parents, and individuals created by mutation are sorted based on their fitness and the top $N_{p o p}$ individuals are selected to form the next generation. The process is repeated for a maximum of $I_{\max }$ iterations. However, if the most fitted solution is not feasible at the end of iterations, the algorithm restarts by starting another round of initialization.

Table 5.4 shows the P2MP transceiver parameter values, the Erbium-doped fiber amplifier (EDFA) characteristics, the splitter/combiner types, the network size and the fiber attenuation


Fig. 5.13 Biased crossover approach, where one parent is an elite individual and the offspring inherits a greater number of genes from this parent [9].
coefficient. Note that the transceiver parameters are determined on the basis of the OpenZR+ MSA requirements [161].

### 5.6 Results and Discussion

In this section, we present results obtained with the proposed optimization framework. The first set of results is used to benchmark the algorithm's performance by comparing the solutions obtained with the optimal ones computed with the previous ILP model. Executing this comparison requires disabling the required OSNR threshold constraint. The second set of results provides a detailed analysis of results obtained with the GA when enabling all the constraints. Table 5.5 summarizes the parameters and values obtained through fine-tuning.

Incorporating splitters/combiners with a variety of power split/combine ratios into the network design affords greater flexibility; however, it also introduces planning complexity. We consider three distinct scenarios. In Scenario1, splitters/combiners with all ratios listed in Table 5.4 are available. In Scenario2, ratios are limited to [0.1, 0.3, 0.7, 0.9]. Finally, in Scenario3, only balanced ( $0.5 / 0.5$ ) splitters/combiners are available. We use the data of real horseshoe topologies described in [142] to generate new horseshoes by fitting a log-normal distribution. The average link length is 13.2 km and the standard deviation is 5.6 km . Also, $C(i)$ is defined as $\left(1+\frac{i}{I_{\max }}\right)^{2}$ and exponent $r$ ranges between 1.3 and 2.5.

In Fig. 5.14a, we present the average number of amplifiers required in 50 network design instances in the case of using 16-QAM modulation format, comparing the ILP model results

Table 5.4 Network parameters and their corresponding values considered in this study ([C8] © 2023 IEEE).

| Parameter | Value |
| :--- | :--- |
| Optical fiber loss | $0.22 \mathrm{~dB} / \mathrm{km}$ |
| Launch power | $-12 \mathrm{dBm} / \mathrm{SC}$ |
| 8-QAM, 16-QAM, 32-QAM power sensitivity | $-26,-24,-22 \mathrm{dBm} / \mathrm{SC}$ |
| 8-QAM, 16-QAM, 32-QAM required OSNR | $9,12,16 \mathrm{~dB} / \mathrm{SC}$ |
| Maximum DSCs power difference tolerance | 8 dB |
| Non-linearity power threshold | $-10 \mathrm{~dB} / \mathrm{SC}$ |
| EDFA gain range | $[0,6,7, \ldots, 20] \mathrm{dB}$ |
| EDFA noise figure (NF) | 7 dB |
| Splitters/combiners ratio set | $[0.1,0.2, \ldots, 0.9]$ |
| Number of leaf nodes | 10 |

Table 5.5 GA parameters and their corresponding values considered in this paper ([C8] © 2023 IEEE).

| Parameter | Value |
| :--- | :--- |
| $w:$ Objective function weighting factor | 0.1 |
| $\rho_{x}:$ Elite genes inheritance probability | 0.7 |
| $\rho_{y}:$ Elite rate | 0.25 |
| $N_{p o p}:$ Number of individuals per generation | 200 |
| $I_{\max }:$ Number of iterations | 100 |
| $\rho_{c}:$ Crossover percentage | 0.8 |
| $\rho_{m}:$ Mutation percentage | 0.2 |
| $N_{m}:$ Number of mutations in each section of the chromosome | 1 |
| $r:$ Objective exponent | $1.3-2.5$ |

with those of the proposed GA when OSNR constraints are not considered. Among the three scenarios examined, Scenario1 gives the lowest number of amplifiers, which is less than half of Scenario3. Scenario2 results in a slightly higher average number of amplifiers, utilizing only half of the available splitters/combiners ratios. Importantly, the results obtained with the GA are very close to those achieved by the ILP. The largest deviation if observed in Scenario2 and might indicate that in this case it is more difficult to escape local minimums in the solution search space.

The convergence plot in Fig. 5.14b depicts the changes in fitness value of the best individual in each iteration and its components; objective-related term, and penalty term (see Eq. 5.22) over the course of a single problem instance in Scenario1. While the fitness function is non-increasing, the objective-related and penalty terms exhibit fluctuations, albeit with an overall downward trend. Notably, the penalty term eventually becomes zero by


Fig. 5.14 (a) Average number of amplifiers using the ILP model and GA for three different splitters/combiners scenarios and 16-quadrature amplitude modulation (QAM) format, and (b) evolution of the fitness of the best individual of each generation and its components; objectiverelated term and the penalty for a single problem instance of Scenario1 ([C8] © 2023 IEEE).
iteration 40, indicating that the most fit individual is now feasible. It is worth noting that if the balance between the objective-related and penalty terms shifts drastically, the GA may either fail to identify a feasible solution or converge to a sub-optimal solution.

The modulation formats feature different trade-offs between capacity and performance requirements (e.g. power sensitivity and required OSNR). For instance, while the 32-QAM modulation format allows higher data rates, it has a more stringent required OSNR and power sensitivity than 16-QAM. Fig. 5.15a illustrates the average number of amplifiers obtained with the GA when all constraints are considered for three modulation formats and for the three described scenarios. Overall, the number of amplifiers required is higher for transceivers operating with 32-QAM than those when using 8-QAM or 16-QAM. Notably, the number of amplifiers required increases from Scenario1 to Scenario3. The reason is that having fewer splitters/combiners ratios limits the design and results in having to increase the number of amplifiers to meet all the constraints. Scenario1 with full splitters/combiner ratios granularity results in an amplifier count reduction that ranges between $40 \%$ and $60 \%$ of that with Scenario3. Scenario2 offers an interesting compromise by almost halving the number of different splitter/combiner ratios used, reducing the amount of different part numbers the operator needs to maintain, at the cost of an increase of amplifiers that does not exceed $10 \%$ when averaging the results for the three modulation formats.

Fig. 5.15b shows the maximum DSC power difference at the hub. This difference tends to increases from Scenario1 to Scenario2. However, Scenario3's design flexibility is limited
due to the use of only 50/50 splitters/combiners. As a result, adjusting amplifier gain is the only means of equalizing DSC power. Hence, the more amplifiers there are, the lower the maximum DSC power difference. The results indicate that the maximum DSC power difference is in most cases considerably lower than the 8 dB threshold, which means the hub's receiver can safely operate far from the threshold, allowing for accommodating occasional power fluctuations.


Fig. 5.15 (a) Average number of amplifiers for 50 networks optimized by the GA considering 8-QAM, 16-QAM and 32-QAM and (b) the average maximum DSC power difference ([C8] © 2023 IEEE).

### 5.7 Conclusion

In this chapter, an ILP optimization method has been developed for designing a filterless horseshoe architecture that supports P2MP transceivers. Different design criteria have been met through constraints in the ILP model. The results obtained for networks generated using statistical data showed that unbalanced splitters/combiners help manage power loss and consequently lead to a design with fewer EDFAs. In contrast, when using only balanced splitters/combiners, most of the leaf nodes need an amplifier. Besides, a GA-based optimization framework was proposed to tackle the nonlinear OSNR constraints.

## Chapter 6

## Conclusion and Future Works

### 6.1 Review of Thesis

This thesis focused on network planning and optimizations with the goal of the most efficient use of resources (capital, equipment, fibers, and so on). First, the well-known routing and wavelength assignment problems were partly investigated using heuristics, integer linear programming, and genetic algorithms. Intger linear programming was selected as the primary method of optimization in the rest of the thesis as it provides exact solutions efficiently when the size of problems is not too large. DSCM-based P2MP transceivers were discussed in terms of architecture and applications. ROADM-based and filterless architectures were optimized using reference networks. Besides, P2MP transceivers' multi-period planning was studied in which the optimization in a long period of time is considered instead of a single instance of time. Finally, a comprehensive filterless horseshoe architecture was introduced and optimized for the deployment of P2MP transceivers considering several key performance metrics such as receiver sensitivity and equalized SC power levels at receivers.

The key achievements of the thesis are as follows:

- Results demonstrated that optimized deployment of P2MP transceivers could reduce the cost of transceivers between $20 \%$ and $40 \%$ compared to conventional P2P transceivers.
- As long as the traffic pattern is hub-and-spoke, the saving of P2MP transceivers holds by upgrading 400 G transceivers to higher data rates such as 800 G and 1.2 T .
- In the case of multi-period planning, if transceivers can be exchanged between leaf sites when upgrading network capacity, it can reduce the long-term CapEx at the expense of an increase in OpEx. There is a trade-off.
- Horseshoe metro-aggregation networks are designed in a filterless approach supporting P2MP transceivers. Using a flexible set of unbalanced splitters/combiners results in fewer amplifiers.
- A Genetic Algorithm based optimization framework has been proposed to tackle nonlinear constraints such as OSNR constraints for filterless horeseshoe networks.


### 6.2 Future Work Direction

This section aims to shed light on the potential avenues of research and practical applications that can build upon the findings and contributions presented in the preceding chapters. As a culmination of extensive research and analysis, this section looks beyond the immediate scope of the thesis and explores the broader implications and future directions in the field of study.

- The thesis primarily relies on ILP and heuristic techniques, such as genetic algorithms, for conducting the majority of the work. It is highly advised to venture into alternative domains like machine learning for further investigation. However, it is crucial to exercise caution while implementing optimization frameworks, taking into account the inherent complexity of optimization problems.
- Understanding the power consumption of routers and switches is crucial when examining the electricity usage of internet transportation. While determining a precise value for the power consumption of routers may be challenging, accurately modeling power consumption across various scenarios, ranging from small to large routers and from partially loaded to fully loaded, can facilitate the analysis of IP layer power consumption.
- Conducting a thorough cost analysis of filterless networks using P2MP transceivers deployment is essential for understanding the benefits compared to ROADM-based P2P scenarios. This analysis should consider not only the cost of transceivers but also the costs associated with splitters/combiners and ROADMs, which need to be accurately modeled.
- Historical traffic data plays a vital role in multiperiod planning as it enables accurate predictions of future traffic growth. Accessing authentic traffic data from real networks presents exciting opportunities to conduct insightful simulations.
- Our research focused on P2MP transceivers and their characteristics, which are primarily influenced by industry standards. Introducing innovative features to these devices can lead to more versatile solutions. For example, we traditionally assumed that the subcarriers (SCs) of a P2MP transceiver must use the same modulation format. However, it is theoretically possible to enable individual SCs to operate on different modulation formats.
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## Appendix A

## How to Formulate ILP Problems Using GAMS

## A. 1 What is GAMS

GAMS is a modelling system for high-level mathematical programming and optimization. It is made up of a language compiler and a number of associated solvers such CPLEX.

## A. 2 Minimum Spanning Tree Poblem

Given an undirected graph $G(V, E)$, where $V$ is the vertex set with cardinality $|V|=n$, and $E$ is the edge set. A tree is a subgraph of $G$, which has no cycle. A minimum spanning tree (MST) is a tree that spanned to all nodes and has the minimum total edge weight. There are several algorithms for finding this tree such as Prim's algorithm and Kruskal's algorithm. Figure. A. 1 illustrates an undirected graph with 6 nodes and 8 links and its MST obtained by a MATLAB function. The total weights on this MST is 14 .

Listing A. 1 MATLAB code for minimum spanning tree

```
clear
clc
으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ
s = [1 2 2 3 4 5 5 6 6]; %%% Source nodes
t = [lllllllll}
w = [llllllllll}
h = graph(s,t,w); 钅 Biulding undirected graph
plot(h) %% Plot the graph
MST = minspantree(h); 钅 Minimum Spanning Tree
```



Fig. A. 1 An undirected graph and its MST

## A. 3 ILP formulation Using GAMS

We can solve this problem using integer linear programming. A spanning tree is an undirected simple graph $T$ (with $n$ vertices) that satisfies any one of the following equivalent conditions:

- $T$ has no simple cycles and has $n-1$ edges.
- $T$ is connected and has $n-1$ edges.

The MST problem (like many other problems) can be represented differently considering the above properties. For example, the subtour elimination formulation is based on the fact that $G$ has no simple cycles and has $n-1$ edges [166].

Single commodity flow formulation is based on the fact that G is connected and has $n-1$ edges. Let's assume $x_{i j} \in 0,1$ denotes whether edge $(i, j) \in E$ is selected into tree if $x_{i j}=1$ or not if $x_{i j}=0$. The ILP formulation can be presented:

$$
\begin{equation*}
\min \sum_{(i, j) \in E} w_{i j} x_{i j} \tag{A.1}
\end{equation*}
$$

subject to:

$$
\begin{gather*}
\sum_{(i, j) \in E} x_{i j}=n-1  \tag{A.2}\\
\sum_{j} f_{j 1}-\sum_{j} f_{1 j}=n-1 \tag{A.3}
\end{gather*}
$$

$$
\begin{gather*}
\sum_{j} f_{j 1}-\sum_{j} f_{1 j}=1, \quad \forall i \in V, i \neq 1  \tag{A.4}\\
f_{i j} \leq(n-1) x_{i j}, \quad \forall(i, j) \in E  \tag{A.5}\\
f_{j i} \leq(n-1) x_{i j}, \quad \forall(i, j) \in E  \tag{A.6}\\
f_{j i} \geq 0, \quad \forall(i, j) \in E \cup E^{\prime}  \tag{A.7}\\
x_{i j} \in 0,1, \quad \forall(i, j) \in E \tag{A.8}
\end{gather*}
$$

Equation (A.1) is the objective function that has to be minimized. Constraint (A.2) ensures the size of tree must be $n-1$. According to constraint (A.3), $n-1$ units of flows generated at node $v_{1}$ and all other nodes receive only one unit based on constrain (A.4). Constraints (A.5) and (A.6) enforces that flows only existed on treed and do not exceed the maximum flow i.e. $n-1$. Constrain (A.7) ensures that flows are positive where $E^{\prime}$ denotes set of edges with opposite direction for edges in $E . x_{i j}$ is binary variable according to constraint (A.8).

To formulate this in GAMS we implement three different steps:

1. Introducing sets
2. Introducing input parameters
3. Introducing variable
4. Writing constraints as equations
5. Creating a model and selecting a solver and its options

We usually use sets for defining objects in our problems that correspond exactly to the indices in the algebraic representations. Here, we have a set of nodes and a set of links. Input parameters are often attributed to objects. They can be scalars, vectors, or tables. In MST problem, the weights of links are input parameters. There is always a free range variable that needs to be optimized. The other decision variables depend on the way of ILP formulation. Variables are specified by type: FREE, POSITIVE, NEGATIVE, BINARY, or INTEGER. In our considered example, $x_{i j}$ and $f_{i j}$ are binary and positive variables, respectively. Equations present the objective and constraint functions using all those input parameters and variables.

They are first declared by giving them names. Then their general algebraic formulae are described. Finally, solve statement is used to pick the right solver to solve the model. Below is the ILP for MST problem in the GAMS environment.

## Listing A. 2 GAMS ILP formulation for MST problem

```
set i index of nodes /v1*v6/;
Alias (i, j);
set nonroot(i) v1 is the root of tree /v2*v6/;
set e(i,j) index of links /v1.v2
    v2.v3
    v3.v4
    v4.v5
    v5.v3
    v5.v6
    v6.v2
    v6.v1/;
*으ᄋ%%%으ᄋ으ᄋ%%%%%% Inputs %%%으ᄋ으ᄋ%%%%%%%%%
```

```
Parameters
w(i,j) set of weights /v1.v2 4
    v2.v3 3
    v3.v4 5
    v4.v5 1
    v5.v3 4
    v5.v6 6
    v6.v2 2
    v6.v1 6/;
scalar n number of nodes;
n = card(i);
*으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ Optimization variables 으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ
variable z optimization variable;
positive variable f(i,j) flow on links;
binary variable x(i,j) selection of links;
*으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으 Obj fun & constraints %%%으ᄋ으ᄋ으ᄋ으ᄋ%%ᄋᄋᄋᄋᄋᄋ
Equations
ObjFun **minimization of tree**
cons1 **size of tree**
cons2 **flow at root**
cons3(i) **flow at other nodes**
```

M. Mohammad Hosseini, PhD Thesis, Aston University 2023.

```
cons4(i,j) **bounds of flows**
cons5(i,j) **bounds of flows**
;
ObjFun ..z =e= sum((i,j)$e(i,j), w(i,j)*x(i,j));
cons1 ..sum((i,j)$e(i,j) ,x(i,j)) =e= n-1;
cons2 ..sum(j,f('v1',j)) - sum(j,f(j,'v1')) =e= n
    -1;
cons3(i) $nonroot(i) ..sum(j ,f(j,i)) - sum(j,f(i,j)) =e= 1;
cons4(i,j) $e(i,j) ..f(i,j) =l= (n-1)*x(i,j);
cons5(i,j) $e(i,j) ..f(j,i) =l= (n-1)*x(i,j);
*으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ% modelling & solving %}%%%%%%%%%%%%%%
model MST /all/;
solve MST using MIP minimizing z;
option MIP = CPLEX;
Display x.l,z.l,f.l;
```

Note that constraints (A.7) and (A.8) already considered when defining variables in lines 27 and 28.

## A. 4 Integer Linear Programming Techniques

Converting real problems to ILP formulations can be challenging. Usually, there is more than one way to implement an ILP formulation. In this section, some guidance on formulation is provided.

## A.4. 1 sets

As discussed earlier, in the context of optical networks, we might have a set of links, a set of nodes, a set of frequency slots, a set of amplifier types, a set of splitter/combiner types, a set of locations, etc. These sets must have specified by indices. For instance, we have 3 types of amplifiers, namely $a_{1}, a_{2}$, and $a_{3}$; then, we formulate it by giving a name (index) to set and specify the elements inside the set as follows:

```
set a /a1, a2, a3/;
```

Sometimes it is necessary to create two or more sets representing the same entity. This is usually helpful in defining nodes. For instance, if there are 5 nodes, we can create two same sets as follows:

```
set v /v1, v2, v3, v4, v5/;
Alias(v, u);
```

Sometimes, two or more sets have some inter-dependency. For example, links in optical networks always are terminated by nodes. So, the set of links can be defined using indices used in defining nodes:

```
set e(u, v) /v1.v2, v2.v3, v3.4, v4.v5, v5.v6/;
```

where these sets of nodes and links present a ring graph(network).

## A.4.2 Variables

Variables are those values that we are interested in finding through solving the ILP program. They are usually describing or counting resources. Binary variables only can take 0 or 1 . This makes it suitable for presenting the state of an entity, such as "active" or "not active", "occupied" or "not occupied", and "selected" or "not selected". On the other hand, positive integer variables are used mainly for counting. Free variables that can take any values are used for objective functions. Let's say optical links have 80 channels, and channels are represented by index (set) $f$, the state of channel $f$ on link $(u, v)$ can be presented by binary variables $x(f, u, v)$. 1 means it is occupied and 0 means the channel is free. Note that sometimes it is helpful to define intermediate variables. We are not directly interested in these variables, but these help more straightforward formulation and finding values of variables of interest.

## A.4.3 Constraints

Constraints are our preferences, physical limitations, and design interests that are presented as linear (nonlinear in the case of nonlinear programming) equations or inequalities. Constraints define the space of the solution, and solvers look for the optimized solutions within this search space. For instance, we are interested in not using more than 50 channels of spectrum capacity of all links. This constraint can be written as:

$$
\begin{equation*}
\sum_{f} x_{f}^{u v} \leq 50 \quad \forall(u, v) \in E \tag{A.9}
\end{equation*}
$$

and formulated in GAMS program as:
$\operatorname{cons1}(u, v) \quad \$ e(u, v) \quad . . s u m(f, x(f, u, v))=l=50$;
where cons 1 is the constraint name, $\$ e(u, v)$ limits the constraint only to defined links.
Another great technique is MinMax or MaxMin optimization. This is helpful when we want to maximize the minimum of a variable and vice versa. For example, maximizing the quality of service in the worst scenario. Let us say we are interested in maximizing the minimum values of variable $y$. We can define an assist variable $k$. Using the below constraint, $w$ will present a lower bound of $y$ :

```
cons ..k =l= y;
```

and the objective function will be:

```
obj ..z = k;
```


## A.4.4 Objective Function

The objective function (variable) is the final goal of the program. However, objectives are not always clear, and there are multiple objectives. In such cases, objectives can be combined to have a single objective: the more weighting factor, the more emphasis. Let us consider that we have two objectives, $M$ and $N$. We can combine this like:

```
obj ..z = w_1 * M + w_2 * N;
```

One can play with parameter $w_{2}$ to achieve the best scenario or do an extensive analysis on a large range of $w_{2}$. If $w$, is small enough (depending on the relative values of $M$ and $N$ ), the maximization program translated to optimizing $M$ first and then optimizing $N$.

## A. 5 Connecting MATLAB and GAMS

Although MATLAB can solve optimization problems, it is not practical to use for large-scale problems (especially for non-linear programming). However, MATLAB has a solid and wide variety of capabilities to manipulate and plot the data. Therefore, the combination of GAMS and MATLAB can be advantageous. GAMS (version 2021) has MATLAB callable functions that can efficiently import and export data to and from GAMS through GDX (GAMS Data eXchange) files. GDX provides basic functionalities for exchanging GAMS data, such as reading and writing (for more about GDX see Link).

First of all, it is necessary to install both MATLAB and GAMS on your machine. Then set the MATLAB path to the GAMS directory (where GAMS is installed). A GAMS file and a MATLAB file have to be created and saved in this directory (other methods like setting

[^2]environment variables are also possible). We explain the procedure by solving the minimum spanning tree program in Appendix A. However, we give the values for length of the links from MATLAB and also returning the values of variable after optimization to the MATLAB.

Compared to the GAMS program in Appendix A, lines 1, 25-27, and 54-59 are newly added. Line 1 determines the variable for exporting to MATLAB. Lines 25-27 gets the values for $w$. When this model is executed, another file 'matsol.gdx' will be created because of the execute_unload statement in the last line of the model.

Listing A. 3 Example program for interfacing GAMS and MATLAB: GAMS part

```
$set matout "'matsol.gdx', z, x, returnStat";
set i index of nodes /v1*v6/;
Alias (i, j);
set nonroot(i) v1 is the root of tree /v2*v6/;
set e(i,j) index of links /v1.v2
    v2.v3
    v3.v4
    v4.v5
    v5.v3
    v5.v6
    v6.v2
    v6.v1/;
```

*응응응응응응응응응 Inputs 응응응응응응응응응

```
Parameters
w(i,j) set of weights;
scalar n number of nodes;
n = card(i);
*으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ Optimization variables 으ᄋ으ᄋ으ᄋ%ᅳᄋ으ᄋ으ᄋ
variable z optimization variable;
binary variable x(i,j) selection of links;
positive variable f(i,j) flow on links;
*으ᄋ%ᅳᄋ으ᄋ%ᄋᄋ으ᄋ으ᄋᄋᄋ Import from MATLAB via GDX %%%%%%%%%%%%
$gdxin Optional_name.gdx
$load w
$gdxin
```


Equations
ObjFun $* *$ minimization of tree**
cons1 **size of tree**
cons2 $2 *$ flow at root**
cons3(i) $* *$ flow at other nodes**

```
cons4(i,j) **bounds of flows**
cons5(i,j) **bounds of flows**
;
ObjFun ..z =e= sum((i,j)$e(i,j),w(i,j)*x(i,j));
cons1 ..sum((i,j)$e(i,j) ,x(i,j)) =e= n-1;
cons2 ..sum(j ,f('v1',j)) - sum(j,f(j,'v1')) =e= n-1;
cons3(i) $nonroot(i) ..sum(j ,f(j,i)) - sum(j,f(i,j)) =e= 1;
cons4(i,j) $e(i,j) ..f(i,j) =l= (n-1)*x(i,j);
cons5(i,j) $e(i,j) ..f(j,i) =l= (n-1)*x(i,j);
*으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ modelling & solving 으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ
model MST /all/;
solve MST using MIP minimizing z;
option MIP = CPLEX;
Display x.l,z.l,f.l;
*%%%% Exporting the value of variables defined in the first line %%%%%
Set stat / modelStat, solveStat /;
Parameter returnStat (stat);
returnStat('modelStat') = MST.modelstat;
returnStat('solveStat') = MST.solvestat;
execute_unload %matout%;
```

In the MATLAB file, all necessary inputs for the GAMS program have to be defined as structures. Then, it is written to the same gdx file called from GAMS (Optional_name.gdx). The "System" command calls the operating system to execute the specified command. The operation waits for the command to finish execution before returning the exit status of the command to the status variable. Finally 'gams' command (line 21) imports the variables defined in the first line of the GAMS program $(z, x)$. Lines 30 and 31 extracts the source and destination of links from the structure $x$.

Listing A. 4 Example program for interfacing GAMS and MATLAB: MATLAB part

```
clear
clc
으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ Inputs to GAMS 으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ
%% The parameters have to be a MATLAB structure for sending to GAMS
lengths.name = 'w'; %%% Parameter that we want to send to GAMS
```

```
lengths.type = 'parameter'; 言 Type of parameter (either "scalar" or "
    parameter")
lengths.val = [0 4 0 0 0 0; %% values
    0 0 3 0 0 0;
    0 0 0 5 0 0;
    0 0 0 0 1 0;
    0 0 4 0 0 6;
    6 2 0 0 0 0];
lengths.form = 'full';
lengths.dim = 2; %%OO if scalar, I if vector and 2 if parameter (
    including tables)
lengths.uels = {{'v1' 'v2' 'v3' 'V4' 'V5' 'VG'},{'VI' 'V2' 'v3' 'V4' 'v5
    ' 'v6'}};
wgdx('Optional_name.gdx', lengths); %% write created input to a GDX
    file
%%%%%%%% Command to GAMS to Solve the program in MST %%%%%%%%
system(('gams MST lo=2 --TRIP=')); %% Tell the operating system to run
    "MST"
[z,x] = gams('MST'); %⿳亠二口O
z.val %% show the objective value
으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ Higlighting the Tree 으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ으ᄋ
s = [llllllllll}
t = [2 [ 3 4 4 5 5 3 6 2 1]; %%% Destination nodes
w = [lllllllllll}
h =graph(s,t,w); %%OBiulding undirected graph
graph_plot = plot(h) %% Plot the graph
s_tree = x.val(:,1);
t_tree = x.val(:,2);
highlight(graph_plot,s_tree,t_tree) %% Minimum Spanning Tree
```
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