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Abstract

This thesis focuses on high speed digital converters in optical transmission systems. The study
is divided into a literature review and three chapters, each exploring a specific aspect of digital
converters, its characteristics and limitations and potential solutions fornext generations of
optical transceivers.

The thesis examines integral non-linearity (INL) in high-speed digital converters, particu-
larly in coherent optical communication systems. The chapter provides an overview of INL,
its metrics such as total harmonic distortion and signal-to-noise and distortion ratio, and their
impact on DAC resolution measured through effective number of bits. Experimental mea-
surements of INL are also presented and they show direct proportional correlation between
INL and the effective number of bits (ENOB). Supported by expermental results, it has been
shown that INL adds 0.15 dB loss for each 2 LSB increment in a B2B 256QAM/23 GBaud
configuration.

The thesis explores the use of Artificial Neural Networks (ANNs) for compensating for
non-linearity in digital converters. The chapter introduces Machine Learning, ANNs, and
their application as pre-distorters to improve optical transmission system performance. It has
been shown that ANNS are capable of recovering up to 75% of INL performance degradation
in 64QAM/32GBaud configuration.

The thesis presents a detailed study of the digital resolution enhancement technique for
low-resolution digital converters in optical transmission systems. The technique utilizes
optimized quantization levels and advanced digital signal processing algorithms to mitigate
quantization noise. Numerical simulations and experimental studies demonstrate the feasi-
bility and efficacy of the DRE technique. They showed a mutual information improvement
of up to 0.65 dB for a 64QAM/64GBaud with 4 bit DAC comparing to not using digital
resolution enhancement.

In conclusion, this thesis provides evidence that the DRE technique is an effective
solution for reducing quantization noise in low-resolution DACs and improving performance
in optical transmission systems. The study highlights the importance of controlling INL and
the potential of ANNs for non-linearity compensation.
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Chapter 1

Introduction

1.1 Background

It’s undoubtedly a fact that the world is moving expeditiously towards more dependency on
internet based applications. According to forecasts, the Global monthly internet traffic, which
is an explicit indication of the global data consumption, is expected to roughly reach the
level of 280 Exabytes (1Exabyte = 10°Terabytes) by the end of year 2021. This expectation
clearly shows that comparing to 2016, the internet global traffic will be tripled in 2021
driven by all of the bandwidth hungry applications and services such as voice over IP (VoIP),
high quality Video on demand (HQ-VOD), Virtual and Augmented reality with immersive
graphics, internet of things (IoT) devices and abundant multimedia sharing platforms [1].
As over than 95% of the VoIP and data traffic between countries and continents and almost
100% of the internet traffic are transferred at some point via optical fibres [2], increasing
the throughput rate of optical communication systems became extremely desirable to cope
with global needs. Since the advent of optical communication systems, supported by the
demonstration of the first LASER by Theodore H. Maiman in the early sixties and the
introduction of suitable optical fibre fabrication processes which could minimise the extrinsic
losses in the medium to an acceptable level for transmission, optical transceivers and optical
transmission lines went through a few radical changes which significantly increased the
maximum throughput and allowed for better exploitation for the optical extensive bandwidth
[3] [4]. For instance, the invention of Erbium Doped Fibre Amplifier (EDFA) was one of the
breakthroughs which significantly extended the maximum reach of optical communication
systems. Modern long reach optical communication systems underwent several remarkable
changes in the last three decades which significantly increased the overall capacity of these
systems as shown in fig 1.1. One of the latest distinguishable advances in optical transceivers’
architecture is the shift from the conventional simple ON-OFF keying (OOK) scheme based
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on intensity modulation and direct detection (IM/DD) to Quadrature shift keying (QPSK)
based on coherent detection. This leap started by firstly introducing the so called “Self-
coherent detection” or what is known as “Differential phase shift keying” (DQPSK) which
utilizes the orthogonal in-phase and quadrature components of the signal into doubling the
information spectral density (ISD) from 1 b/s/Hz to 2 b/s/Hz comparing to OOK IM/DD [5].
To extract the In-phase and quadrature components from the received DQPSK signal, the
receiver simply compares the current received symbol with the deliberately delayed previous
received symbol which gives a clear indication of the value of the I and Q components of the
current symbol. Despite the fact that DQPSK introduced a significant improvement to the
system in term of better utilisation of the available bandwidth compared to the conventional
OOK IM/DD, one extra attribute of the optical field hasn’t been taken into consideration
which is the light’s polarization.

Exabytes per month

2017 2018 2019 2020 2021 2022

Year

Fig. 1.1 Internet traffic growth expectations according to cisco forecast [6]

Full optical coherent detection communication systems arrived later to achieve higher
ISD by exploiting the dual polarization nature of light. The first implementation of a dual
polarization (DP) based system has been introduced in 2005 and called DP-QPSK [7].
The main difference between DP based systems and DQPSK systems is that the first type
employs an external laser at the receiver side as a local oscillator (LO) to retrieve the
implicit information in polarizations while the latter one doesn’t require any LOs since the
signal is mixed by itself at the receiver side. There is no doubt that implementing a dual
polarization based system requires additional components such as optical hybrids, local
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oscillators and additional photodiodes. However, the aforementioned costs are reasonable
taking into consideration the higher achievable bit rate and the robustness against channel
noise comparing to self-coherent detection scheme.

The advent of faster, more reliable and energy efficient digital system processors (DSPs)
supported by high speed digital to analogue converters (DACs) and analogue to digital
converters (ADCs), which showed significant improvements due to the big leap in the field
of CMOS designing and fabrication, stretched the optical transceivers capabilities. DSPs
illustrated their strength by offering cost effective solutions to estimate and compensate
for wide variety of channel impairments and transceiver noises, distortions and bandwidth
limitations. The first application for DSP in optical transceivers was to compensate for
chromatic dispersion (CD) [8], [9] and polarization mode dispersion (PMD) [10] then it
extended to mitigate and compensate for other effects such as frequency offset (FO), 1Q
impairments, phase offset (PO), Components bandwidth limitations, Polarization rotation
and many others. The introduction of DSP in optical communication systems was an
absolute breakthrough since it effectively assisted in achieving high optical signal to noise
ratio (OSNR) versus bit error rate (BER) gains which opened the door for designers to
achieve higher baud rates and utilize higher cardinality modulation formats to reach bit
rates up to 600Gbits/s per transceiver [11]. Notwithstanding the high maturity which
optical DSPs have reached in a short period of time, there are still many limitations which
obstruct the maximum optical achievable throughput of approaching Shannon’s capacity limit.
One of these limitations lies on the operational frontiers in electronic components in both
optical transmitters and receivers beside the electrical to optical convertors (Mach-Zehnder
modulators) non-idealities.

Since the scope of this research will extensively focus on digital convertors’ resolution,
timing accuracy, synchronization and bandwidth as some of the main limitations in mod-
ern optical communication systems, it worth emphasising that digital converters” limited
bandwidth combined with the frequency roll off effect of RF drivers act as limiting factor
for the maximum achievable bit rate. On the other hand, digital converters’ resolution is the
main limitation for utilising higher cardinality modulation formats. Taking into consideration
that fabricating more compact, faster ADC/DAC chips with higher resolution might not be
as cost effective as before especially that fabricating denser CMOS chips will require more
advanced lithography methods and will be confronted by the necessity of minimising the
power dissipation in transistors for lower than 8 nm chips . Moreover, good isolation methods
will be required to prevent any crosstalk which imposes another challenge to be considered.
Not mentioning the physical limitation of minimising the gates’ size to the atomic level
which might induce different quantum effects [12]. All of these difficulties will certainly
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increase the net cost of next generations of ADC/DAC chips, hence, the cost of future optical
transceivers. In light of the aforementioned facts, it’s vitally important to apply an in-depth
study on the current DAC/ADC limitations in optical communication systems to address the
possible trade-offs which can be considered in designing and fabricating. Moreover, it’s also
beneficial to find the optimum DSP methods to compensate for the ADC/DAC limitations
and exploit their available capabilities to the max.

1.2 Thesis structure

The remaining 5 chapters are organized as follows :

Chapter 2 presents the fundamental building blocks of an optical coherent transceiver.
The variety of electrical and optical components which takes a part of the transmission
system have been described and their underlying physical and mathematical models have
been discussed. The chapter has focused on the sources of noise and distortion in a typical
coherent transceiver. Moreover, the DSP chain which compensates for transmission those
non-idealities has been explained. Finally, The concept of spectral efficiency and different
approaches of up scaling it have been illustrated.

Chapter 3 goes in-depth by discussing digital converters as one of the essential building
blocks of any coherent optical transceiver. In this chapter, digital converters performance
assessment metrics such as integral non-linearity (INL), signal to noise and distortion ratio
(SINAD) and effective number of bits (ENOB) and their mathematical representation have
been explained. The chapter focuses on INL as one of the major ENOB static contributors.
The chapter introduces the sinusoidal histogram test (SHT), one of the widely used methods
to measure INL in digital converts. The underlying theoretical aspect of it has been explained.
SHT has been used in this thesis to experimentally measure the INL for a practical pairs of
DAC/ADC. An INL model has been built by interpolating the measured values and used later
to assist different INL effects on ENOB. Additionally, the effect of different INL values vary
from O to 10 LSB has been studied on a 256 QAM , 23 GBaud configuration.

Chapter 4 discusses the variety of machine learning techniques and their integration in
modern high speed coherent optical transceivers. The chapter focuses on artificial neural
networks as one of the easy-to-employ and promising solutions for some of the non-linearity
problems in coherent optical transceivers. In this chapter, the utilising of Indirect learning
method using multi layers neural network to compensate of digital converter’s non-linearity
is numerically studied. The study explores the performance enhancement of applying this
solution in multiple scenarios and different INL values.
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Chapter 5 investigates the possibility of using low resolution DACs in high speed optical
transceivers. The chapter focuses on digital resolution enhancers as the most promising
technique to compensate for the high quantization noise induced by low resolution DACs.
The theory behind digital resolution enhancement technique based on Viterbi algorithm is
discussed and verified using analytical and experimental test. Additionally, the joint test of
digital resolution enhancement with probabilistic shaping has been conducted to find out
the maximum achievable gain of using digital resolution enhancement in modern optical
transceivers.

Chapter 6 summarizes the work presented in chapter 3, 4 and 5, highlights the main
findings and conclusions and provides an outline for possible future work and research
directions. Hence, expediting the production of higher speed and more power efficient
transceivers by developing DSP and machine learning based algorithm to compensate for
digital converter impairments and non-idealities.

1.3 Thesis key contributions

The contribution of this thesis lies in its extensive study of digital converters in coherent
optical communication systems. The study explores different aspects such as Signal-to-Noise
and Distortion Ratio (SINAD) and Effective Number of Bits (ENOB), and provides a detailed
analysis of these metrics. One of the unique contributions of this thesis is the focus on digital
converter non-linearity for the first time. The study investigates the effect of non-linearity on
the overall performance of the system and provides a reliable Integral Non-Linearity (INL)
model for future studies.

Another major contribution of this thesis is the proposed solution to compensate for the
effect of non-linearity in digital converters using neural network-based techniques. This
study is expected to help in using higher modulation formats and increasing the spectral
efficiency in future optical communication systems.

In addition, the thesis explores the possibility of using low resolution digital to analogue
converters to support energy critical applications while minimizing power consumption
without sacrificing performance. This is enabled by a technique called digital resolution
enhancement, which is studied in detail in this thesis. The study also uses probabilistic
shaping to achieve the maximum gain when using digital resolution enhancement.

Numerical and practical studies were performed to validate the proposed solutions and
techniques. The results of these studies provide significant insights into the use of digital
converters in coherent optical communication systems and the impact of non-linearity and
digital resolution enhancement on system performance.
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Overall, the contribution of this thesis lies in its comprehensive study of digital converters
in coherent optical communication systems, and the proposed solutions to overcome the
challenges faced in the use of these converters. The results of this study will be of great
value to researchers and practitioners in the field of optical communication systems, and will
provide a foundation for further research and development in this area.

1.4 List of publications

* M. Abu-Romoh, P. Skvortcov, T. Zhang, T. T. Nguyen, I. Phillips, and W. Forysiak,
"Experimental study of the effect of integral nonlinearity in 8-bits resolution DACs
on 256-QAM.," in OSA Advanced Photonics Congress (AP) 2020 (IPR, NP, NOMA,
Networks, PVLED, PSC, SPPCom, SOF), 2020, SpTu2L.5. Chapter 3

* M. Abu-Romoh, S. Sygletos, I. D. Phillips and W. Forysiak, "Neural-network-based
pre-distortion method to compensate for low resolution DAC nonlinearity," 45th
European Conference on Optical Communication (ECOC 2019), 2019. Chapter 4

* T. T. Nguyen, T. Zhang, M. Abu-Romoh, and A. Ellis, "Artificial Neural Network-
Based Compensation for Transceiver Nonlinearity in Probabilistic Shaping Systems,"
in Optical Fiber Communication Conference (OFC) 2020, 2020, W2A.44. Chapter 4

* M. Abu-Romoh, T. T. Nguyen, Y. Yoffe, 1. Phillips and W. Forysiak, "Numerical
study on the combination of Probabilistic Shaping and Digital Resolution Enhancer
for high baud rate optical communications," 2020 European Conference on Optical
Communications (ECOC), 2020. Chapter 5

* M. Abu-Romoh, T. T. Nguyen, P. Skvortcov, Y. Yoffe, I. Phillips, T. Drenski, W.
Forysiak "Experimental verification of 64-Gbd/64-QAM interworking of probabilistic
shaping with a digital resolution enhancer,” 2021 Optical Fiber Communications
Conference and Exhibition (OFC). Chapter 5

» P. Hazarika, M. Abu-Romoh, M. Tan, L. Krzczanowicz, T. T. Nguyen, M. A. Igbal,
I. Phillips, P. Harper, M. Li, and W. Forysiak, "Impact of Chromatic Dispersion in
Discrete Raman Amplifiers on Coherent Transmission Systems," in Optical Fiber
Communication Conference (OFC) 2021, 2021, Thl1A.14.
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Chapter 2

Coherent optical transceivers

2.1 Main building blocks of coherent optical transceivers

As pointed out in the introduction, the main difference between the old WDM-OOK based
systems and the modern optical coherent WDM systems is that the first ones rely exclusively
on the amplitude variation of the signal to encode information while the second ones utilize
the three attributes of the optical field which are amplitude, phase and polarization. The
first method, WDM OOXK, is known by its simplicity since a single photo detector can
detect the amplitude variation based on the square law due to the proportional relationship
between the generated current and the square of the instantaneous optical field (I o< |E|?).
On the other hand, optical coherent WDM based systems detect the in-phase, quadrature
and two polarizations states of the received signal, hence display higher complexity in
design not only at the receiver side but also at the transmitter side. However, they clearly
demonstrate higher ISD, flexibility and robustness against noise which make them preferable
over any other contender in high speed transmission applications. Scalability is one of
the pivotal and highly demanded feature in any communication system. A highly scalable
system reflects positively on low CaPex and lower upgrading costs on service providers.
There are three scalability dimensions in a coherent WDM based system as shown in fig
2.1. Each direction introduces a different set of challenges and constrains which need to
be overcame to attain higher utilization for the deployed optical fibre cables. For instance,
higher number of channels require better and more advanced amplification schemes with
wider effective bandwidth, low overall noise figure and flat gain [13] [14]. Utilizing higher
modulation formats requires better SNR profile and well designed and manufactured digital
converters with high resolution and high ENOB [15]. Higher modulation formats tend to be
more susceptible against phase noise [16] which require stringent CW and LO linedwidth
requirements and more sophisticated DSP algorithms. Due to the limited bandwidth, coherent
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optical transceivers are capable of supporting limited baudrates. This bandwidth can be
extended using variety of pre-emphasis and pre-compensation techniques to inverse the
frequency roll off [17] [18]. However, extended the baudrate in this way comes at the cost of
SNR degradation. Fabricating and manufacturing next generations of MZMs, DACs, ADCs
and RF lines with wider bandwidth can be a better solution without sacrificing SNR [19]
[20]. However, they come at the cost of higher fabricating and designing cost. The current
record for industrially adopted coherent transmission is 100 GBauds and 64 probabilistically
shaped QAM which supports a rate of 800 GBits/s per channel [21].

Modulation format 1 :

Number of channels

_Aeee

Baud rate Wavelength

Frequency

94 GBaud

Fig. 2.1 Ways to increase the spectral efficiency in coherent optical communication systems

The DSP architecture of a conventional coherent optical transmitter is shown in fig 2.2.
The main stages of optical coherent transmission can be listed as:

» Mapping: the digital processor arranges the bits’ sequence into their complex counter-
parts (Symbols) corresponding to the chosen modulation format (i.e QPSK, 16-QAM,
32-QAM). The flexibility of coherent transmitters is strongly displayed in the ability
of choosing arbitrary modulation formats without the necessity to change any part
of either the transmitter or the receiver architecture. However, the manifest trade-off
between the modulation format’s level and the optical signal to noise ratio (OSNR)
requirement should be taken into consideration. As a rule of thumb, higher modulation
formats require higher OSNR to achieve the same maximum reach mainly due to the
increasing vulnerability for higher modulation formats against noise and distortion.
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* 1/Q splitting: to adjust the signal for the next stages of transmission, each symbol (com-
plex value) is split into in-phase component (I component) and quadrature component
(Q component) and fed separately into the DACs.

 Pulse shaping: to achieve the highest spectral efficiency of a single WDM channel, a
digital pulse shaping filter is applied to the signal before inserting it to the DAC. Digital
pulse shaping plays a crucial role in achieving high spectral efficiency and reducing
inter-symbol interference. It involves the manipulation of digital signals to shape
the waveform before modulation and transmission. The roll-off factor determines
the width of the transition band in a shaped pulse. It is defined as the ratio of the
bandwidth occupied by the signal to the symbol rate of the signal. The roll-off factor
has a direct impact on the inter-symbol interference and the spectral efficiency of the
communication system. A lower roll-off factor results in a more gradual transition
band and less inter-symbol interference (ISI). However, it also reduces the spectral
efficiency of the system as more bandwidth is occupied by the signal. On the other
hand, a higher roll-off factor results in a sharper transition band and increased spectral
efficiency, but also leads to higher inter-symbol interference. To eliminate ISI, the
receiver uses a filter that is matched to the pulse shape used at the transmitter, in order
to maximize the signal energy and reduce the interference from neighboring symbols.
This technique is called "mathced filtering" [22].

* Digital to Analogue conversion (DAC): to convert the signal from its digital form to a
sufficient analogue form to drive the Mach Zehnder modulators (MZM), 4 DACs are es-
sentially needed. Each DAC will convert one of the following sequences (X7, Xg,¥7,Yp)
where X Y refer to the dual polarizations and I Q refer to the in-phase and quadrature
components of the signal, respectively. DACs are crucially important parts of the sys-
tem specially if high modulation formats are utilized (ie. 16-QAM,32-QAM,64-QAM)
since they facilitate the usage of pre-emphasis techniques and pulse shaping on trans-
mitted signal. It worth mentioning that some of the early DP-QPSK demonstrations
showed that it’s possible to transmit DP-QPSK signal without using DAC by directly
driving the MZMs using digital signals [23]. However, that comes in the expense of
sacrificing the merits of applying pulse shaping and pre-emphasis.

* Electrical to optical conversion: The nearly smooth analogue DACs’ output will be
carried by RF links to drive two dual arms MZMs. Each dual arms MZM modulates a
single polarization of a continuous wave (CW) laser beam. The laser beam is previously
split into two polarization by a polarization beam splitter (PBS) and fed into the MZM.
Each arm of any of the MZMs is delayed by pi/4 of the other arm to modulate the
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in-phase and quadrature components. The optical output of the two dual arms MZMs
is combined using polarization beam combiner (PBC) and transmitted over the optical
fibre link.

Optical part

Optical
modulated
signal

Fig. 2.2 Block diagram of conventional optical coherent transmitter

2.1.1 Digital converters

For the sake of clarity, a mathematical illustration for the transmission process of a single
complex symbol of one of the polarizations can be modelled as follow. Assuming that the
mapped single base-band complex symbol is:

d(r) = I(t) +jO() (1)

Where I and Q are the in-phase and Quadrature components respectively. To attain a full
digital to analogue conversion, 4 sub DACs are needed. Each sub DAC is responsible of
converting either the in-phase or the quadrature symbols of one polarization. As shown in fig
2.3, the digital to analogue conversion process is consisted of three main stages. First stage
is resampling where the input signal is resampled to match DAC’s sampling rate. If the baud
rate is lower than the sampling rate (finpu < f5), upsampling is applied to the input sequence.
On the other hand, donwsampling is applied when the baud rate is greater than the sampling
rate (finpur > f5)- I's more common to choose a sampling rate greater to minimise the ISI
affecting the signal. Notwithstanding, transmission with less than 1 sample per symbol has
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been done before with sufficient equalization schemes to mitigate the effect of extra ISI [24].
Second stage is quantization where all symbols are rounded up to the closest quantization
level. The quantization process introduces a quantization error which can be approximated
to a white noise [25]. The higher the resolution, the less quantization noise imposed and
better performance transmission system can achieve. The last stage of DAC operation is zero
order hold in which each sample is held constant for 7 period of time. 7 is the inverse of the
sampling frequency and is controlled by an internal or external clock. The hold process is
usually triggered by a clock rising or falling edge event. ZOH is one of the simplest and most
common reconstruction functions in conventional DACs which has been studied in depth in
multiple occasions [26] [27].

‘ Resampling - Quanitzati__on.'

Fig. 2.3 Simplified DAC operation on analogue symbols

Assuming a sampling time of 7y , the mathematical representation of ZOH transfer

1
h(t) = recf( T 2) (2)

Which translates into a sinc function in the frequency domain by applying Fourier

function in time domain is

transform as shown

H(f) = 20/ (73,_-,1%75) ) — e 2T ginc(fT, ) 3)

As illustrated in fig 2.4, spectral replicas of the base-band signal in each Nyquist zone is
a natural byproduct of the digital to analogue conversion process. Those replicas are affected
by the ZOH transfer function and the what remains of the images appear on the DAC output.
An analogue anti-aliasing filter is usually deployed to remove those images [28].
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Zero order
hold function

Baseband
signal

Aliasing

Fig. 2.4 The transfer function of zero order hold DAC

2.1.2 Mach-Zehnder Modulators

Modulation is embedding information by manipulating one of the attributes of a physical
carrier. This attribute can be amplitude, phase, frequency or any other characteristic which
can be clearly detected and distinguished for different levels by a receiver at the other end
of the link. similarly, in coherent optical communication systems, the formerly modulated
electrical signal is converted into the optical domain using a designated optical modulator.
Optical modulation can be carried out using direct or indirect modulation schemes. Direct
modulation is the simplest and most straight forward type where the electrically modulated
stream of data controls the drive current of the laser. Hence, the output laser power varies with
the variation of the fed-in stream of data. Direct modulation is one of the earliest methods
used in optical communication system due to its simplicity and cost efficiency [29]. Despite
its robustness against distortion, direct modulation is limited by laser resonance frequency,
chirp and laser non-linearity [30]. Direct modulation commonly rely on the amplitude and
dismisses all the other attributes of the optical carrier which significantly limits the SE of the
system.

In contrast, indirect modulation doesn’t interfere with the light wave generation process.
Light is generated independently by a CW laser then modulated externally by external
optical modulators. Variety of external modulators with different underlying operational
mechanisms and properties are used in modern coherent optical communication systems.
For instance, EAM modulators make use of the light absorption property of specific semi
conductors controlled by an external voltage. Applying an external voltage to the semi
conductor changes the light absorption property of the material which either makes it a
transparent or an absorption medium, hence, the light emitted by a CW laser can be easily
modulated by controlling the light intensity. An accompanied change in the refractive index
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is expected which result into phase changes. Eventhough, chirp effect is present in EAM
modulators, the severity of chirp is very limited comparing to a direct modulator.

Another type of external modulators widely used in high speed coherent optical com-
munication systems is MZMs. MZMs make use of a unique property of some materials
such as LiINbOs and InP with a varying refractive index [31][32][33]. This variation is
artificially induced by an external voltage source and accounts for a phase variation in the
propagating light wave. Hence, phase modulation can be easily achieved. This variation
can also be reflected on the intensity by utilising the principle of interference. As its known,
wave interference can be constructive or destructive ,thus, a dual arms MZM interferometer
is sufficient for a single polarization amplitude modulation as shown in fig 2.5. V| and V; are
the amplitude modulation voltages and V; is the phase modulation voltage as depicted.

When the optical carrier is modulated using MZMs, the transmitted symbol will be up
converted by multiplying it by /0T ()t +81x(1) which is the up-conversion component of the
carrier and the resultant expression will be

d(t)upeony = d(t) 7 Or=O)+07:(0) @
Where fr. is the carrier’s frequency and 67, is the carrier’s phase.

Im{E}

Re{E}

Fig. 2.5 A schematic diagram of a dual arm Mach-Zehnder modulator and a graphical
illustration for the phase and in-phase modulation of a 16-QAM

2.1.3 Lasers (LO & CW)

As the case with all telecommunication channels, the transmitted signal will be affected by the
channel’s response which is generally modelled as an additive white Gaussian noise (AWGN).
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This assumption is valid for long reach optical communication links since the dominant type
of noise in these links is the Amplified Spontaneous Emission (ASE) which is an additive
white Gaussian type of noise [14]. Additionally, other effects such as chromatic dispersion
(CD), polarization mode dispersion (PMD), polarization rotation, Kerr nonlinearity, four
waves mixing (FWM) and other types of nonlinearities can affect the signal, however, they
won’t be focused on at this stage for the sake of simplicity. Based on what have been
mentioned, the received signal will be expressed as follow.

d(f)received = d(f)upconv +nASE 5)

Where nasg is the ASE white Gaussian noise. To retrieve the symbol at the receiver
side, the signal is required to be down converted which is typically done by mixing it with a
another laser’s beam (Local oscillator “LO”) which has a down conversion exponential of
e P IRt 40R:(1) ywhere fry is the LO’s frequency and Og; is the LO’s phase. The difference

between the carrier’s frequency and the LO’s frequency is expressed as follow.

fiF = frx — frx (6)

Where fir is what known as the “intermediate frequency” or frequency offset and should be
totally nulled using an optical phase locked loop (OPLL) in homodyne receivers or it can
be compensated for using DSP offset estimation and compensation techniques in intradyne
receivers. The difference between a spectrum of an optically demodulated signal in an
intradyne and homodyne receiver is depicted in fig 2.6. Additionally, there is also the phase
difference which is expressed as.

OF = Orx — O« (7)

This difference can also be solved by OPLL correction in homodyne receivers or by DSP
carrier phase recovery techniques in heterodyne receivers. However, DSP techniques showed
superiority over OPLLs due to their speed, low complexity and power efficiency [34]. It
worth mentioning that sometimes the combination of DSP frequency offset compensation
and phase recovery is called by “Carrier recovery”.

2.1.4 90 degree hybrids and photo diodes

DSP is one of the core elements of any coherent optical communication system to recover the
transmitted data back to its original form. Enabling DSP requires a few steps of conversion
such as optical down conversion, optical-to-electrical conversion and analogue to digital
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Fig. 2.6 Signal spectrum after optical demodulation using a (a) intradyne receiver (b) homo-
dyne receiver

conversion. As previously discussed, optical modulation and up-conversion is performed at
the transmitter side using MZMs. The signal is usually upconverted to occupy the C-band of
optical spectrum which extends from 1530-1565 nm and sometimes the L and S bands which
extend from 1565 nm to 1625 nm and 1460-1530 nm, respectively [35]. At the receiver
side, 90 degrees hybrids are responsible of mixing the free running LO with the incoming
modulated signal. Thereupon, designated photo-detectors convert the incoming time varying
optical power into corresponding variations of electrical signal which then amplified using
TIA amplifiers. Lastly, the amplified electrical analogue form of the signal is converted into
a digital form by a set of 4 sub ADCs.

Photo-diodes are considered as one of the simplest, fastest and most effective photo-
detectors. Their amplitude response is I oc | E |* according to the square law, where
I is the output current and E is the incident electric field. Detection can be performed
using photodiodes as single ended or balanced configuration as shown in fig 2.7. Both
configurations are sufficient for optical coherent systems, however, the balanced configuration
provides a better SNR. It worth mentioning that photodiodes exclusively detects the variation
of intensity, however, phase information are preserved due to mixing the incoming signal
with LO.

The mathematical representation

E(f) = \/;TSej{ws(f}rJrﬂs(f))ejﬂns(fJafS(t) (8)

is a model that represents the signal transmission in fiber-optic communication systems.
The complex signal envelope, Es(t), represents the waveform of the signal that is transmitted
through the fiber-optic.
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Fig. 2.7 Block diagram of conventional optical coherent receiver

The signal envelope is a combination of several components, including the square root of
the signal power, /P, the carrier wave, /(0 (1)1 +05(1) the noise component, e10ns(t) and the
digital pulse shaping waveform, dg(t).

The carrier wave represents the main signal component, with its frequency and phase
determining the information carrying capacity of the signal. The noise component, on the
other hand, represents unwanted disturbance in the signal that can impact the signal quality
and performance. The digital pulse shaping waveform is used to shape the signal into a
specific form that can be transmitted effectively through the fiber-optic communication
system.

Since some of the coherent detection aspects have been slightly discussed, it worth
overviewing the main practical coherent receiver detection and recovery blocks. The architec-
ture for heterodyne optical receiver will be exclusively discussed since it’s the most widely
used type of optical receivers nowadays. Its architecture is depicted in the block diagram in
fig 2.7 and each block is discussed consequently as follow.

* Polarization splitting: Both of the received signal and the LO beam are split by two
polarization beam splitters (PBS) to two orthogonal polarizations X and Y as a prior
stage before mixing.

* Phase diverse coupling (In-phase and quadrature separation): a pair of 90° optical
hybrids are used to mix the X polarization components of the received signal and the
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LO and the Y polarization components of the received signal and the LO separately as
shown in fig 2.7.

* Detection: a set of four balanced photo detectors is used to extract the I and Q
components of both polarizations. The output of the aforementioned stage can be given

as [36]:
K] [Re{EE})
I | |Re{EE]fo}

o) lm{EE)

Where E, denotes to the incident electrical field of the x polarization, Ey denotes to the
incident electrical field of the y polarization and Ejo denotes to the incident electrical
field of the LO beam. The main advantage of the balanced photo detector arrangement
is the merit of supressing the unwanted direct detection part from the output of the 90°
optical hybrids as can be noticed from the detailed derivation in the reference [36].

* Electrical amplification: The four electrical components will pass through four trans-
impedance amplifiers (TIA) to magnify the output to a suitable level for Digital
conversion.

* Analogue to Digital Conversion (ADC): The input signal is digitised accordingly by
four separate ADCs. ADCs’ resolution is crucial to minimise the induced quantization
noise and increase the accuracy of symbol decisions.

* Digital signal processing (DSP): As mentioned at the introduction, DSP offers many
cost-effective solutions to compensate for many of non-idealities introduced by the
transmitter, receiver and channel. The conventional DSP techniques in optical coherent
systems are over-viewed in the next sub section.

2.2 DSP for coherent optical communication

Due to the wide variation of non-idealities in optical coherent systems, numerous DSP
algorithms have been introduced to solve multiple possible scenarios. As a way to merge the
most common non-idealities in optical coherent systems in one place, a diagram has been
drawn to illustrate these non idealities in fig 2.8.

As soon as the signal is digitized by ADCs it undergoes a chain of DSP operations to
“purify” it from all the impurities imposed from different sources before reaching the final
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Fig. 2.8 Optical coherent transmission system non-idealities
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stage which is the symbol decision. The accuracy of the decision is directly correlated to the
quality of all the preceding DSP operations in eliminating these impurities. The conventional
sequence of DSP operations is shown in fig 2.9. These operations will consequently be
highlighted according to that conventional sequence.

[ I/Q imbalance compensation ]

\ 4

[ Equalization (static / adaptive) ]

U

[ Timing recovery ]

U

[ Carrier recovery (frequency / phase) ]

\ 4

[ Symbol estimation and decoding ]

Fig. 2.9 Conventional DSP chain in a coherent receiver

2.2.1 1/Q imbalances compensation

In theory, I and Q should be orthogonal to each other. In other words, they should differ
by exactly 90°. This quadrature difference insures a zero correlation between them which
prevents any interference or leakage. As a second restriction, I and Q should be strictly
timely synchronised with each other. As known, the [ and Q components are converted from
digital to analogue then modulated separately to the optical domain then multiplexed before
transmission. Hence, they will go through different RF lines and pass through different DACs
and MZM. The asymmeftry in paths causes timing difference between the I and Q components.
This phenomenon is known as I1Q skew mismatch. Additionally, the amplitude of both I and
Q channels should be the same to obtain the right constellation diagram which is not always
the case. So, IQ quadrature error, IQ skew and IQ gain mismatches can be considered as the
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main IQ imbalances in optical transceivers. Each one of the aforementioned mismatches
has different sources and different methods proposed to compensate for its effects. The
most straightforward one to correct is the gain mismatch and it’s traditionally corrected
by automatic gain controlled trans-impedence amplifier [37]. For IQ skew compensation,
different calibration techniques have been introduced and can be reviewed from the reference
[38]. For I1Q quadrature error, Gram-Schmidt orthogonalization procedure (GSOP) is one
of the well-known traditional DSP techniques which is used in recovering the orthogonality
between the in-phase and quadrature samples by removing the correlation. It simply measures
an optimum set of orthogonal vectors based on a comparison with a reference vector as
shown in fig 2.10. This technique showed strong potential in correcting all the IQ quadrature
mismatched imposed by the receiver, however, it doesn’t do well in correcting IQ quadrature
errors imposed by the transmitter especially if it is followed by a frequency offset. This
draw-back can be explained by the convergence scheme of GSOP which tends to converge
whenever the constellation approaches a circular shape and this condition can easily be
affected by the frequency offset component e [37] [39]. A full compensation for the
transmitter’s IQ quadrature mismatch is still a solid area of research [40].

OA/\C‘}

Fig. 2.10 Gram-Schmidt orthogonalization procedure

2.2.2 Equalization

The main purpose of equalization is to remove the linear impairments such as chromatic
dispersion (CD) and polarization mode dispersion (PMD). As it’s known, both dispersions
are lossless which means that they corrupt the signal’s phase response but don’t show any
effect on the magnitudes of the power spectral density (PSD) elements. It has been shown that
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it’s more beneficial to divide the equalization into two different steps due to the difference in
CD’s and PMD’s natures [41]. Typically, CD is a slowly changing type of dispersion which
requires a single FIR filter with large number of taps to equalise while PMD is a dynamic
and fast changing type of dispersion which requires multiple small adaptive filters which can
update their taps continuously to track the changes.

Static equalization

The transfer function of the CD can be expressed as [42]

2R
G(z,0) = exp (—szﬁzé) (10)

Where o is the angular frequency, 3 is the parameter of the group delay dispersion and
z is the fiber link length. To extract the FIR filter taps values which are needed to equalise for
CD, the inverse Fourier transform is applied to G(z, @) and the resultant formula is.

1 jrz)
he(2,) = —====exp ( —37— 11
e(e) = g e (=5 an

which represents the impulse response of a single-mode optical fiber in a fiber-optic
communication system. The impulse response, A.(z,t), describes the response of the optical

fiber to an impulse or delta function input.

1

In this equation, the term represents a normalization constant, which ensures

V—2mjBaz
it
that the impulse response has unit energy. The term exp (—ﬁ) represents the frequency-

dependent phase shift caused by the optical fiber, similar to the transfer function described in
Equation 10.

The impulse response of the optical fiber is an important characteristic that provides
information about the behavior of the fiber-optic communication system in response to
impulse inputs. By analyzing the impulse response, engineers can determine the time-domain
behavior of the system and design effective strategies to minimize the impact of dispersion
and other factors that can degrade the signal quality and performance.

As it’s shown, the formula is unbounded which means that it requires an unrealistic FIR
filter with infinite number of taps. To make the FIR design applicable, two types of impulse
response truncation have been proposed

1. Time domain truncation: It shows a good performance for short distances but high
complexity in long reach links and higher modulation formats.
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2. Frequency domain truncation: It shows a good performance for less complexity for
longer distances and easier implementation [43].

As a way to ease some of the processing requirements at the receiver. The Matched filter
(MF) can be associated with the static equalizer at the same stage. Hence, the CD equalizer
will have the combined following frequency response.

Hiora1(®) = Hpre(0)H(z. @) (12)

Where Hgpgc is the frequency response of the RRC matched filter and H, is the frequency
response of the CD equaliser.

Adaptive equalization

It’s true that a static CD equaliser combined with MF remove any CD and ISI elements
added to the signal. However, some residual CD and ISI components can still be presented
in the signal even after static equalisation is applied. Here comes the necessity for further
equalisation. The second stage of equalisation is performed using short adaptive filters not
only to remove the effect of PMD but also to eliminate any residual CD and ISI. A 2X2 MIMO
structured adaptive filter or what is called as “butterfly shape adaptive filter”” is commonly
utilized for this purpose in correspondence to the dual polarization nature of the carrier. The
four filters taps’ weights are updated using an adaptive algorithm to minimise the error which
is usually measured as a mean squared error (MSE). PMD equalizers generally fall under
two main categories, the first one is what’s known as data aided equalizers. This category of
equalisers assign periodically inserted training sequences to estimate the channel’s response.
Based on the estimation, the receiver updates its adaptive filters taps to apply an inverse of
the channel’s response. As how straightforward this method seems, one main disadvantage
makes it not as popular as the second method of equalisation which will eventually be
mentioned. This drawback is the additional overhead requirement to insert the training
sequence which will decrease the overall spectral efficiency of the transmission system. As
an alternative, the so called “blind equalization™ is used by utilising some properties of the
transmitted modulation format to estimate the mean square error (MSE) and minimise it.
To avoid complication, the detailed adaptive equations won’t be mentioned in this report,
however, they can be seen in reference [20]. The three main adaptive algorithms are:

1. Constant modulus Algorithm (CMA): CMA is one of the famous algorithms for
equalising PMD which can operate with a full blind mode. It’s well suited for constant
modulus formats such as QPSK and a variety of PSK formats, however, it can be
used but can’t exactly converge to zero error when high cardinality QAM formats
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are used such as 16 QAM, 32 QAM or 64 QAM. The main principle of CMA is to
minimise the amplitude fluctuations of the received samples compared to the average
amplitude taken for all of the received samples as shown in fig 2.11. This method deals
with samples’ phase component as a marginalised quantity which makes it immune to
phase and frequency offsets. This property makes it suitable to be applied before any
frequency or phase offset compensation unlike other algorithms.

CMA

Fig. 2.11 Constellation diagram for samples before and after applying adaptive filtering using
constant modulus algorithm

2.

Decision Directed Least Mean Square (DD-LMS): in DD-LMS the error is calculated
by comparing the output of the adaptive filter x, with the symbol after decoding D{x, }
as shown in fig 2.12. The DD-LMS technique shows better performance when dealing
with high levels of QAM formats, however, it faces a few implementation drawbacks.
Firstly, it can’t operate in a full blind mode since all of the first decisions will be wrong
and can’t be relied on to apply the algorithm. That’s why it’s usually applied with
a sequence of training symbols to initiate the equalizer or accompanied by CMA at
the start of the operation. The second drawback is the accumulated latency since the
decisions are made after the carrier recovery and frequency estimation stages which
will add up to the tap weights update time.

Recursive Least-Squares Algorithm (RLS): RLS shows a faster convergence and higher
accuracy comparing to LMS but that comes in the expense of higher computational
requirements. Several papers studied the performance of RLS in adaptive equalization
in details [44][45]
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Fig. 2.12 Constellation diagram for samples before and after applying adaptive filtering using
Decision Directed Least Mean Square algorithm

2.2.3 Timing recovery

The minimisation of inter-symbol interference (ISI) in any communication system is directly
related to the accuracy of synchronisation between the transmitter’s and receiver’s clocks.
As it’s well known that the zero ISI point in a well synchronised transceiver occurs at the
decision instances, any deviation from these instances will cause an observable IST added to
the sampled signal and its severity relies on many factors, one of them is the roll off factor
of the pulse shaping [12]. The deviation in sampling instances is called a clock jitter and
it’s caused by many sources. Moreover, the sampling phase should be optimised to locate
the sampling instants at the peak of the received symbol to obtain the highest SNR possible.
The digital process of correcting clock jitter and optimising sampling phase is called timing
recovery. Such as many impairments, the clock can be digitally recovered using different
DSP methods. One of the widely used ones in all types of digital communications due to its
simplicity is Gardner’s method [46]. As Gardner’s method can be considered as a feedback
method, square law timing recovery (STR) is a widely used feed-forward method in optical
communication due to the absence of delay [47].

2.2.4 Frequency and phase recovery (Carrier recovery)

An ideal optical carrier is expected to have a constant amplitude, frequency and phase. How-
ever, due to the nature of optical sources and the impracticability of constructing an ideal
coherent optical transmission system, deviations and fluctuations are always expected. As
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previously discussed, LO and CW lasers are not frequency locked. Hence, a frequency differ-
ence is presented at the received signal. Mathematically, the frequency shift is represented by
a multiplication of the received signal and frequency shift term ¢*/. Visually, the frequency
shift appears on the constellation diagram as a constellation rotation. Similarly, phase noise
is usually incorporated due to laser LO and CW linedwidths [48] which also appears as a
constellation shift. Mathematically, the phase noise is represented by multiplying the phase
noise term /A%, A sequence of phase and frequency estimation and compensation algorithms
are applied as a part of the DSP chain at the receiver side to recover the signal. This process
is called carrier recovery. Carrier recovery can be conducted in blind or pilot aided manner,
In other words, carrier recovery can be conducted blindly without the need for any overheads
or pilot symbols to assist the algorithm.

2.2.5 Probabilistic constellation shaping

The upper bound of the achievable information rate for a communication link in presence
of AWGN has been theoretically defined by Claude Shannon in [49]. Shannon’s limit has a
prolonged history of being used as a standard reference for all telecommunication systems.
The closer the performance gets to Shannon’s limit, the closer the system is to be ideal.
Uniform constellation shapes such as QPSK, 16-QAM and 64-QAM are commonly used in
commercial coherent optical communication systems due to their resilience against noise and
distortion and its ability to transmit high number of bits per symbol. Uniform constellation
shapes are capable of transmitting integer number of bits for each symbol. For instance,
16-QAM constellation is consisted of 16 points drawn on a plane. Each one of those points
represents a unique symbol of 4 bits. All symbols have equal probability of occurrence which
results into an entropy of 4 bits/symbol.

The optimum choice of modulation format immensely rely on the SNR supported by the
transmission system as shown in fig 2.13. Higher SNRs are capable of supporting higher
modulation formats, hence, higher bit rates. However, the supported SNR is generally limited
by transceiver’s components and channel’s parameters. Despite the choice of modulation
format, the SNR gap between Shannon’s limit and uniform modulation formats always exists.
This SNR gap presents an opportunity for further exploitation of the capacity. One of the
suggested techniques to bridge the SNR gap is to introduce a set of new constellation shapes
with better granularity. This can be achieved by manipulating the probability of occurrence of
a conventional QAM modulation using an added DSP block called distribution matcher prior
to the FEC encoder [50]. Redistributing the probability of occurrence by transmitting more
of the lower energy symbols (inner symbols) than higher energy symbols (outer symbols) as
illustrated in fig 2.14 shows better performance at certain SNR levels comparing to uniform
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QAM constellation. This performance improvement can relate to higher resilience against
noise due to the avoidance of outer constellation points which are commonly most effected
by noise. Probabilistic constellation shaping (PCS) can achieve up to 1.53 dB shaping gain
under additive white Gaussian noise (AWGN) in certain transmission conditions [51]. PCS is
well known for its rate adaptivity. In other words, the data rate can be controlled by changing
the PCS factor while keeping modulation format, FEC rate the same. This feature makes PCS
a strong candidate to be an essential part of future flexible and high speed optical transceivers.
PCS will be discussed in more depth in Chapter 5.
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Fig. 2.13 The relationship between transceiver’s SNR and achievable information rate

2.3 Spectral efficiency and up-scaling methods

Spectral efficiency (SE) is a decisive indication of how effectively the available channel
bandwidth is exploited in transmission. The higher the spectral efficiency, the higher the
total achievable bit rate or the less components needed to achieve a specific net bit rate
which consequently leads to a lower deployment costs and higher cost efficiency. The simple

expression below can be used to quantify the spectral efficiency

Ry logy(M)

T Af (1471)

Where R; is the symbol rate or can be called as the baud rate and measured in sym-
bol/second, Af is the frequency spacing between adjacent WDM channels and measured in
Hz, M is the number of unique constellation points and r is the redundancy resulted from

(13)
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Fig. 2.14 A graphical comparison of assigned probability of occurrence for constellation
points in a) a uniform 16-QAM (b) a probabilistically shaped 16-QAM

the forward error correction (FEC) code [42]. As it can be interpreted from the SE equation,
there are 4 ways of increasing the SE and these ways are:

1. Increasing the symbol rate R;: Increasing the symbol rate (Baud rate) is one of
the most obvious ways to increase the spectral efficiency in any telecommunication
system. A decrement in the signal to noise ratio (SNR) comes as a direct response
of increasing the baud rate and fixing the signal’s power according to Shannon’s law.
Moreover, transmitting higher baud rates applies more pressure on the electronic and
optical components of the system which have their own bandwidth limitations. These
bandwidth limitations act like a low pass filter in some of the components such as the
ADC and DAC and act like as nonlinear distorters in other components such as RF
amplifiers. In both of the cases, the transmitted signal will be constrained by these
components’ physical limitations.

2. Higher modulation formats M: Another way of achieving higher SE is by encoding
more bits into each symbol. This is achieved by utilising higher modulation formats
such as (32QAM, 64QAM, and 128QAM) instead of the conventionally used QPSK
and 16QAM. Utilising higher modulation formats will make the decoding and decision
making process more vulnerable for errors considering that more constellation points
will be packed in the same constellation area. In other words, the Euclidean distances
between adjacent constellation points will dramatically minimise which make it harder
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for the receiver to distinguish between these points in the presence of noise. Increasing
OSNR will assist the receiver in making correct decisions however this will come at
the expense of more nonlinearities due to the optical fibre interaction with high power
pulses.

3. Less spaces between WDM subcarriers 8 f: Narrowing WDM subcarriers to each other
will definitely support the compactness of the spectrum and allow for higher number
of subcarriers to be inserted. On the other hand, careful consideration should be taken
to assure that subcarriers don’t overlap or that will cause an extremely unwanted cross
talk.

4. Shortening the forward error correction (FEC) overhead: FEC is one of the methods
which aims to correct receiver’s decisions at the expense of redundancy. The FEC
scheme utilizes additional overheads in correcting the falsely detected bits. As ITU-T
recommends RS(255,239) FEC codes which usually require 7% overhead for dense
WDM (DWDM) networks, other researches discussed adding longer overheads to
increase the maximum reach of the optical link [47] [52]. Definitely, as the FEC
overhead length increases, the entropy decreases which means less SE.

2.4 Conclusion

The main building blocks of a coherent optical transceiver are mapping, 1/Q splitting, pulse
shaping, Mach-Zehnder modulation, digital conversion and digital signal processing. These
components work together to transmit and receive optical signals with high speed and
spectral efficiency in modern optical communication systems. The scalability of these
systems is a crucial factor in their design, and there are several dimensions that can be
considered to increase their performance. The number of utilized channels, modulation
format, baudrate are the three main dimensions to consider for scalability. DSP architecture
of a conventional coherent optical transmitter is complex and requires careful consideration of
the trade-off between modulation format, baudrate and SNR. Despite the challenges, coherent
optical transceivers have demonstrated higher ISD, flexibility, and robustness against noise
compared to older WDM-OOK based systems, making them a preferred choice in high speed
transmission applications.

The digital to analogue conversion process in coherent optical transceivers is a crucial
step in the data transmission. The process is composed of three main stages : resampling,
quantization, and zero order hold. The zero order hold function introduces spectral replicas of
the base-band signal that need to be removed by an analogue anti-aliasing filter. This chapter
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presented the mathematical representation of zero order hold transfer function and its effect
on the spectral replicas of the base-band signal in the digital to analogue conversion process.
It also discussed two types of optical modulators used in coherent optical communication
systems, direct modulation and indirect modulation. Among the indirect modulators, the
Mach-Zehnder Modulators (MZMs) were explored in detail, including its operational mecha-
nism, properties, and its effect on the transmitted symbol. The up-conversion component
of the carrier was also derived to provide a comprehensive understanding of the modula-
tion process. The discussion in this chapter highlights the importance of understanding
the underlying modulation mechanisms and their impact on the performance of the optical
communication systems.

The chapter has provided an overview of the DSP techniques applied in coherent optical
communication systems. The goal of these techniques is to eliminate linear impairments
such as CD and PMD that occur in the fiber link transmission. To achieve this, equalization
is performed in two stages; the first stage being a static equalization process and the second
stage being an adaptive equalization process. The static equalization involves the use of
a MF combined with a CD equalizer to remove CD and ISI components. The adaptive
equalization process employs a 2X2 MIMO structured adaptive filter or "butterfly shape
adaptive filter" to remove any residual CD and PMD effects. There are two main categories
of PMD equalization: data-aided and blind equalization. Data-aided equalization requires the
insertion of training sequences to estimate the channel’s response, while blind equalization
uses the properties of the transmitted modulation format to estimate the MSE and minimize
it. Three main adaptive algorithms are used for PMD equalization: CMA, DD-LMS and
RLS.

Timing recovery , frequency and phase recovery and probabilistic constellation shaping
are important elements in modern digital communication systems. Timing recovery is
the process of correcting clock jitter and optimizing the sampling phase to minimize ISI.
Gardner’s method is one of the most widely used technique for timing recovery due to its
simplicity. Frequency and phase recovery, also known as carrier recovery, is the process
of correcting the frequency and phase deviations in a received signal caused by deviations
and fluctuations in the optical source and transmission system. Carrier recovery can be
conducted blindly or with the use of pilot symbols. Probabilistic constellation shaping (PCS)
is a technique used to improve the performance of a communication system by manipulating
the probability of occurrence of the symbols in a conventional QAM modulation. PCS can
achieve up to 1.53 dB shaping gain under AWGN which makes it an essential part of modern
optical transceivers.
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Chapter 3

Non-linearity in Digital to Analogue
converters

3.1 Theory

The ubiquitous presence of non-linearity in optical and electrical subsystems impose an
immense number of challenges for high speed coherent optical communication systems. The
complexity of non-linearity arises from the fact that most forms of non-linearity can not be
compensated for by using conventional linear DSP methods. This would usually make them
harder to deal with and computationally expensive to solve. Therefore, non-linearity and its
variations in optical communication systems have been always a fertile ground for research
and investigations. For instance, [Q-MZM transfer function non-linearity, over driven RF
amplifier induced non-linearity and Kerr non-linearity have been studied in several occasions.
While, a few of them attracted more attention than others, one type of non-linearity has
been completely neglected despite its potential effect on future generations of coherent
optical transceivers which might rely on higher modulation formats to maximise their SE.
Similar to most electro-optical components of the system, digital converters have their own
non-linearity which are accounted for in ENOB calculations. Non-linearity is one of many
other sources of noise and distortion which have distinctive behavioural nature in digital
converters. Those unique behavioural natures allow them to be classified under two main
categories. The first category is signal-dependent or frequency dependent. They can also be
called as "dynamic ENOB contributors" which implies that they are the ones accountable
for ENOB variation over range of input signal frequencies. The two main examples for
dynamic ENOB contributors are time jitter and digital converter’s frequency response. Those
contributors have been modelled in [53] represented as
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It can be clearly noted that the main frequency dependent terms of the equation are the
second term on the RHS of eq (1) which includes the jitter o;; and the third term on the RHS
of eq (1) which accounts for the frequency response |H (f)|. While , the final term on the
RHS of eq (1) is a representation of the correction factor or what’s referred to as processing
gain. Processing gain is a result of an internal digital filter applied to signal which does not
occupy the full Nyquist bandwidth. Applying the digital filter suppresses the out of band
noises and distortions and enhances SNR which consequently improves the overall ENOB.
ENOBpc in eq (1) includes all static impairments such as non-linearities, thermal noise and
other frequency independent noise. ENOBpc is usually measured at low input frequencies
since it’s expected to be dominant in these regions.

3.1.1 The distinction between integral and differential non-linearity

Integral non-linearity (INL) and differential non linearity (DNL) are the two forms of non-
linearity in digital converters. Prior to reviewing the distinction between them, it’s extremely
important to understand the underlying mismatches in circuit-level structure which result in
this phenomena. Despite the wide variety of DAC topologies [15] such as thermometer [54],
R2R ladder [55] and segmentation, most DACs employed in high speed optical transmission
descend from a current steering architecture. Fig 3.1 shows a simplified circuit diagram for
a binary weighted current steering DAC. A Dy of switches control N number of current
sources to convert the binary digital input to an analogue output.

Fig. 3.1 A simple binary weighted current switching DAC with N bits resolution
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The output current for any specific input code will be a summation for output of all
activated current sources and is calculated by the following equation

Iow = Dy (2V1,) +---+ D, (21,) + D11, (15)

Fig 3.2 represents the resultant transfer function of a hypothetical ideal DAC with 3 bits
resolution. Each level of the vertical axes resembles a unique current value which is a fraction
of the DAC’s full scale (maximum current) while the points on the transfer function line show
which digital code (input) does that analogue current (output) corresponds to. The output
difference between two successive digital inputs is called least significant bit (LSB). LSB is
the smallest output step in a digital converter. For instance, the 1 LSB in the hypothetical
DAC presented in fig 3.2 is 0.2V.
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Fig. 3.2 Transfer function for an ideal 3 bits DAC

A current steering DAC ideally has identical current sources (sub DACs) with a similar
output. However, due to internal circuit non-idealities and mismatches, a deviation from the
expected output current for each input digital code is highly anticipated [56]. This deviation
can take different forms and can range from a slight anomaly to a severe diversion. For
instance, missing codes, which affect the monotonicity of the transfer function would be
considered as a severe impairment while slight difference between a point on the real transfer
function line and it’s ideal counter part can be considered as a slight anomaly. Other types of
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errors such as gain and offset errors can also be displayed on the transfer function however
they won’t be discussed in details in this chapter.

Two types of non-linearities, INL and DNL, can be realized form a digital converter
transfer function. INL can simply be defined as the maximum deviation between an ideal
and a real transfer function line. INL can take different shapes based on the topology of the
digital converter. For instance, The S shape showed in fig 3.3a is common in high speed
digital converters for coherent optical communication systems while the bow shape showed
in fig 3.3b is common in other types of digital converters. Different shapes have different
harmonic properties. For instance, the 3™ is dominant in an S shaped INL digital converter
while the 2" harmonic in bow shaped INL digital converter. Harmonics always appear on the
spectral analyzer as integer multiples of the fundamental frequency. Assuming a fundamental
sinusoidal signal with frequency f. , the 27 will be located at 2f. and the 3" harmonic will
be located at 3 f, etc.

As previously explained, the difference between two successive outputs is 1 LSB. In a
real case scenario, that difference might be more or less than 1 LSB and that difference is
refered to as DNL. DNL can be negative, positive or zero and it is measured for each two
successive outputs individually. INL for point m can be derived from DNL bu computing its
comulative sum

m—1
INL[m) =Y DNL[i] (16)

i=1
3.1.2 Performance metrics (THD,SINAD and ENOB)

An illustration for a typical output spectrum for a digital converter is shown in fig 3.4.
The fundamental sinusoidal signal f, usually has the highest power. The noise floor is a
combination of quantization noise, thermal noise and any electronic emitted noises. Any
distinct pulse above the noise floor level can be either a harmonic or a spur. As previously
explained, harmonics are a byproduct of non-linearity in a digital converter. However, spurs
have other origins such as interleaving mismatches and clock signal leakages. Harmonics
and spurs power can be expressed in dB as absolute power or in dB. as a relative power to
the fundamental signal. For example, the power of harmonic & is calculated as

P[dB.] = 10log (%) (17)

Where F. is the power of fundamental and P is the power of the harmonic k. Total harmonic
distortion is one of the standard metrics to assess the performance of a digital converter. Well
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designed digital converter is expected to have a low THD while a high THD is an indication
for high non-linearity. THD can be calculated as

N
) R
THDI[dB,] = 10log *2; (18)

c

Where N is the total number of harmonics taken into account. The difference between highest
harmonic and fundamental signal is called spurious free dynamic range. High quality digital
converters with low non-linearity are expected to have high SFDR.

Likewise, another paramount metric for digital converters is signal to quantization noise
ratio. SONR can be calculated as

SQNR[dB] = 10log (%) (19)
0

Where Py is the quantization noise power or the quantization varience.According to
Bennett’s approximations [25], SQNR can be expressed as

SONR(dB) = 6.02N, + 1.76dB — PAPR(dB) + 3dB (20)

Where Nj is the number of resolution bits and PAPR is the peak to average power ratio
for the input signal. In the case of a sine wave form input, PAPR = 3. As it can be noticed,
the two main variables in defining the SNOR are the number of resolution bits and the PAPR
of the input signal.

SINAD on the other hand can be calculated as

SINAD[dB] = 10log (ﬁ) (21)

Both SINAD and SQNR take into account the quantization noise, however, SINAD is a
more comprehensive and adequate measure due to the harmonic distortion and other noises
being included as shown in equation 21. As the bit resolution could be derived from the
SONR equation, an equivalent definition is derived by replacing SONT in equation 20 with
SINAD is called effective number of bits

SINAD — 1.76dB — PAPR(dB) + 3dB
6.02

ENOB = (22)
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Fig. 3.4 The spectrum of harmonics and spurs generated at the output of a digital converter
with a single sinusoid f¢ input

As it can be noticed, ENOB is a quantity which implicitly includes quantization noise and
distortion, thus, gives an overview of the resolution and linearity of a digital convertor. This
feature made it one of the most widely used expressions in defining the digital converter’s

performance [57].

3.2 Practical INL measurements

3.2.1 Theory

The histogram test is one of the classical methods to measure INL in digital converters.
According to IEEE standards, a histogram test can be conducted by either a linear ramp
or a sinusoidal signal [58].The generation of a clear sine wave is usually simpler and
more straightforward than other forms of wave, hence, the sinusoidal histogram test is the
commonly used for INL measurements. An integer number of sinusoidal periods is generated,
the waveform is captured by an ADC and the code density is measured [59] as shown in fig
3.5. Code density will later be compared to the expected code density for an ideal sinusoidal
signal to estimate DNL and INL. An ADC with N resolution would have 2V codes and each
code has a code width of FS/2N where F; is the is the full scale of the ADC. If the input
sinusoidal signal is
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V = Asin(0t+¢) +d (23)

where A is sine wave amplitude, @ is the angular frequency, ¢ is the initial phase and d
is the offset. The probability density function of the sine wave can be calculated accordingly

as
1

/A2 = (V —d)?

non-linearity tests normally require a long sequence of data points to ensure that all bins

(24)

p(V) =

have been sufficiently exercised and tested. Additionally, the sine wave frequency is wisely
chosen in such a way that the ratio of the sinusoidal and sampling frequency is a rational
number of prime numerator and denominator [60]. Respecting this criterion is essential to
ensure asynchronous sampling which eliminates the effect of phase noise on non-linearity
test measurements [61]. Fig 3.5 is an illustration for a SHT applied on a sinusoidal signal.
As can be seen from the shown histogram, codes at the two ends of the occupied range of
the digital converter have higher probability of occurrence comparing to codes located on
the middle of the range. For instance, H[O] and H[8] are expected to have higher code count
comparing to H[3].

DNL can be calculated by knowing the amplitude and frequency of the input sinusoidal
signal, constructing an equivalent ideal sine wave and directly comparing the PDFs of the
actual and ideal wave. The PDF of any single input point of the sine wave is calculated as
illustrated in equation 24. The probability of occurrence of a single digital converter bin is
derived by integrating equation 24 over the bin size. In an ideal case scenario, bin n would
have a size of [(n-2¥"!) - (n-1-2¥-1)).

Hence, the probability of occurrence of a sinusoidal over a bin is expressed as

1 . (Fsxn—2N"1 AT g e N
P(n) = E[arcsm (W) — arcsin ( YL ] (25)

equation (25) calculates the probability of occurrence of a sinusoidal signal in a specific

bin based on the characteristics of the digital converter. It takes into account the bin code
number (n), the full range of the digital converter (Fy), and the digital converter resolution (V).
The formula calculates the probability by finding the difference of two arcus sine functions,
which represent the probability of a sinusoidal signal having a specific amplitude level within
the full range of the digital converter. The numerator of each arcus sine function represents
the deviation of the amplitude level from the mid-range value of the digital converter, while
the denominator represents the range of the digital converter divided by the number of
possible amplitude levels. This equation is used to determine the accuracy of the digital
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Fig. 3.5 Sinusoidal histogram test mechanism
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converter in representing analog signals, and the difference between the two arcus sine
functions can be used to calculate the differential non-linearity (DNL), which measures the
deviation of the digital converter’s step size from its ideal value. DNL can be calculated as
follow

actual P (nrh coa’e)
DNL = — -1 (26)
ideal P (nfh code)

As previously mentioned, INL can be derived by knowing DNL as shown in equation 16.
Fig 4.3 is an illustration for the difference in sinusoidal PDFs of an actual and ideal
digital converter. The deviation is what gives rise to DNL and INL.

. \ — Practical scenario
Probability — |deal scenario
density
function
lower codes upper codes
Output code

Fig. 3.6 Ilustration for sine wave PDF difference of actual and ideal digital converter

3.2.2 Experimental measurements

The importance of quantifying INL in a high speed digital converters for coherent optical
communication systems arises from their potential effect on high modulation formats such as
256 QAM and higher. The small euclidean distances between adjacent constellation points,
by sustaining the average power and increasing the modulation order as shown in fig 3.7,
increases the susceptibility against noises and distortion significantly. Thus, it’s very crucial
to anticipate any source of distortion and noise which might cause a performance degradation
by careful characterisation and in-depth study of all components of the optical transceiver.
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Fig. 3.7 A comparison of the euclidean distance between two adjacent constellation points in
256, 64 and 16-QAM

INL has been studied in a real case scenario with an electrical B2B setup as shown in fig
3.8. The setup is consisted of 8 bits, 92 GSamples pair of DAC/ADC. High speed digital
converters for coherent optical communication systems are made up of 4 timely interleaved
sub DAC/ADC pairs, therefor. 4 separate sinusoidal signal with identical frequencies are
generated and uploaded to each sub DAC. The sinusoidal signal frequency is chosen to be
533.2662 MHz for two reasons. Firstly, in order to meet the asynchronous sampling criterion
as previously explained. Secondly, to minimise the effect of frequency response and sampling
jitter since 533.2662 MHz is considered relatively low comparing to the overall bandwidth
of a high speed digital converter. Each sinusoidal signal is later captured by a corresponding
sub ADC and SHT is applied to each sub ADC individually. The resultant is a combined
INL of the DAC/ADC pair.

Fig 3.9 indicates the measured INL for each sub DAC/ADC pair identified by different
colour. SHT has been applied to the all 2% = 256 codes. Noticeably, INL curves for all
sub DAC/ADC pairs are nearly identical which indicates that all sub DAC/ADC pairs have

similar circuit structure and mismatches.

3.2.3 Modelling

INL is an intrinsic feature in digital converters. Therefore, the capability of conducting
a comprehensive study on the effect of different INL values on transmission is limited to
the availability of multiple digital converters with different INL characteristics. Obtaining
a digital converter with specific INL requires introducing circuit mismatches deliberately

which is not commonly practiced in industry. Hence, introducing an INL model which can
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using SHT
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easily be applied and adjusted accordingly in analytical investigations and experimental
setups is immensely beneficial. Similar digital models have been introduced to manipulate
the jitter [62] and limit down DAC’s resolution [63], however, no model has been introduced
to manipulate the INL.

Using simple curve fitting methods, a general INL "S" shaped model has been constructed
based on the experimental work discussed in subsection 3.2.2. For the sake of simplicity,
it has been assumed that sub DACs and ADCs have identical INL. Hence, the INL can be
presented as shown in fig 3.10. The model is not restricted to 8 bits resolution as it can be
altered to higher or lower resolution by adjusting the LSB voltage. LSB is calculated as
LSB = ? where f; is the full converter scale and N is the resolution. Any change in the
resolution will direclty reflect on LSB. Moreover, any change in resolution will likely not
affect the overall shape of INL since the circuit topology will remain the same but the number

of current sources will be reduced.
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Fig. 3.10 INL model constructed based on experimental results

To justify the proposed model, a numerical test has been applied where a sinusoidal signal
is inserted to the INL model then an 8 bits DAC/ADC pair. The output signal is then tested
for linearity using SHT. INL has been swept from O to 7 and the SHT results are plotted
against an ideal INL addition. As can be seen, the maximum deviation from the ideal INL
mode is 0.28 LSB. The model demonstrates a 95% accuracy according to the test.

3.3 INL effect on ENOB

INL is one of the major ENOBpc contributors which reflects on the output spectrum of a
digital converters in a form of harmonics. The magnitude and power of those harmonics
rely on the severity and shape of INL. For instance, quadratic shaped INLs, eg. bow shaped
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Fig. 3.11 A comparison between model added INL and measured INL by applying SHT

INL, boost even order harmonics especially 2" harmonic while cubic shaped INLs, eg. "S"
shaped INL, boost odd order harmonics especially 3" harmonic. Thus, INL shape can be
predicted by looking at dominant harmonics. Harmonics with relatively large magnitude
indicates severe non linearity which result into a low SINAD and low ENOB.

The effect of sweeping INL on harmonics has been numerically studied using the INL
model. The model has been set to test two INL shapes, S shaped and bow shaped. INL shape
is directly related to the internal architecture of the digital converter and can suppress specific
harmonics and boost other harmonics as explained. A 1.3 GHz sinusoidal signal has been
applied and harmonics magnitudes have been measured. All magnitudes have been measured
in dB, (decibel relative to carrier) as expressed in the following equation

Ps(dBc) = 10log (%) 27)

Where S refers to the signal power and C refers to the carrier power. As can be seen in
fig 3.12a, every LSB increment of a S shaped INL increases the 3rd harmonic magnitude
by 3 dB approximately while doesn’t affect other harmonics. Similarly, every bow shaped
INL increases the 2nd harmonic magnitude by 3 dB approximately while doesn’t affect other
harmonics as can be seen in 3.12b. The stronger the INL is, the higher harmonic magnitudes
are and higher distortion is which reflects negatively on ENOB. This relationship is illustrated
in fig 3.13 where INL has been swept from O to 8§ LSB and ENOB calculated for each INL
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Fig. 3.12 A comparison of different harmonics magnitudes for different INL variations

value in a DAC/ADC electrical back to back configuration. Every additional 1 LSB of INL
degrades ENOB by 0.2 bits approximately.

3.4 INL effect on coherent transmission

To study the effect of INL on 256-QAM, an optical back-to-back setup was implemented as
shown in fig 3.14. The setup included an arbitrary wave generation (AWG) at the receiver
side which generates 23GBaud, 256-QAM. A 5% QPSK pilot symbols for synchronization
and aiding carrier recovery algorithms at receiver side. A pulse shaping with 0.2 roll off factor
was applied, followed by an INL model to control the added INL. Symbols are inserted into
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an 8 bits and 92 GSa/s DAC then optically converted using a CFP2 optical transponder. At
the receiver side, an 8 bits, 92 GSa/s ADC captures the traces and convert the samples into a
digital form. Subsequently, all samples undergo conventional processing via pilot-based DSP
algorithms with a decision directed least mean square algorithm for adaptive filtering and
pilot aided phase noise compensation DSP. The DSP sequence ends with mutual information
(MI) estimation, which provides a good estimate of BER after FEC decoding is applied.
INL is swept along a range of 0 to 10 LSBs at different signal to noise ratio (SNR) levels.
MI has been estimated and plotted on fig 3.15. As can be seen, an increment of 2 LSB of
INL causes a 0.15dB of SNR degradation. It can be seen that the degradation difference is

constant over the whole SNR range.

3.5 Conclusion

The non-linearity presence in optical and electrical subsystems poses a significant challenge
for high-speed coherent optical communication systems. The complexity of non-linearity
stems from the fact that conventional linear DSP methods cannot effectively compensate for
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most forms of non-linearity, making it difficult to deal with and computationally expensive
to solve.

Studies have focused on different forms of non-linearity such as 1Q-MZM transfer
function non-linearity, overdriven RF amplifier induced non-linearity, and Kerr non-linearity.
However, digital converters have their own form of non-linearity that has been largely
neglected despite its potential impact on future generations of coherent optical transceivers,
which may rely on higher modulation formats to maximize their spectral efficiency.

Digital converters are known to have unique behavioral characteristics that can be
classified into two main categories: signal-dependent or frequency dependent and signal-
independent or frequency independent. Time jitter and digital converter frequency response
are the main examples of the first category while INL and thermal noise are the main examples
of the second one.

The existence of non-linearity in digital converters manifests itself in two distinct forms:
INL and DNL. INL and DNL are caused by mismatches in the circuit-level structure, and it
is crucial to comprehend these mismatches to fully grasp the distinction between INL and
DNL. In the field of optical transmission, high-speed digital-to-analog converters (DACs)
are widely implemented using a current-steering architecture. The current output for a given
digital input code is computed as the result of the aggregation of all activated current sources
in the circuit. Mismatches cause output deviation which results in non-linearity.

The magnitude and power of harmonics in a digital converter’s output spectrum is largely
influenced by INL. The shape of INL, either bow-shaped or S-shaped, directly impacts the
dominant harmonics and results in a low SINAD and ENOB if the INL is high. A numerical
study showed that every additional LSB of INL degrades ENOB by 0.2 bits. Similarly, an
optical back-to-back setup was implemented to study the effect of INL on 256-QAM. The
results showed that INL has a significant impact on the BER (Bit Error Rate) of the system.
The strong relationship between INL and ENOB highlights the importance of reducing INL
in digital converters to improve their performance.
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Chapter 4

Neural networks for digital converters
non-linearity compensation

ANNSs are a category of deep learning which falls under a broader set of mathematical
algorithms called machine learning. The term "machine learning" has been popularized by
the engineer Arthur Samuel in 1959 [64] as he quoted describing the program he designed
"A computer can be programmed so that it will learn to play a better game of checkers than
can be played by the person who wrote the program". Considering the complexity of most
real-life models which might incorporate numerous unknown parameters, ML manifests itself
as an effective tool to approach a numerical solution through various ways of optimization
using representative sets of data. This process can be perceived as an advanced level of
programming where the program learns and improves from experience to perform certain
tasks without being explicitly written to do so.

ML has been used in a variety of fields and for various applications such as natural
language processing [65], speech and hand writing recognition [66] [67], stock market
prediction [68] and medical cancer diagnosis [69]. Despite the faced challenges and obstacles
to translate the fast-paced theoretical advancements in the field of ML into real-life utilization
over the last few decades, a renewed interest among researchers and engineers is prominent
[70]. This interest is ignited by the exponential growth of computational power which is
considered as one of the pivotal pillars of any real-life application for ML [71]. Additionally,
the attainability of storing big sets of data and the ease of accessing them through cloud
services or on-site storage units make it easier to apply ML to real-life problems.

Undoubtedly, the complexity of numerous telecommunication problems which can not be
solved by traditional engineering solutions or accurately modeled to capture all underlying
physical properties will require advanced data-driven methods to solve. Hence, this qualifies
the field of telecommunications to be one of the major beneficiaries of the aforementioned
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renaissance of ML. For instance, signal detection [72], channel estimation [73], coding
and encoding [74] and resource allocation [75] are a few of the investigated problems with
ML-based solution proposals.

Optical telecommunication systems were not abandoned by this research and investigation
movement. Incorporating ML in optical communication systems started by targeting non-
linearity in optical links which arises from the intrinsic Kerr effect [76]. Non-linearity in
coherent optical communication systems is considered as one of the prolonged limiting
factors for the maximum achievable rates. Despite the existence of the well-known non-linear
Schrodinger equation which models the lightpropagation over an optical fiber [77], a highly
efficient equalizer to compensate for the effect of non-linearity is still challenging to design.
This can be attributed to the reliance on multitude of channel intrinsic coefficients such as
chromatic dispersion, attenuation and Kerr non-linearity coefficients and transmitted signal
parameters such as launch power, bandwidth and occupied wavelength. Moreover, despite
the deterministic nature of Kerr non-linearity, the interplay of multiple transmitted signal
over WDM channels will result in a stochastic alike problem which can not be predicted from
the receiver standpoint. A technique called digital back propagation has been previously
introduced to solve the non-linear Schrodinger equation, hence, compensates for the non-
linearity induced by the fibre [78]. Digital back propagation is an iterative digital process
which aims to invert the effect of non-linearity by dividing the fibre into segments and each
segment is governed by a linear and non-linear component. Despite the significant gains
achieved by applying digital back propagation on long transmission systems, the technique
is considered computationally intensive especially with long distances, high launch powers
and high baud rates. Moreover, digital back propagation does not account for amplification
and other sorts of noise which extremely limits its capability to perform a full compensation.
ML algorithms are known for there ability to perform regression and classification. Both of
the processes can be used to estimate and compensate for non-linearity in coherent optical
communication systems assisted by conventional DSP to compensate for all the other linear
impairments and distortion. Hence, ML demonstrates itself as a strong , energy efficient and
low complex candidate for non-linear compensation in long coherent transmission systems
[79].

Non-linearity in coherent optical communication systems is not fibre exclusive. The
optical transceiver is assembled of optical, electrical and electro-optical components which
impose different forms of non-linearity on the signal. More severe effects are expected
when utilizing high modulation formats such as 64-QAM and beyond. Due to its high
peak to average power ratio comparing to uniform constellation, probabilistic constellation
shaping (PCS) drives higher component non-linearity [80]. This results into higher non-
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linearity effect on the transmission system. This chapter, will introduce a pre-compensation
technique to compensate for digital converter’s non-linearity, especially INL, based on
indirect learning. Moreover, it will analytically study the performance improvment of
applying the pre-compensation on a 64QAM/32 GBaud and 32QAM/32GBaud signal which
suffers from the INL effect.

4.1 Machine learning

4.1.1 Learning algorithms

Learning in ML algorithms takes different forms and methods. However, they can be
categorized into three main distinctive categories as follow

Supervised learning

Supervised learning is a ML task in which the algorithm attempts to classify or predict future
values based on a set of labeled data fed into it by an external source. The key feature of
supervised learning is the established knowledge of an output for each input of the training
set. One of the common examples for supervised learning is image recognition. For instance,
a computer can be trained to identify a certain type of fruits by feeding it million images
labelled by the name of that fruit. Thereafter, the machine uses those labelled images to
extract unique attributes and apply them on future predictions to distinguish any image of
that certain fruit from any other fruit. If the training data comes from a discrete set of data the
task is named "classification" as described in the example. If the training data comes from
a continuous set of data the task is called "regression". Regression is when the algorithm
extrapolates a correlation between two variables or more based on previous data. For instance,
weather forecasting heavily depends on regression to predict future outcomes based on a
number of variables which showed dependency in the past. Classification and regression are
both visually illustrated in fig. 4.1. In this chapter, ANN based regression will be used to
estimate DAC’s non-linearity and design compensation block for it [81].

Unsupervised learning

Unsupervised learning is a ML task which aims to uncover hidden patterns from unlabeled
data. One of the greatest examples of unsupervised learning is clustering. Clustering is the
process of categorizing massive amount of unlabeled date to natural subgroups or clusters.
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Classification Regression

Fig. 4.1 Visual illustration for two types of supervised learning: classification and regression

Clustering is solely based on similarity with no pre-defined feature. One of the most common
clustering algorithms is K-means clustering. In K-means clustering, the algorithm attempts
to partition N number of points into K number of clusters. The algorithm assigns centroids
to those clusters which would be the mean of the clustered points. Dimensionality reduction
is another example for unsupervised learning. Assuming a massive training data set of
N number of data points with K number of features. Thereby, the set is represented as
a matrix with dimensions N x K. The problem of processing large amount of data and
reducing its dimensionality can be addressed by utilizing unsupervised learning techniques
such as Principal Component Analysis and Linear Discriminant Analysis. These methods are
designed to reduce the number of features in the data set while retaining the most important
information, making it easier to process and analyze [81]. .

Reinforcement learning

Reinforcement learning is a ML technique which aims to train the algorithm to take decisions
based on a trial and error approach. Reinforcement learning doesn’t demand a set of samples
fed into the system to train the algorithm as noted in supervised and unsupervised learning.
Rather, the algorithm trains itself by evaluating the current state, taking an action and
receiving a feedback from its surroundings to "reinforce" better future decisions. In other
words, the algorithm navigates its way to perform a certain task in the best possible way
solely by utilizing its gained knowledge from its own experience. Whilst, supervised and
unsupervised learning can be considered as simple, myopic and singular solution oriented,
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Fig. 4.2 Visual illustration for K-means clustering method

reinforcement learning is complex, farsighted and focused on optimizing a sequential set of
decisions with broader objective. A computer learns how to play chess by competing against
itself or against human chess players is an example for reinforcement learning. A self driving
car learning how to drive in urban cities is another example for reinforcement learning. In
both of the examples, the algorithm aims to perform a certain task by taking a sequence of
optimized decisions. No single decision is correct, however, a sequence of decisions can lead
to the best possible performance and that can be navigated by the algorithm through positive

- Classification - Clustering
- Regression - Dimensionality reduction

and negative feedback [82].

Fig. 4.3 Illustration for sine wave PDF difference of actual and ideal digital converter
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Deep learning, multilayered neural networks consists of at least three layers, is one of
the common methods used to perform reinforcement learning due to its capability to predict
events and approximate complex functions. Neural networks are often dealt with as black-box
models due to the lack of insight on the structure of approximated functions and exact route
of convergence. This vagueness is a double edged sword. It eases the need for an in-depth
mathematical knowledge to employ neural networks from a user stand point. However, it
turns power optimization into a more challenging problem due to the one-solution-for-all
approach neural networks take.

4.1.2 Artificial neural networks

ANN s are computer architectures which are modeled after human brains. They are built by a
series of “neurons” (or “nodes”) and structured in layers. Those layers are connected in a
consecutive manner and interplay to approximate a complex function. The structure of an
ANN consists of an "input" layer, "output” layer and multiple layers in between performing
most of the computation required by the network and called "hidden" layers. Each layer is
consisted of n number of neurons. Those neurons are activated or deactivated by an activation
function o which can be either a linear or non-linear. Hence, the signal propagates through
those layers while being modified and altered by neurons to obtain a certain output at the end
of the network.

Fig 4.4 depicts the structure of an artificial neuron with n inputs and single y output. Each
one of those inputs is emitted by neuron from a previous layer. Each input is assigned a
weight w; which dictates it influence on the neuron’s output. An associated numerical value
to the neuron called "bias" b controls the activation threshold by shifting. As previously
mentioned, the neuron is activated or deactivated accordingly by an activation function. The
operation can be mathematically represented as

y = o (Z w,-x;—i—b) (28)

i=]

where x; is the i input of neuron and w is its weight. As described in the aforementioned
mathematical representation, a vector of x = (xi,....,x,) is weighted by a vector of wights
w = (w1,....,w,) through multiplication and summation then shifted by adding the bias b.
The outcome passes through an activation function o afterwards to produce the neuron’s
output.

During the training phase of neural networks, initial weights are often randomized.

Forward propagation is the first step of training in which the data propagates from the input
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layer to the output layer. During this stage, the weights are adjusted to generate a desired
output at the output layer. The actual output would typically deviates from the desired output
in the first few rounds of training. Hence, an optimization stage called back propagation is
needed. Back propagation aims to minimize the cost function. The cost function in neural
networks is an indicator of how well the ANN is performing its task and how accurate its
predictions or approximations are. Generally, the cost function is the difference between the
desired output and the actual output. Cost function calculation can be as simple as a mean
square error or as complex as a cross entropy. Clearly, the smaller the cost function the better
performing an ANN. As the name implies, back propagation is performed in the opposite
direction of forward propagation. The back propagation process calculates the cost function
and changes weights and biases by an optimization process such as gradient descent to find
the the set of weights and biases which corresponds to global minimums of the cost function.

Input  \weights

signal
xq bias
.
Notr.1-h?ear Output
X3 activation signal
— > Y

Fig. 4.4 Schematic of an artificial neuron with n inputs

. Activation functions are one of the most important features to characterize neurons in a
neural network. As previously explained, the activation function can be linear or non-linear.
Non-linear activation functions allow neural networks to perform more sophisticated tasks
and provide a higher degree of freedom to approximate wide variety of functions with higher
degrees of complexity. For instance, the difference between an ANN with linear activation
function and non-linear activation function performing a classification task is illustrated in
fig 4.5. The ANN with linear activation function is limited to a straight line to separate the
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elements while the non-linear activation function provides a more complex and sophisticated
solution. In this chapter, a few of the common linear and non-linear activation functions are
discussed and plotted for elaboration [83]. .
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Fig. 4.5 Performing classification by an artificial neural network with linear and non-linear
activation function

Linear activation functions

The linear activation function is usually called identity function. It can be considered as one
of the simplest forms of activation functions in which the activation is proportional to the
input as illustrated in Fig 4.6. The identity function can be mathematically described as

Olidentity = f(x) = x (29)

Where x is the input and f(x) is the activation function. Linear activation functions put a
great constraint on the type of functions neural networks can approximate. It’s impossible to
scale up the complexity of the neural network, notwithstanding the number of layers, since all
layers will collapse into one layer if a linear activation function is used. Moreover, enabling
gradient-based optimization is impossible in this case since differentiating a linear function
will always result into a constant. Consequently, back propagation is impossible to apply
on a neural network with linear activation function. Due to all the aforementioned reasons,
linear activation functions aren’t widely used in most of the applications. .
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Non-linear activation functions

According to the universal approximation theorem, an ANN with a single hidden layer
consisted of a finite number of neurons is capable of approximating any continuous function
within a specific range. In order for this theorem to holds, the ANN should has a non-
linear activation function. A few examples for non-linear activation functions are sigmoid,
hyperbolic tangent and rectified linear activation unit (ReLU). Those functions are discussed
briefly as follow:

* Sigmoid : the sigmoid function is sometimes called the logistic function. It’s commonly
used in ANNs which predict probability as an output. The function domain, all input
values at which the function is defined, is all the real numbers belong to the interval
[—o0, o0 and the range is bounded to the interval (0, 1) which explains why the sigmoid
function is preferred for probability prediction applications. Looking at fig 4.7 it can
be observed that the sigmoid function converges to 1 for high positive input values and
converges to 0 for low negative input values. The mathematical representation of the
sigmoid activation function is as follow

Asiomoid = f(x) — 1 +e* (30)
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The function is monotonic and differentiable which makes it suitable for gradient-based
optimizations and capable of approximating complex functions.

» Hyperbolic tangent : the hyperbolic tangent activation function is referred to by "tanh".
Similar to the sigmoid function, the domain extends from [—oo, oo|. However, the range
is bounded to the interval (—1,1). As shown in fig 4.7, the larger the input the closer
the output value is to 1, whereas, the smaller the input, the closer the output value is to
-1. The hyperbolic tangent function is mathematically presented as

gr—ie™*

Ofanh = f(x) = Py

€2

The hyperbolic tangent activation function is differential and suitable for gradient
based optimizations. Employing this activation function allows the neurons to have
three output states negative, positive and neutral. A visual comparison between the
sigmoid and hyperbolic tangent activation functions are depicted in 4.7
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Fig. 4.7 Sigmoid and hyperbolic tangent activation functions

* ReLU : the ReLU function as shown in 4.8 is known for its high computational
efficiency and fast convergence. Hence, it’s one of the most used activation functions
especially in hidden layers. As shown in fig 4.8, the ReLU function can be thought of
as two combined functions. The function output will always be zero for any negative
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input while the function acts like an identity function to any positive input. the function
is presented as

QreLy = f(x) = max(0,x) (32)

ReLU combines the simplicity of a linear activation function and the ability to build a
universal approximator, which is a non-linear activation function feature, since it has a
gradient of 0 or 1 depending on the sign of the input. This binary gradient allows an
easy and fast back propagation optimization, thus, shorter training time [84].
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Fig. 4.8 ReLU activation function

4.2 Artificial neural networks for INL compensation

As previously discussed in chapter 3, INL is one of the static ENOB contributors which
affects the performance of coherent optical transmission especially when utilizing high
modulation formats such as 256-QAM or employing low resolution digital to analogue
converters (eg. 4 or 5 bits). INL has been experimentally measured and a reliable model
has been constructed and tested accordingly. Despite the fact that INL’s function can be
easily anticipated since most of the high speed digital to analogue converters are known
for their "S" INL shape, accurate INL measurement and characterization are not easy to be
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performed in real life scenarios where monitoring and analyzing equipment are not available.
Hence, compensating for its effect requires ML or DSP based methods which are able to
adapt to different INL values. ANNs are well-known for their adaptability and ability to
learn and approximate variety of complex functions, therefore, they demonstrate themselves
as one of the promising candidates to minimize the INL effect in modern coherent optical
communication systems. In this chapter, an ANN is trained using an indirect learning
technique to approximate the inverse of the INL function and apply it at the transmitter side
as a pre-distorter. This pre-distorter reverses some of the INL effect on transmitted samples
and improves the performance of the optical transmission system as will be shown.

4.2.1 Indirect learning

Indirect learning is a learning technique in which the algorithm is trained at a different
position of where it would be used. This can be due to the lack of training samples or the
ambiguity of desired output at the operation point. Therefore, the algorithm is trained at a
position where more clarity is presented. Thereafter, transferred to where it needs to operate
after the training is completed [85].

Indirect learning has been proposed to construct pre-distorters in telecommunication
systems with a non-linear channel using Volterra series [86]. Since channel’s outputs aren’t
known in advance at the transmitter side, it’s impossible for the algorithm to train itself
unless it’s trained at the receiver side. Hence, the algorithm will be trained then deployed as
a pre-distorter later on.

In our investigation, indirect learning is used to train an ANN to approximate the INL
function and inverse it as a pre-distorter. This process is visually illustrated in fig 4.9. As
can be noted, the pre-distorter is firstly trained to minimize the cost function e(n) which is
mathematically presented as

e(n) = 1/ (Z/(n) ~Z(n))? (32)

where Z(n) is the transmitted sample and Z’(n) is the received sample affected by DAC’s
non-linearity. The training phase requires a very low noise channel to ensure a accurate
approximation. Hence, an optical back to back configuration is recommended during the
training phase. Once the training is completed, the ANN converges to an inverse function
of the INL. Then, all ANN parameters are copied and deployed at the trasnmitter side as a
pre-distorter. .
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Fig. 4.9 The INL pre-distorter’s indirect learning structure

4.2.2 Analytical study and results

An analytical study using the INL model and indirect learning technique has been conducted
to investigate the feasibility of utilizing ANNSs for INL compensation. The simulation setup
is illustrated in the block diagram presented in fig 4.10. At the transmitter side, a sequence
of PRBS-31 truncated to 10° bits is generated by the PRBS generator. All the bits are then
mapped to either 32 QAM or 64 QAM by the mapper accordingly. A pulse shaping of 0.2
roll off factor is applied to all generated samples. Thereafter, an ANN based pre-distorter
is applied to compensate for DAC induced INL. The applied ANN is a simple static feed
forward neural network with 6 layers (4 hidden layers consisted of 10 neurons per layer
accompanied with input and output layers). The training is based on Levenberg-Marquardt
learning algorithm operating in a batch mode [87]. The Levenberg-Marquardt learning
algorithm is known for its utility of extracting parameters of semiconductor devices. The
utilized activation function is hyperbolic tangent due to its ability to approximate complex
functions. DAC is modeled as a 5 bits quantizer with a 64 GSamples/s sampling rate. The
INL model is incorporated into the DAC to introduce "S" shaped INL. Both CW laser and
LO are modeled with 100 KHz linewidth each. At the receiver side, a 300MHz frequency
offset between LO and the optical carrier is presented. ADC is modeled as a 8 bits quantizer
with a 64 GSamples/s sampling rate. The DSP algorithm is consisted of a DD-LMS adaptive
filtering, GSOP for I/Q imbalance compensation, Gardner timing recovery and conventional
carrier recovery as discussed in chapter 2. .

The OSNR has been swept between 23 and 37 and BER is captured at each OSNR point
and the rsults are plotted in fig 4.11. The 7% FEC threshold is highlighted as a benchmark
level for comparison. The results depicted in fig. 4.11(a) show that the 2 LSB INL introduced
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Fig. 4.10 Block diagram for the optical back to back transmission system used the simulation
study including pre-distorter and INL model

a relatively small penalty of approximately 0.3dB for 32-quadrature amplitude modulation
(QAM) and 1dB for 64-QAM. The pre-distorter provided a gain of 0.6dB for 64-QAM, but
showed insignificant improvement for 32-QAM. The uncompensated penalty is due to the
low DAC resolution which constrains the pre-distorter’s choices of codes and thus voltage
outputs, and thereby restricts its capability to fully compensate for the INL effect. Doubling
the INL to 4 LSB resulted in an increase in penalties, with the pre-distorter recovering
approximately 75% of the penalty for both 32-QAM and 64-QAM as seen in fig. 4.11(b). It
also worth noticing that the 64-QAM with INL of 4 LSB curve would never go below 167>
BER threshold without applying pre-distorter by interpolating the points shown in the figure.

Fig. 4.12 is a visual illustration for the significant improvement obtained by using ANN
pre-distorter by comparing constellation diagrams. Fig 4.12a represents a Constellation
diagram of a 64 QAM, 32 GBaud signal under INL of 4 LSB after DSP recovery. The OSNR
in which the signal has been captured is 36 dB. As can be seen, the constellation points are
compressed towards the corners of the constellation due to the INL effect. On the other
hand, fig 4.12b show the same 64 QAM, 32 GBaud signal under INL of 4 LSB after DSP
recovery with ANN pre-distorter. As seen, the ANN pre-distorter significantly improves the
constellation.

M. Abu-Romoh, PhD Thesis, Aston University, 2022 62



1E-02
—8— Shits DAC

e Shits+21SBE+NN

1E-03 % == 5hits+2158

BER

1E-04

1E-05

23 25 27 25 31 a3 as a7
OSNR (dB)

BER

1E-02

1E-03

1E-04

—— Ghits DAC
e Shils LS BHNN

1E-05 —&— 5hits+4L58
23 25 7 29 31 33 a5 37

OSNR (dB)

Fig. 4.11 BER vs OSNR curves for 64 QAM, 32 GBaud and 32 QAM, 32 GBaud with 5 bits
resolution DAC in two scenarios (a) INL =2 LSB (b) INL =4 LSB

(a) Constellation diagram of a 64 QAM, 32 GBaud signal under INL =

4 LSB effect at OSNR = 36 dB

.ﬁ

(b) Constellation dlagram of a 64 QAM 32 GBaud signal under INL =

4 L.SB effect at OSNR =

36 dB after applying ANN pre-distorter

Fig. 4.12 Constellation diagram comparison to illustrate the effect of applying ANN pre-
distorter to 64 QAM, 32 GBaud signal under INL = 4 LSB
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4.3 Conclusion

ML algorithms, particularly ANNs, have the potential to be a valuable solution for non-
linearity compensation in digital converters and coherent optical communication systems.
The field of telecommunications can benefit from the renewed interest in ML due to the
exponential growth in computational power and the availability of large amounts of data.
The ability of ML to perform regression and classification makes it a strong candidate
for non-linear compensation in long transmission systems, providing a low-complexity,
energy-efficient solution. Additionally, ML algorithms can also be used to compensate for
non-linearity induced by digital converters and optical transceiver components in shorter
distances, especially with high modulation formats such as 64-QAM.

This chapter investigated the use of Indirect Learning in combination with Artificial
Neural Networks (ANNs) for INL compensation in coherent optical communication systems.
Indirect learning was used to train an ANN to approximate the INL function and invertitas a
pre-distorter.

An analytical study was conducted to investigate the feasibility of the method. The
simulation setup consisted of a back to back optical transmission system that includes a
pre-distorter and an INL model. The pre-distorter was a simple static feedforward neural
network and the training was based on the Levenberg-Marquardt learning algorithm.

The results of the analytical study showed that the 2 LSB INL introduced a relatively
small penalty of approximately 0.3dB for 32-QAM and 1dB for 64-QAM. The pre-distorter
provided a gain of 0.6dB for 64-QAM, but showed insignificant improvement for 32-QAM.
Doubling the INL to 4 LSB resulted in an increase in penalties, with the pre-distorter
recovering approximately 75% of the penalty for both 32-QAM and 64-QAM. The results
were visually illustrated by comparing constellation diagrams, which showed significant
improvement by using the ANN pre-distorter.

The results of the analytical study showed that the ANN pre-distorter was capable of
compensating for INL in the DAC and improving the BER performance in optical trans-
mission systems. The use of Indirect Learning and ANNSs for INL compensation could
potentially lead to the development of new and more efficient compensation techniques for
digital converters non-linearity.
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Chapter 5

Digital resolution enhancer to enable low
resolution digital to analogue converters

The introduction of digital to analogue converters (DACs) in optical communication systems
accompanied by digital signal processing (DSP) in 2005 has revolutionized the sector and
accelerated its advancement [88]. Despite the modest DAC specifications back then, the 6 bits,
20 GSamples/s DAC implemented using 130 nm bipolar CMOS semiconductor technology
strongly demonstrated its capability to accommodate a new generation of DSP-assisted
transceivers. The first proposal to integrate DAC in an optical transceiver was introduced
to perform a pre-compensation for the chromatic dispersion in a long intensity modulation
direct detection (IMDD) transmission system. It has been followed later by introducing a
6 bits, 20 GSamples/s analogue to digital converters (ADCs) at the receiver side of a 40
Gbit/s dual-polarization coherent QPSK transmission system [89]. Incorporating DACs
and ADCs allowed for post and pre-digital compensation not only for chromatic dispersion
but also for polarization-dependent loss (PDL) and polarization mode dispersion (PMD).
Thereupon, evolving into more sophisticated transceivers adequate for dual-polarization ,
phase and in-phase transmission by employing standard QAM formats. Multiplying the
spectral efficiency, reducing the cost per transmitted bit and enhancing the power efficiency
are a few of the benefits arose from the newly proposed architecture of DAC, ADC and DSP.
Hence, digital converters established themselves as a cornerstone of all future high speed
coherent optical communication systems.

Over the past 15 years, a great emphasis has been put on DSP algorithms to ameliorate
the performance and increase the throughput by digitally compensating and mitigating
against noise and linear and non-linear distortion imposed by the channel or optoelectronic
components impairments. As a result, DSP algorithms has matured in a rapid pace with
increased complexity and sophistication to solve more complex transmission problems. This
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has been reflected on a significant increase in the maximum achievable bit rate which lately
has arrived at 1.6 Tb/s per channel in a commercial system over 1600 Km [21]. This surge
has resulted in stringent requirements on digital converters accompanied by expectations
to continuously provide broader bandwidth, higher ENOB, higher sampling rate and better
power efficiency. Table 5.1 shows the digital converter evolution over the last decade as
updated from [90]. A few trends can be clearly perceived from tracing the progress. For
instance, a steady increase in the 3-dB bandwidth to accommodate higher baud rates without
sacrificing the SNR due to excessive frequency response pre-compensations has been one
of the main goals to achieve in every new generation of digital converters. As previously
mentioned in Chapter 2, scaling up the spectral efficiency of a single channel can be achieved
by either increasing modulation format or baud rate. As shown in table 5.2, assuming a zero
overhead, a single-channel coherent dual polarization transceiver can deliver 1.6 Tb/s by
employing one of the following (modulation format, baud rate) pairs of configuration:

1. High modulation format and low baud rate pairs such as (1024QAM,50 GBaud) or
(256QAM, 100 GBaud) are possible candidates [91]. In essence, employing high mod-
ulation formats will ease the pressure on the transceiver to support broader bandwidth.
Moreover, enabling better exploitation of the available fiber capacity by more WDM
channels occupying the same set of frequencies. Alternatively, sustaining the same
throughput by reducing WDM channels and relaxing wide band amplifiers require-
ments is also possible to cut down the cost per bit. However, high modulation formats
require relatively high SNR. As shown in fig 5.1, upgrading the transmission system by
an extra 1 “bit per symbol requires a transceiver with at least 3 dB better characteristic
SNR. The practical SNR limit in a coherent transceiver is governed by DACs, ADCs
and the fixed-point DSP. Thermal noise, cross talk and low ENOB are a few of the
SNR degradation factors which should be carefully dealt with in the system. High
modulation formats are also sensitive against noise and distortion which increases puts
extra load on the DSP to recover the signal.

2. Low modulation format and high baud rate pairs such as (OOK,800 GBaud) or (QPSK,
400 GBaud) are less desirable due to their broad bandwidth which consumes more
of the available fiber capacity compared to a high modulation format and low baud
rate configuration. Extremely broad bandwidth optoelectronic components (> 50 GHz
bandwidth) such as DACs, ADCs and MZMs are still not available which makes this
configuration unpractical to construct in reality. Moreover, digital converters’ sampling
rates have not yet reached an adequate rate for such high baud rates unless advanced
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multiplexing schemes have been used to amalgamate the bandwidths of multiple DACs
and ADCs [92].

3. Medium modulation format and baud rate pairs such as (16QAM, 200 GBaud) and
(64QAM, 133.3 GBaud) can be considered as optimum for high-speed transmission
considering that the nominal SNR of current commercial coherent transceivers can vary
from 19 to 24 dB. Methods such as PCS can assist to make the most of the provided
SNR, especially when employing 64QAM. Moreover, extensive research has been
conducted on DSP algorithms to recover 16QAM and 64QAM [40] which makes it
easier to implement.

One of the observable trends in digital converters evolution is power consumption re-
duction. Power consumption is directly related to the operating expenses (OPEX) which
determine the viability of deploying a transmission system in reality. A transmission system
with lower power consumption is, beyond any doubt, preferable, especially, when deal-
ing with short-haul and data center interconnect (DCI) applications with a high volume of
transceivers. A previous study has addressed the power distribution over the main functions
of DSP in a C Form-Factor Pluggable (CFP2) module with a 64QAM, 64 GBaud configura-
tion. According to the study, digital converters consume around 40% of the total power. One
of the ways to minimize the power consumption is by following the single DAC/DSP/ADC
chip approach built on CMOS or FinFET ASICs. This approach aims to limit the need to
Serializers/Deserializers (SerDes) which are not only complicated to implement to serve a
high-speed digital converter but also, power inefficient and a potential source for cross-talk
and distortion. Another approach is to select power-efficient architectures. For instance,
successive approximation register (SAR) ADCs are well known for their power efficiency and
segmented DACs are known for their easier high-resolution implementation. Furthermore,
each new semiconductor process node technology reduces the voltage supply needed for
transistors operation and increases transistors density on the chip, thus, reducing power
consumption and chip size. However, this comes at the cost of design difficulties due to an
increased number of mismatches and crosstalk.

Despite the significant improvement digital converter manufacturers have achieved in
the last decade, next generations of digital converters will be harder to design and more
challenging to manufacture. Each new generation requires a more advanced lithography
equipment which drives the higher costs and expenses to manufacture ASIC chips.
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Table 5.2 The baud rate to modulation format trade off in a 1.6 Tb/s single channel dual
polarization coherent system assuming no overhead

Modulation Bit rate Th/s Number of Baud rate Bits per symbol
format polarization Gbaud/s
O0OK 1.6 2 800 1
QPSK 1:6 2 400 2
16QAM 1.6 2 200 4
64QAM 1.6 2 133.3 6
256QAM 1.6 2 100 8
1024QAM 1.6 2 50 10
10
9
8- 1|bit
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Fig. 5.1 The theoretical channel capacity vs SNR relationship

Additionally, transistors are approaching their atomic physical limit which requires new
technologies such as nanowire transistors [100].

DSP techniques can ease some of the pressure on digital converters to slight extent.

For instance, bandwidth requirements can be relaxed by applying adequate pre-emphasis

and frequency response post-compensation which are capable of extending transceiver’s
bandwidth by a few GHz, hence, suppressing the ISI effect [101]. Relaxing DAC’s resolution
requirements has been one of the hot topics to investigate lately. This research interest
has started by introducing a new DSP block termed digital resoltion enhancer (DRE) for
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the first time in 2018 [102]. DRE is a dynamic quantizer applied prior to DACs as an
extra layer of compensation. It reshapes the quantization noise of a low resolution DAC
by manipulating input samples and assigning them to one of the quantization possibilities
generated by the dynamic quantizer. Those new quantization levels are selected to minimise
a cost function derived from the so called "effective quantization noise" which differs from
their instantaneous counterpart. Applying DRE to a low resolution DAC (e.g. 3 and 4 bit)
based transmission system allows for employing high modulation formats such as 64QAM
with minimum SNR penalty.

In this chapter, A comprehensive and in-depth analysis of the mathematical principles
behind DRE is performed. This study is supported by simulation investigation to illustrates
the expected performance enhancement of combining DRE with PCS to a 64QAM/64 GBaud
configuration. Then, the results are verified by an experimental investigation imitating the
set-up and parameters defined in the analytical study.

5.1 Digital resolution enhancer

5.1.1 Effective quantization noise

The quantization process is a non-linear process which introduces error to the signal due to
representing its infinite set of values by a finite discrete set of values. The deviation of the
output signal shape comparing to the input introduces a wide range of harmonics which can
be approximated to a white Gaussian noise [25]. This approximation is practically valid and
very close to reality when two main conditions are satisfied:

1. Assuming the distance between two quantization levels is A , the quantizer’s input is
x(n) and the quantized output is x,(n), the quantization error is the difference between
the input value and the output quantized value e(n) = x(n) —x4(n). All of the error

values should be equally likely to occur between any two adjacent quantization levels

552

possible inputs between two adjacent quantization levels should equally likely appear.

} to validate the white Gaussian noise assumption. In other words, all the

2. The values of quantization error sequence e(n) are uncorrelated to each other. In other
words, the input should be randomized.

If the aforementioned conditions were satisfied, quantization error sequence can be
modelled as a white Gaussian noise uncorrelated to the input. In a real transmission system,
those conditions are satisfied when dealing with DAC as an isolated system without including
the channel effect. However, DAC output samples pass through a channel consisted of DACs,
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ADCs and electrical and optical interface such as amplifiers, MZM modulators and RF
cables as shown in fig 5.2. Thereafter, the samples are match filtered prior to undergoing a
chain of DSP recovery. Looking at the samples from a receiver standpoint, they are all a
product of convolution with the impulse response of all the forenamed components and can
be mathematically presented as

L—1

Yq(n) = he(n) * xg(n) = Y he(n) xq(n—1) (1)

1=0

where y,(n) is the discrete received time sample after MF, * is the convolution operator,
he(n) is the combined channel impulse response, x4(n) is the quantized DAC output sample
and L is the length of the channel impulse response . This convolution enforces a correlation
between successive quantized samples which invalidates the second condition of white
gaussian noise approximation and transforms the quantization problem from a stochastic
insolvable to a deterministic problem with an attainable optimized solution.

Any optimization process requires a cost function to minimize. The objective in a low
resolution DAC transmission system is to reduce the quantization error to mitigate its effect
on the signal. To approach a full understanding for the problem, a clear distinction should
be drawn between the two types of quantization errors in the system. The first quantization
error the so called "instantaneous quantization error”. This error is the difference between the
sample x(n) prior to being quantized by the DAC and the sample x,(n) after being quantized
by the DAC. Instantaneous quantization error is written as

q(n) =xq(n) — x(n) 2)

And it complies with white Gaussian noise approximation conditions so it should not be
regarded as a part of the optimization process. The second type of quantzation error is
the difference between the quantized sample y,(n) after passing through CIR and its ideal
counterpart y(n) with no quantization. This error is the one which affects the performance
from a receiver standpoint and it is referred to by effective quantization error g, ry.

effective quantization error can be written as
gerr(n) =yq(n) — y(n) 3)

and the cost function for a sample n is the mean square-error of g, ¢¢. It can be derived
from equation 1, 2 and 3 and written as
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Fig. 5.2 Simplified block diagram for an optical transmission system to illustrate the combine
channel impulse response h.(n) components

J(n) = |qgff(n)| =| he(n) * g(n) |Zh gn—1)|? 4)

where L is the number of channel taps. It can be clearly noticed from equation 4 that the
quantization error is not memoryless anymore. The convolution with CIR causes dependency
on past quantization error values to calculate present and future values. Hence, optimizing
the quantization process is not limited to minimizing the euclidean distance between ideal
and quantized samples but it should take into account the effective quantization noise over
the whole sequence of samples.

5.1.2 Dynamic quantization

Optimizing the quantization process can be performed by replacing the conventional round-
off quantizer by a dynamic quantizer (DQ) as visually illustrated in fig 5.3. The dynamic
quantizer doesn’t assign quantization levels for incoming samples based on the closest
available value to exact value. Alternatively, it makes a structured decision to choose the
best quantization level out of a predefined number of options to minimize the effective

quantization noise. DQ error is written as

4ag(n) = qroln) - u(n) - A, )

where g,,(n) is the round-off error, u(n) is the integer control parameter and A is quantizer
step size, the output difference between two successive digital inputs, and it is usually set to
1 LSB. To ensure complying with DAC’s dynamic range constrain, the following condition
should be satisfied
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Cmin < ‘:’!m(”) +u(”) A < cmax, (6)

where cpmin and cmax are the maximum and minimum values of the DQ corresponding to
DAC’s dyanmic range, respectively.

BNy ELPSALP AU,

DQ control

segeunce

Fig. 5.3 Schematic diagram to illustrate the dynamic quantization problem

Assuming an input sequence of length N, the DQ control sequence is expected to be
a vector of values uopr = {utops (0)ttope (1)ttopt (2)...ttops (N — 1) } with the same length N to
minimize the mean square error over the whole input sequence

N lNl lNl

avg = Z J ”) Z |‘I€ff ”)I (7

The trellis diagram depicted in fig 5.4 illustrates the process of extracting an optimum DQ
control sequence out of a N input samples. It should be noted that calculating the optimized
DQ control sequence can easily turn into a computationally intensive problem. Assuming
a DAC with 4 bits resolution which translates into M = 16 quantization levels and input
sequence of N = 5 samples, DQ’s different combinations will be MY = 16° which is slightly
over 1 million different variations. Thus, calculating the average cost function for each of
the combinations is impractical and extremely complex in a real system. The main problem
here is the exponential relationship between computational complexity and number of input
samples which sets the greatest obstacle to implement it in reality. This problem can be
considered as a dynamic programming problem which can be formulated using a hidden
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Markov Model (HMM). HMMs are very common in natural language processing which
faces problems with similar complexity to the DQ problem. HMMs aim to find a sequence
of states which satisfies a certain criteria such as maximizing a probability or minimizing an
error function. Viterbi algorithm is a searching algorithm which explores the hidden states of
HMM to find the most likely state sequence by a process of systematic elimination based on
a path metric. Any path which diverges from the optimum path at any state will automatically
be eliminated even if it reemerges later. Calculations are only performed on paths which
extend from previous states and have a high likelihood of continuation.

x(N) N

L L-1 -1 L1
9 (@) =Zjhc(")‘1¢(“—” g0 =3 hNg, -1 ()= kg, (i-1 4 (N)=3 (g, (N-1)
1= =0 1= i=0

Fig. 5.4 Trellis diagram for a dynamic quantization problem

Viterbi decoders are well-known for their excellent error rate performance, feasible
implementation and fast convergence. Due to all of the aforementioned features, Viterbi is
considered as one of the most promising algorithms to solve this HMM problem. Hence, it
has been chosen as a primary decoding algorithm in the DRE block.

5.2 Probabilistic constellation shaping

The technological evolution in the field of internet applications and mobile communication
systems has resulted into a significant growth in data traffic and caused an unprecedented
pressure on coherent optical core network to keep up with the demand, Deploying new fibre
cables and upgrading the network is not the most cost effective solution especially that the
capacity of legacy fibre infrastructure is not fully exploited. variety of DSP algorithms have
been introduced to compensate for the linear and non-linear effect, therefore, facilitating
the way to improve capacity utilization. DSP algorithms has been improved and enhanced
throughout the years to bridge the inherent gap to Shannon capacity. One of the new
techniques introduced in the last few years to further fill this gap is probabilistic constellation
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shaping. Conventional QAMs lack the granularity which makes them not optimum under
many SNR and non-linearity conditions. PCS demonstrates itself as an effective and practical
DSP based solution to achieve better optimization. This can be performed by manipulating the
probability of occurrence of constellation points to achieve the best achievable information
rate. The flexible PCS provides in term of the rate adaptivity with iterative FEC decoding and
demodulation makes it more attractive to be implemented in practical transmission systems.

5.3 Analytical studies

The simulation is for an optical B2B transmission system over AWGN channel as shown in
fig 5.5. The transmitter side begins with QAM generation followed by a distribution matcher
to apply PCS to generated symbols. A 5% pilot overhead is used for synchronization and
carrier recovery aid. This is followed by a pulse shaper with a pulse-shaping factor of 0.1.
Subsequently, an optimized pre-emphasise stage is applied to compensate for transmitter’s
side frequency response followed by DRE to compensate for quantization noise. To minimize
the complexity, the filter representing channel impulse response taps has been shorten to
three taps and number of possible DQ levels are limited to three levels. All symbols will
pass through 4 bits DAC for digital to analogue conversion then optically converted. At
receiver side, 8 bits ADC convert the signal again to digital form to undergo a conventional
of pilot-based DSP algorithms with a decision directed least mean square algorithm for
adaptive filtering and pilot aided phase noise compensation. The DSP ends up with a mutual
information (MI) estimation.

5.3.1 Probabilistic shaping optimization

PCS factors can be optimized for different SNR levels to maximize the MI. As a first step,
this relationship has been numerically investigated to explore the optimum PCS factors for
different scenarios to be applied later. As shown in fig 5.6, the received SNR was swept from
13 dB to 25 dB and the PCS factor was tested over a range of O (no shaping) to 0.046. The
MI is normalized for each SNR to the maximum achievable MI at that SNR M,oxsvgr. The
heat map scale bar ranges from zero to unity, where O and 1 correspond to the lowest and
highest achievable MI for a given SNR, respectively. It can clearly be seen that higher PCS
factors achieve higher MI at low SNR levels and vice versa. Thus, for further investigation,
kK = 0.036 and k¥ = 0.016 were chosen to be representative of strong and weak PCS factors
respectively.
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Fig. 5.5 Block diagram for the optical back-to-back transmission system used in the experi-

mental and simulation study including probabilistic shaping and digital resolution enhance-
ment
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5.3.2 PCS gains for a 4 bit DAC with DRE

Fig 5.6 shows results of 64-Gbd/64-QAM signals tested for the two different selected
scenarios. Firstly, comparing the performance of DRE alone with a 4 bit DAC (blue curve)
to the same set-up using PCS with =0.016 (yellow curve) shows an improvement of up to
0.45 dB in required SNR at MI = 5.5 bits/symbol.

Secondly, the stronger PCS factor of xk =0.036 (purple curve) shows up to 0.75 dB of
SNR gain at MI = 4.5 bits/symbol, compared to using DRE alone at the same MI level.
These simulation results demonstrate that a combination of PCS and DRE is possible and
can outperform the application of DRE alone when dealing with low resolution DACs. For
illustration, Fig. 5.8 shows the recovered constellation after applying DSP for different
scenarios. Fig. 5.8(a) and Fig. 5.8(b) show uniform 64-Gbd/64-QAM signals with and
without applying DRE. It can be noticed that DRE reduces the noise in constellation which
minimises the susceptibility to errors and improves the overall performance. Similarly, Fig.
5.8(c) and Fig. 5.8(d) show probabilistically shaped 64-GBd/64-QAM signals with and
without applying DRE. It can be noticed that applying DRE to the probabilistically shaped
signal also reduces the noise in constellation and improves the overall performance.
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Fig. 5.7 Performance in terms of MI versus channel SNR for simulated 64-Gbd/64-QAM
modulation in different scenarios with DRE compared to Shannon’s limit (black) and uniform
modulation w/o DRE (red)
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5.4 Experimental studies

In our corresponding experimental study, an optical B2B setup was established as shown
in fig. 5.5, similar to the simulated setup. A pair of 92 GSa/s DAC/ADCs was used for
digital conversion in which DAC resolution was digitally restricted to 4 bits. A C-form factor
pluggable CFP2 transceiver was used as an optical transponder. At the transmitter side, QAM
generation was followed by a distribution matcher to apply PCS to the generated symbols.
As with the numerical simulations, 5% pilot overhead was used for synchronization and
to aid carrier recovery and followed by a pulse shaper with a pulse-shaping factor of 0.1.
Subsequently, an optimized pre-emphasis stage extracted separately and compensated for the
transmitter’s side frequency response.

Fig. 5.9 shows the same set of comparisons numerically studied in Fig. 5.7, confirming a
good match between these experimental results and the simulations. Applying a weak PS
factor of k¥ = 0.016 shows a 0.43 dB improvement (0.45 dB in simulations), taking a MI of
5.5 bits/symbol as a reference level of comparison. Moreover, applying a strong PS factor
of k¥ = 0.036 shows a 0.65 dB improvement (0.75 dB in simulations) taking a MI of 4.5
bits/symbol.

In both figs 5.7 and 5.9, it is noticeable that different PCS factors enhance or degrade
the performance at different SNR values. For instance, in the experimental data of Fig. 5.9
at a SNR of 19 dB, applying weak probabilistic shaping resulted in a 0.2 bit improvement
in terms of MI compared to the case without probabilistic shaping, while applying strong
probabilistic shaping resulted in a small degradation of order 0.1 bit. Note that similar
differences at a SNR of 19dB are evident in the simulation data of Fig. 5, and optimum PCS
factors for different SNR values can be easily realised from the numerical study summarised
in fig. 5.6. For illustration, Fig. 5.8 shows the recovered constellation after applying DSP for
different scenarios. Fig. 5.8(a) and Fig. 5.8(b) show uniform 64-Gbd/64-QAM signals with
and without applying DRE. It can be noticed that DRE reduces the noise in constellation
which minimises the susceptibility to errors and improves the overall performance. Similarly,
Fig. 5.8(c) and Fig. 5.8(d) show probabilistically shaped 64-GBd/64-QAM signals with and
without applying DRE. It can be noticed that applying DRE to the probabilistically shaped
signal also reduces the noise in constellation and improves the overall performance.
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Fig. 5.8 Performance improvement reflected in recovered constellations after applying DSP
at receiver side. The improvement is due to applying DRE in two different scenarios.
(a) Uniform 64GBd/64-QAM without applying DRE, (b) Uniform 64-GBd/64-QAM with
applying DRE, (c) Probabilistically shaped 64-GBd/64-QAM without applying DRE, (d)
Probabilistically shaped 64-GBd/64-QAM with applying DRE.
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Fig. 5.9 Performance in terms of MI versus channel SNR for experimental 64-Gbd/64-QAM
modulation in different scenarios with DRE compared to Shannon’s limit (black) and uniform
modulation w/o DRE (red)
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5.5 Conclusion

The integration of DACs and DSP in optical communication systems in 2005 marked a
significant milestone in the sector and has led to its rapid advancement [88]. This integration
has enabled efficient digital compensation for various channel impairments, leading to
significant increases in the maximum achievable bit rate. However, to keep up with the ever-
growing demands of the high-speed optical communication sector, digital converters must
continuously evolve and provide broader bandwidth, higher ENOB, higher sampling rate, and
better power efficiency. The interplay between the modulation format, baud rate, and digital
converters’ specifications must be carefully considered to optimize the performance of a
high-speed optical transceiver. As utilized modulation formats are expected to be higher than
the ones currently utilized, the effect of quantization noise introduced by limited resolution
DACs and ADCs are expected to be more dominant. Moreover, application specific digital
converters with low resolution might be used for energy sensitive cases applications such as
data center applications. Therefore, DRE demonstrates its importance as a DSP method to
compensate for the effect of the quantization noise in coherent optical transceivers.

DRE relies on the fact that in a real transmission system, the received quantized samples
pass through various components such as DACs, ADCs, amplifiers, MZM modulators, and
RF cables, leading to a correlation between successive quantized samples and the channel
impluse response. This correlation invalidates the assumption of white Gaussian noise and
transforms the quantization problem from a stochastic to a deterministic problem. This
process can be optimized by a pre-quantizer based on Viterbi algorithm. This chapter studies
the feasibility of combining DRE with PCS to achieve the highest possible improvement.
An analytical study followed by an experimental verification has be conducted with highly
matching results. The results of PCS combined with a 4 bit DAC and DRE showed a
significant MI improvement with gains up to 0.65 bits/symbol.
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Chapter 6

Conclusion and future work

6.1 Conclusion

Digital converters are one of the pillars of modern coherent optical communication systems.
They have been one of the key elements to enable DSP, hence, contributing to the exponential
increase of transmission speed and capacity. However, they also contribute to the distortion
and noise applied on transmitted signal which might limit transceiver’s performance. To
quantify this contribution, ENOB has been introduced as an assessment metric. As ENOB
calculation has been explained in chapter 3, the thesis focused in one of the important ENOB
contributors which affect the transmission of high modulation formats called INL. It has been
shown that INL adds 0.15 dB loss for each 2 LSB increment in a B2B 256-QAM, 23 GBaud
configuration.

Chapter 4 discussed applying machine learning algorithms to compensate for the INL
effect. It has been analytically shown the artificial neural networks are able to achieve
significant improvement if trained using indirect learning and operated as a pre-distorter. A
simulation setup was established, consisting of a back-to-back optical transmission system,
an INL model, and an ANN pre-distorter. The pre-distorter was trained using the Levenberg-
Marquardt learning algorithm and was tested on two modulation formats, 32-QAM and
64-QAM. The results of the analytical study showed that the ANN pre-distorter was able to
compensate for INL in the DAC and improve the BER performance in optical transmission
systems. When the INL was 2 LSB, the pre-distorter provided a gain of 0.6dB for 64-QAM,
while for 32-QAM, the improvement was insignificant. Doubling the INL to 4 LSB resulted
in increased penalties, however, the pre-distorter was still able to recover 75% of the penalty
for both modulation formats. The improvement was visually demonstrated by comparing
constellation diagrams.
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Chapter 5 studied the performance enhancement due to PCS in low resolution DAC and
DRE based systems. For a 64-Gbd/64-QAM configuration, it was confirmed that PCS can add
up to 0.75 dB on top of DRE gains in simulations, and up to 0.65 dB gain on top of DRE gains
in a similar experimental setup. The study affirms the expected performance improvement
when applying strong probabilistic shaping at low SNR levels and weak probabilistic shaping
at high SNR levels. Combining DRE and PCS could be an effective solution to attain the
maximum capacity using minimum DAC requirements hence saving power, chip/package
size and cost.

In conclusion, the thesis studied digital converters in-depth and provided different solu-
tions for its limitations and imperfections. A few aspects such as INL, ENOB and SINAD
and their effect on optical communication systems performance have been addressed, studied
and explained. New promising solutions such as ANN to compensate for INL and DRE
to compensate for the quantization noise effect combined with PCS to further improve the
performance have been studied, discussed and presented.

6.2 Future work

In this thesis, we have presented an in-depth analysis of digital converters in coherent optical
transmission systems. The thesis studied different aspects such as digital converter non-
linearities and its effect on high modulation formats, the potential solutions to compensate
for non-linearities such as ANNs and DRE to compensate for the effect of high quantization
noise. While our results provide new insights into the aforementioned topics, there are still
many aspects that need to be explored further. Those are described as follow

Chapter three studied the effect of the combined INL in DAC/ADC pairs on the overall
performance of optical communicaiton systems. While the results provide a good insight
into the relationship between INL and the overall performance, there is still room for further
investigation. Future work should aim to study the effect of DAC’s INL and ADC’s INL
individually on the system’s performance. This would provide a more in-depth understanding
of how each component affects the system’s performance, which is essential for the design
of future systems. Moreover, a more hardware-based technique rather than a software model
to manipulate INL would be more accurate for experimental work. This would allow for a
more precise measurement of the INL’s effect, which would provide more reliable results.
In this direction, future work could involve the development of a hardware platform to
perform experiments and quantify the effect of DAC’s INL and ADC’s INL on the overall
performance of optical transceivers.
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Chapter four studied the utilisation of ANNs to compensate for INL in optical commu-
nication systems. While, ANNs presented themselves as a good solution to compensate
for INL’s effect on the overall performance, ANNs’ complexity is still a a major drawback
which need to be reduced. Exploring ANNs with less number of layers or even studying
other alternative solutions might pottentially present a good area of research. Moreover, a
supplementary experimental study to support the simulations is needed.

Finally, chapter five studied DRE combined with PCS. The results demonstrated a
significant improvement in performance when DRE and PCS are used together.

However, the limitations of DRE must be acknowledged. Currently, DRE is limited in its
ability to compensate for the effects of quantization noise in low-resolution DACs. Further
research is needed to develop other techniques that can effectively compensate for low-
resolution ADCs and provide a more complete solution for the whole system. Additionally,
the potential of using DRE with high modulation formats such as 1024 QAM in combination
traditional 8-bit DAC/ADC pairs, should be explored. These investigations may lead to
further advancements in the field and uncover new, exciting results.Another area of future
work is to study methods of compensating for quantization noise that do not require prior
knowledge of the channel response. This could lead to a more effective and efficient solution,
and provide a new direction for future research.

In conclusion, our study has shown promising results and has provided a foundation for
further investigation. By exploring the limitations of digital converters and developing new
techniques to compensate for their impairments, we can continue to advance the field and
improve the performance of optical communication systems.
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