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Abstract
The fast-paced advances of technology, including artificial intelligence (AI) and machine learning (ML), continue to cre-
ate new opportunities for banks and other financial institutions. This study reveals the barriers to trust in AI by prudential 
banking supervisors (compliance with regulations). We conducted a qualitative study on the drivers for adoption of explain-
ability technologies that increase transparency and understanding of complex algorithms (some of the underpinning legal 
principles in the proposed EU AI Act). By using human-centred and ethics-by-design methods coupled with interviews of 
the key stakeholders from Eastern European private and public banks and IT AI/ML developers, this research has identified 
the key challenges concerning the employment of AI algorithms. The results indicate a conflicting view of AI barriers whilst 
revealing the importance of AI/ML systems in banks, the growing willingness of banks to use such systems more widely, 
and the problematic aspects of implementing AI/ML systems related to their cost and economic efficiency. Keeping up with 
the complex regulation requirements comes at a significant cost to banks and financial firms. The focus of the empirical 
study, stakeholders in Ukraine, Estonia and Poland, was chosen because of the fact that there has been a sharp increase in the 
adoption of AI/ML models in this jurisdiction in the context of its war with Russia and the ensuing sanctions regime. While 
the “leapfrogging” AI/ML paths in each bank surveyed had its own drivers and challenges, these insights provide lessons for 
banks in other European jurisdictions. The analysis of four criminal cases brought against top banks and conclusions of the 
study indicate that the increase in predicate crimes for money laundering, constantly evolving sanctions regime along with 
the enhanced scrutiny and enforcement action against banks are hindering technology innovation and legal implications of 
using AI driven tools for compliance.
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Introduction

The integration of artificial intelligence (AI) and machine 
learning (ML) systems in the banking sector has garnered 
considerable attention for its potential to enhance the effi-
ciency and accuracy of anti-money laundering (AML) and 
combating the financing of terrorism (CFT) operations [1]. 

In this article, we delve into the legal implications of auto-
mated suspicious transaction monitoring, aiming to augment 
the integrity of AI systems in the banking industry.

To investigate this topic comprehensively, we employed 
a qualitative research design, interviewing senior manag-
ers from central and commercial banks and managers of 
IT companies developing AI/ML programs for banks. 
By comparing and analysing their responses, we gained 
valuable insights into the perspectives of bank managers 
regarding the utilisation of AI/ML systems. Our research 
findings shed light on the significance of AI/ML systems 
in banks and indicate a growing inclination among banks 
to embrace these technologies more deeply. However, 
during our exploration, we also encountered challenges in 
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implementing AI/ML systems, primarily involving cost 
implications and economic efficiency considerations.

While AI/ML systems hold immense potential to opti-
mise AML/CFT operations by rapidly processing large 
volumes of non-linear data, caution is warranted when 
implementing complex models [2]. The successful deploy-
ment of such models necessitates a well-coordinated 
team of highly skilled IT developers capable of promptly 
addressing any deviations in the functioning of AI sys-
tems. Furthermore, the availability of a well-structured 
and comprehensive database is paramount, as inadequate 
training data can lead to errors in the operation of AI/ML 
models. Overcoming these obstacles requires highly quali-
fied data scientists with a profound understanding of the 
bank's operations, AML regulatory requirements, and the 
ability to swiftly reconfigure AI/ML models in response 
to operational changes.

For banks lacking the necessary resources and expertise, 
adopting more conservative approaches such as rule-based 
models may be preferable, as they offer greater control and 
transparency in system operations. Despite technological 
advancements, banks exercise caution when implementing 
complex AI models for AML/CFT activities, given the sub-
stantial potential costs of system errors regarding financial 
losses and reputational damage, as exemplified by selected 
case studies.

Moreover, explainability and transparency play pivotal 
roles in the practical application of AI/ML models in banks, 
particularly when regulatory authorities require a compre-
hensive understanding of the system’s actions.

Even with the challenges mentioned above, the wide-
spread adoption of AI/ML models in banks and financial 
institutions (FIs) is increasingly imperative. While some 
banks actively embrace these technologies, others exercise 
caution. However, effective quality control of money laun-
dering operations in the future will only be attainable by 
leveraging modern AI/ML models, particularly for large FIs.

Our empirical study provides insights into the drivers 
behind adopting AI tools in banking and highlights sev-
eral factors that impede their widespread implementation. 
Moreover, our findings underscore the importance of under-
standing the ethical and legal standards of using AI/ML 
technologies in the banking sector. Promoting compliance 
and integrity within the industry is imperative to developing 
clear guidelines, fostering transparency, and enhancing the 
explainability of AI/ML models. By addressing these chal-
lenges and harnessing the potential of AI/ML, the banking 
sector can significantly enhance the effectiveness and effi-
ciency of AML/CFT operations while ensuring adherence 
to legal and ethical standards.

The case studies examined in the article involve banks 
which were found guilty of failing to comply with AML/
CFT standards and obligations. These cases are examined 

to highlight if and how AI/ML driven solutions could have 
mitigated risks.

The growth of AI/ML technologies in FIs poses four key 
questions:

1. Is the application of AI/ML in this domain trustworthy 
by prudential banking supervision requirements?

2. Can AI/ML programs be transparent and explainable to 
help end users understand critical financial decisions?

3. Can AI/ML models effectively meet global sustainability 
objectives while ensuring consumer rights and satisfying 
the growing users' appetite for sustainable investments?

4. What are the primary barriers inhibiting banks' wide-
spread adoption of AI/ML systems, and how can these 
barriers be effectively addressed to promote the success-
ful implementation of AI/ML technologies in banks?

The study findings will help inform banks' approach to 
harnessing AI technologies and legal and ethical require-
ments if they decide to do so. It ultimately will enable more 
harmonised practices and reduce the risk of criminal and 
civil penalties for banks.

This research contributes to the ongoing discourse on the 
intersection of AI and legal considerations in the banking 
industry, serving as a valuable resource for policymakers, 
regulators, and banking professionals seeking to navigate 
the evolving landscape of AI-driven transaction monitoring.

The paper is structured as follows. "Background to the 
topic" section reviews the key literature on the role of AI in 
Banking and regulatory approaches. "Methodology" section 
explains the methodology of the study. "Findings" section 
discusses the data analysis and findings. "Case studies: les-
sons from misuse of AI tools" section analyses case studies 
of banks’ non-compliance with AML/CFT standards. "Con-
clusions" section provides the conclusion.

Background to the topic

The increasing role of AI in banking and finance

Most European banks (over 90%) have been fined for AML-
related offences in the past decade [3]. AI systems have 
emerged as indispensable tools to address the mounting 
challenges in handling substantial amounts of data. Nowa-
days, AI systems are increasingly used to assist in decision-
making [4].

AI has a long history, reaching back to ancient Greece [5]. 
Its modern development can be attributed to Alan Turing 
and the 1956 Dartmouth College conference, where the 
term “Artificial Intelligence” was coined by John McCarthy 
[6] as “the science and engineering of making intelligent 
machines, especially intelligent computer programs” [7]. 
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Nowadays, the term AI is often used to describe the project 
of creating systems with human-like intellectual capabilities, 
including reasoning, discovering meaning, generalising, and 
learning from experience [8]. 

A new wave of AI development emerged in the past dec-
ade due to ML algorithms. Machine learning is a subfield 
of AI, broadly defined as a machine's capability to imitate 
intelligent human behaviour [9] and as computational meth-
ods using experience to improve performance or to make 
accurate predictions [10]. ML was driven by access to vast 
data and the efficiency of graphics card processors for accel-
erating learning calculations [11]. ML differs from previous 
expert systems using an inductive approach, allowing com-
puters to discover rules through correlation and classification 
using large datasets [12]. The objective is to understand data 
structure and automate tasks by integrating it into models.

Over the past 50 years, the concept of AI has evolved, and 
its application in various industries, including finance and 
banking, has become feasible due to advancements in data 
access, hardware capabilities, and sophisticated algorithms 
[13, 14].

The financial sector actively uses the capabilities of the 
AI system in its activities in various areas: data processing, 
robo-advice or chatbots, determining the creditworthiness of 
borrowers (assessment of the client's creditworthiness using 
various datasets), virtual assistants, trading robots, know 
your customer (KYC) processes, conducting customer due 
diligence (CDD), detecting fraud and market manipulation, 
monitoring transactions, credit scoring, algorithmic trading, 
loss and churn prediction, and debt collection (see Fig. 1). 
A key market where AI technologies are driving signifi-
cant expansion is the Fintech industry. The 'AI in Fintech’ 
market is expected to grow from $7.25 billion in 2021 to 
$24.17 billion in 2026 at a compound growth rate of 27.6% 
[15]. Explaining how machine learning algorithms arrive at 
decisions is indeed a challenging task [16]. Nevertheless, 

fulfilling this task is essential for humans to understand the 
AI solutions and develop trust in them [17]. The rapid pace 
at which the use of AI permeates does not align with the 
research conducted into the ways of securing it from adver-
sarial threats. AI solutions that outperform human capabili-
ties are becoming increasingly complex and unpredictable 
[18]. Therefore, if certain safeguards are not imbedded in 
AI-driven solutions, there exist significant risks that AI tech-
nologies could hinder the security, integrity, privacy, legal, 
ethical, and safety standards of financial systems [19].

AI systems significantly simplify and improve the quality-
of-service delivery and are useful for both financial service 
providers and their customers. The De Nederlandsche Bank 
(DNB) expects further AI-driven innovations in various 
financial domains, ranging from leaner and faster operations 
(“doing the same thing better”) to completely new value 
propositions (“doing something radically different”) [20].

Development of AI systems responds to urgent market 
needs and therefore quality assurance is often an after-
thought [21]. Investments in this technology and the com-
plexity of AI system software continue to increase [22], 
shifting towards more and more complex AI models. The 
proliferation of AI systems gave rise to the problem of 
human trust in AI solutions [23].

On the other hand, the use of ML, a subset of AI, for pru-
dential regulatory modelling, namely internal-ratings based 
(IRB) modelling, remains limited. FIs have been wary of 
using ML algorithms for calculating own funds requirements 
largely because of the challenges associated with model 
interpretability [26].

More recently, ML methods and, to some extent, deep 
learning (DL) have been used by regulators to assess credit 
risk and predict bank failures [27]. Currently, traditional sta-
tistical methods are still widely used for this purpose. Never-
theless, ML techniques outperform traditional approaches by 
allowing practitioners to model past decisions, exploit them 

Fig. 1  Applications of artificial intelligence in the banking sector  Source: Analysis of models by [24] and [25]
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for other scenarios, and predict future chaotic phenomena 
[27].

FIs are required by law to have in place an effective, risk-
based Anti-Money Laundering/Combating the Financing of 
Terrorism (AML/CFT) framework, which includes the appli-
cation of a risk-based approach to CDD measures, reporting 
of suspicious transactions, governance, policies and proce-
dures, record keeping and training [28]. These standards are 
necessary as the huge amount of dirty money from criminal 
activities such as drug trafficking and money laundering con-
tinues to pervade and blemish the global financial system 
[29]. Financial criminals, such as money launderers with 
advanced and sophisticated capabilities, tend to outwit the 
current capabilities of law enforcement agencies (LEAs) as 
well as the effectiveness and efficiency of AML legal and 
regulatory frameworks [30].

Several AML scandals have pervaded the global finan-
cial system for which a number of high-profile banks have 
been and are being investigated and prosecuted by regulators 
and LEAs globally for their apparent failure to stop their 
institutions from being used as a platform for laundering 
illicit funds. FIs that lack compliance and due diligence 
were already fined $2.7 billion in 2021, according to AML 
Fines 2021 Report [31]. While the total amount of AML 
fines fell from $3.2 billion in 2020 to $2.7 billion in 2021, 
the number of FIs fined has increased—from 24 in 2020 to 
80 in 2021. The following provisions highlight some of the 
significant scandals and how AI could have been applied in 
legal contexts.

The dilemma that banks are using AI/ML in compli-
ance but are still receiving fines for non-compliance with 
AML regulations can be reconciled by considering three 
main challenges: the complexity of regulations; data quality; 
transparency and explainability [1].

Financial regulations are complex and ever-changing. 
Banks must comply with various laws and regulations, such 
as AML, KYC, and consumer protection rules. AI can assist 
in automating compliance processes and detecting suspi-
cious activities, but ensuring full compliance requires a deep 
understanding of complex regulations, which may surpass 
current AI systems’ capabilities.

AI/ML algorithms heavily rely on data for training and 
decision-making. Banks may face challenges obtaining high-
quality, well-labelled training data, especially for compli-
ance-related tasks. Inadequate or biased data can lead to 
flawed AI/ML models, which may not effectively address 
compliance requirements [25]. Additionally, certain types of 
data, such as unstructured data from legal documents or reg-
ulatory updates, may not be readily available or efficiently 
utilised by AI systems.

Compliance regulations often require transparency and 
explainability to demonstrate how decisions are made. Banks 
need to justify their compliance decisions to regulators, 

auditors, and customers. Many AI models, such as deep 
learning neural networks, can be complex and challenging 
to interpret [32]. While efforts are being made to develop 
explainable AI techniques, there is still ongoing research 
to improve the interpretability of complex AI models and 
make them more suitable for compliance purposes. Banks 
must also continuously adapt their AI systems to address 
emerging risks and vulnerabilities, which can be challeng-
ing and ongoing.

To bridge the gap and enhance the current use of AI, we 
aim to identify the critical challenges concerning employing 
AI/ML algorithms in banks by interviewing senior managers 
and conducting doctrinal legal research by analysing law 
and court cases.

Banking regulators must have confidence that the AI 
systems based on which managers make decisions for FIs 
are fair, robust, explainable, accountable, and aligned with 
the values of society and the regulatory framework they 
are designed for [33]. Regulators of various countries are 
actively developing a new regulatory framework to combine 
efficiency for developing the financial sector and the protec-
tion necessary to minimise customer risks [34].

Another challenge for regulators of FIs is the rapid devel-
opment of fintech start-ups that provide financial and non-
financial services in the supply chain and actively use AI 
systems. An appropriate legal field has been created for 
banks, and banks have considerable experience, relevant 
departments to ensure compliance with the banking legisla-
tion. The banks also have experience in the field of AML 
control [35]. Banks try to adhere to the AML legal instru-
ments as non-compliance penalties can be severe. Typi-
cally, banks thoroughly test and audit the AI systems they 
use because they understand the risks involved to minimise 
commercial and reputational risks [36].

Unlike well-established banks, new fintech companies do 
not have the level of experience and in-house capability to 
control financial transactions. Many new fintech companies 
fail to meet the rigorous approach to AML/CFT require-
ments [1]. It has been shown that shortcomings in the due 
diligence and know-your-customer systems (sometimes 
they do not perform customer identification at all) occur at 
the fintech start-up level [37]. Accordingly, when choosing 
AI systems, compliance with legal obligations (e.g., AML/
CFT, fraud prevention, etc.) as an inherent element of the 
operations is not always a priority, especially for companies 
operating in the field of decentralised finance and crypto 
assets [38].

AI in prudential banking

According to the report by the Bank of England (BoE) and 
Financial Conduct Authority (FCA) survey of the banking 
and finance sector (including banks, trading platforms, and 
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fund managers), 66 per cent were employing ML and often 
in several areas of their operations [39]. Data shows that ML 
is increasingly used in both front- and back-office settings, 
fraud prevention, AML, and customer service settings. Until 
recently, AI/ML programs were used mostly by hedge funds 
and high-frequency trading companies [40]. However, many 
firms are now deploying AI/ML more broadly, with the most 
prominent in the banking and insurance spheres. Central 
banks of different European countries actively embedded 
AI into their daily operations, from micro-prudential and 
macroprudential supervision to information management, 
forecasting and detecting fraudulent activities [41].

Inappropriate use of AI systems in Banking and Finance 
can cause significant damage not only to business stability 
and profitability but also to customers. This highlights the 
ethical and legal issues and the need for the evolvement of 
existing regulatory regimes of FIs, considering the current 
and future risks caused by the use of AI systems [42].

AI systems are used not only by commercial banks and 
the private financial sector. Central banks also assessed the 
advantages of using AI in various areas of their activities, 
particularly in monetary policy, handling data collection and 
policy forecasting. AI can improve the information flow to 
the monetary policy committees at a much lower cost than 
with current infrastructure. Such AI systems in micro-pru-
dential regulation reduce costs, increase efficiency, help with 
crisis response, and can be highly resilient (operating 999 
out of 1000 days) [43].

The effectiveness of AI systems in macroprudential regu-
lation is yet to be fully understood. Firstly, the active use of 
AI systems can cause procyclicality and increase systemic 
risks [44]. Due to the fact that AI systems perceive and pro-
cess new information in the market in a standardised way, all 
FIs can make an instant decision to buy/sell the same assets 
[2]. The problem for AI systems is processing new events 
that did not exist before (unknown-unknown) such as the 
COVID-19 pandemic, economic crises, wars, etc. Predict-
ing the results and efficiency of AI systems in such events is 
quite difficult. AI models work in infinitely complex envi-
ronments and can have unexpected behaviours or nodes of 
information fed to them. AI models with fixed objectives 
can run into cases where they take critical decisions like 
no human would [45]. Humans can adjust their objectives 
in light of complex factors that may emanate from social, 
legal, political and environmental ecosystems. AI models 
cannot do so without human input and can only facilitate 

optimisation against the system.1 Hence, meaningful human 
control must be a key component of all AI systems.

The legal framework envisaged for the use of AI 
in Europe

The EU Commission in 2021 published the proposed law 
(EU AI Act 2021)2 for laying down the standards on AI, with 
the intention of putting forward legislation for a coordinated 
approach on the human rights and ethical implications of 
AI [46]. This is the first legislative framework on AI that 
has been put forward by the EU and has the potential to “set 
the tone” internationally and particularly for the states who 
are candidates for EU membership. The EU AI Regulation 
is not only novel, but it is also a comprehensive framework 
unlike other EU legal instruments which only refer to AI in 
passing and do not holistically introduce ‘risk-management’ 
considerations for AI systems. Just like the General Data 
Protection Regulation (GDPR) 2016 and AML, the proposed 
AI regulations is also underpinned by a risk-based approach. 
In the first instance, an essential step is to use risk and risk 
management tools as a means to better comply with the 
GDPR 2016. Secondly, it is essential to determine which 
and how AI systems should be regulated.

The proposed EU AI Regulation requires a risk-based 
approach to the use of AI technology whereby high-risk AI 
systems would be subjected to stricter safeguards.3 Article 5 

1 AI models with fixed objectives require human intervention or 
guidance to perform their tasks effectively. They are designed for 
specific tasks or goals with predetermined and predefined objectives. 
These AI models include supervised learning models and reinforce-
ment learning models. Human involvement remains vital to these AI 
models' training, fine-tuning, and overall functioning. Unsupervised 
machine learning models do not require direct human input during 
the training phase. They still require human intervention in certain 
aspects. Unsupervised models learn patterns and structures from 
unlabelled data without human-labelled examples. However, their 
performance and usefulness often depend on human involvement in 
the pre-processing and interpretation stages.
2 Proposal for a Regulation of the European Parliament and of the 
Council laying down harmonised rules on artificial intelligence (Arti-
ficial Intelligence Act) and amending certain Union Legislative Acts, 
COM/2021/206 final, https:// eur- lex. europa. eu/ legal- conte nt/ EN/ 
TXT/? uri= celex% 3A520 21PC0 206.
3 The proposed AI Regulation contains specific rules for AI systems 
that create a high risk to the health and safety or fundamental rights 
of natural persons. High-risk AI systems are permitted on the Euro-
pean market subject to compliance with certain mandatory require-
ments and an ex-ante conformity assessment. The classification of 
an AI system as high-risk is based on the intended purpose of the 
AI system, in line with existing product safety legislation. Therefore, 
the classification as high-risk does not only depend on the function 
performed by the AI system, but also on the specific purpose and 
modalities for which that system is used. The European Commission 
describes these systems as “limited risk” systems, but this description 
is not explicit in the regulation. See, https:// www. europ arl. europa. eu/ 

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A52021PC0206
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A52021PC0206
https://www.europarl.europa.eu/news/en/press-room/20230505IPR84904/ai-act-a-step-closer-to-the-first-rules-on-artificial-intelligence
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of the proposed AI Regulation deems certain types of social 
scoring and biometric surveillance to be an "unacceptable" 
risk to privacy, non-discrimination, and other related human 
rights, thus bans such AI systems completely ("Case studies: 
lessons from misuse of AI tools" section of the Explanatory 
Memorandum) [46].

Public authorities are prohibited from scoring people’s 
“trustworthiness” in one aspect of their lives (e.g., their abil-
ity to repay debt) to justify “detrimental or unfavourable 
treatment” in another, unrelated context (e.g., denying them 
the right to travel). In the opinion of the authors of this paper, 
the current proposal to ban some types of “trustworthiness” 
scoring over a “certain period of time” is vague and impossi-
ble to implement meaningfully (Article 5) [46]. Instead, the 
regulation should prohibit any type of behavioural scoring 
that unduly restricts or has a negative impact on fundamen-
tal human rights such as privacy and non-discrimination. 
In regard to the use of AI tools by banks, the hypothetical 
scoring systems that would try to predict whether customers 
are a fraud risk based on KYC records or serve as a pretext 
for acceptance or denial of an application, should be banned 
if it conflicts with an applicant’s fundamental human rights, 
including privacy and non-discrimination.

The EU’s proposed AI Regulation requires each AI sys-
tem to be classified in terms of the risks such AI may pose 
to society. In our opinion, the category of the AI system 
proposed for due diligence and processing customer data in 
banking services would be categorised as a “high-risk” AI 
system as it would handle and analyse personal/customer 
information which would in turn contribute towards deter-
mining whether customers would be entitled to various ser-
vices or benefits [47]. The AI tools that interact with custom-
ers about services and products (e.g., a chatbot) on the hand 
would be a low-risk AI system.

Importantly, the proposed AI Regulation designates 
an expansive list of AI systems as “high-risk” that would 
require extra safeguards to deploy. More specifically, these 
systems include those used to identify and categorise people 
based on their biometric data, such as facilitating a minimum 
KYC due diligence standard in banking services [46].

AI use cases in facilitating minimum standards would 
have to meet certain “high-risk” requirements under this 
proposed regulation, which could be deemed as onerous. 
Therefore, as the use of AI in risk analysis and AML com-
pliance offers many opportunities, it offers, equally, many 
challenges. The vast amount of data available to banks 
empowers advanced decision-making, but in tandem also 
raises questions pertaining to the quality of the datasets and 

how these are utilised. Provisions of the proposed AI Regu-
lation require that the datasets used in creating an AI sys-
tem must be free of errors [48]. The AI Regulation also sets 
harmonised rules for the development and placement on the 
market as well as use of AI systems in the EU following a 
proportionate risk-based approach. It can be recommended, 
therefore, that the placement of AI facilitating minimum due 
diligence standards in the banking industry, shall also take 
a proportionate risk-based approach. It is important that an 
AI system in banking follows predictable, proportionate, and 
clear obligations, which are also placed on providers and 
users of those systems to ensure safety and respect of exist-
ing legislation, protecting fundamental rights throughout the 
whole AI systems’ lifecycle.

This is a model which should be followed by banks for all 
intents and purposes. The legal requirements for a high-risk 
AI system in the banking sector, in relation to data and data 
governance, documentation and record keeping, transpar-
ency, human oversight, robustness, accuracy and security, 
must be clear. Article 10(2) of the proposed EU AI Act stip-
ulates that organisations with high-risk AI systems, such 
as financial services providers, shall make use of training 
of data models and validation and testing of datasets [49]. 
In addition, such organisations shall take proactive steps to 
outline relevant design choices and examine possible data 
biases that may lead to the risk of cyber-security vulner-
abilities. For example, Article 14 requires that developers 
and users of high-risk AI systems conduct periodic human 
oversight of such AI systems. Failure to adhere to such 
requirements may attract a regulation fine amounting to € 
30,000,000 or 6% of the company's annual turnover during 
the preceding financial year.4 Therefore, it can be argued that 
the sanctions regime under the new AI regulatory framework 
is more stringent than the one under the GDPR framework.

The above summary of legal requirements for adopting 
AI tools sets the compliance benchmarks that the banks shall 
consider in adopting AI/ML driven services.

Methodology

Research design of the study

To address our research questions, we applied doctrinal legal 
research by analysing law and court cases and a qualitative 
research approach by means of a series of semi-structured 
interviews.

This research is conducted among banks’ senior manag-
ers, who are responsible for AI/ML systems in their banks. 
12 respondents who directly make decisions in the field of 

4 Article 71 of the Draft EU AI Act.

Footnote 3 (continued)
news/ en/ press- room/ 20230 505IP R84904/ ai- act-a- step- closer- to- the- 
first- rules- on- artifi cial- intel ligen ce.

https://www.europarl.europa.eu/news/en/press-room/20230505IPR84904/ai-act-a-step-closer-to-the-first-rules-on-artificial-intelligence
https://www.europarl.europa.eu/news/en/press-room/20230505IPR84904/ai-act-a-step-closer-to-the-first-rules-on-artificial-intelligence
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application of AI/ML systems were selected. The respond-
ents include 7 managers of Ukrainian banks with different 
forms of ownership, 2 managers of the central bank and 3 
managers of IT companies (Estonia, Poland, Ukraine) spe-
cialising in the development of AI/ML systems for banks in 
Ukraine and in other European countries. In order to ensure 
the anonymity of banks and respondents, we applied the 
following coding system. For respondents from commercial 
bank—B1, B2, B3, B4, B5, B6, B7; for respondents from the 
central bank—C1, C2; for respondents in the fintech solu-
tions category– S1, S2, S3.

All banks are among the 20 largest banks in Ukraine by 
capital size. The first three banks (B1, B2, B3) are banks 
with state capital, all of them are among the top 10 larg-
est banks of Ukraine, and the number of clients of these 
banks exceeds 10 million people. Banks B4, B5, B6, B7 are 
banks with private capital. The number of their customers 
exceeds 2 million people. Bank B4 is a bank with foreign 
private capital. Banks B5, B6 and B7 are banks with Ukrain-
ian private capital. Thus, we covered all groups of banks of 
Ukraine by form of ownership.

The choice of Ukrainian banks as a use case of using 
AI systems is related to the fact that the banking system of 
Ukraine is integrated into the international payment space 
and technologically works according to the same standards 
as the leading countries of the European Union, Great Brit-
ain and the USA. Furthermore, given the ongoing war in 
Ukraine, the due diligence, AML/CFT, fraud detection capa-
bilities have become even more important. Ukraine plans 
to become a full member of the European Union as soon as 
possible (Ukraine has been an associate member of the EU 
since 2022). Moreover, the level of technical and software 
support of banking operations that Ukrainian banks consider, 
the standards and principles of Ukrainian banks’ activities 
regarding the control of operations related to money launder-
ing and the fight against terrorism, are of great importance 
and are poorly researched. The findings then are compared 
across the recent criminal cases brought against banks, and 
propositions are made based on empirical evidence.

Data collection

Data collection was carried out between September and 
October 2022. To keep validity and completeness of the 
data, main principles of data collection were followed: using 
various sources of information, building a case study data-
base, and preserving the chain of evidence.

All interviews were attended by senior managers of 
banks who were directly involved in the work of AI/ML 
systems and performed a supervising/governing role. Some 
interviews (4 from 12) had experts with technical expertise 
directly involved in developing the AI/ML systems. Each 
interview lasted from 1 to 1.5 h. A total of 12 interviews 

were conducted. All these interviews were recorded, and 
transcripts were prepared, which were then confirmed by 
the interviewees.

The top management of the banks and FIs were asked 
questions regarding: the context of how and where AI/ML 
models are used; challenges regarding the internal user 
acceptance of AI/ML models; questions about transparency, 
level of accuracy, liability and consumer protection rules, 
accountability and ethics practices, interpretability, oversight 
mechanisms, interpretability with the different stakehold-
ers, safety risks, system's auditability, level of explainability, 
and potential financial liabilities. Finally, we discussed the 
barriers affecting the adoption of AI/ML by banks and FIs 
and the perspectives of supervisory authorities regarding the 
application of AI/ML.

Data analysis

Data analysis was conducted based on the interview tran-
scripts. As a first step, we analysed the interview reports 
and created a list of the key themes per interview. These 
findings and conclusions were verified by the interviewees. 
As a next step, we analysed all interview reports and the cod-
ing scheme was applied. The results of the thematic analysis 
were discussed in a plenary session with and expert panel 
participants of the supervisory authorities, banks and IT 
companies. The feedback from this panel was used to refine 
the conclusions.

Findings

In this section we discuss the data analysis findings.

Perspectives of supervisory authorities 
and regulated entities regarding the application 
of AI/ML in prudential supervision

Almost all respondents noted that the main goal of the 
business strategy of modern banks is the digitalisation of 
services and the creation of financial ecosystems. The vast 
majority of banks use AI/ML systems in their day-to-day 
activity, and many banks use these systems in several divi-
sions to solve different tasks.

The regulator’s requirements for AI/ML systems exist and 
are prescribed in regulatory documents, but usually, they are 
general and relate to various areas of activity of the com-
pany. For example, in the field of AML, prudential regula-
tion, risk analysis, monetary policy, statistics, finance, cash 
flow, etc. In Ukraine, prudential and AML/CFT supervi-
sion of banks and other FIs is provided by the same national 
body—the National Bank of Ukraine (NBU).
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The respondent from the central bank C1 emphasised that 
the NBU has adopted a proactive approach to supporting the 
development and implementation of AI/ML in the prudential 
supervision of Ukrainian banks. As a regulator, the NBU has 
acknowledged the potential benefits of AI/ML in enhancing 
the efficiency and effectiveness of supervisory processes, 
strengthening risk management practices, and improving 
the accuracy of risk identification and assessment. To this 
end, the NBU has developed guidelines for using AI/ML 
in financial institutions that include transparency, account-
ability, and data protection requirements [50].

Many central banks have formulated a distinct strategy 
to facilitate the advancement of Supervisory technologies 
(SupTech) and Regulatory technologies (RegTech) [51]. 
The principal objective of regulatory authorities concern-
ing the implementation of SupTech and the promotion of 
RegTech development is to establish an innovative, proac-
tive, and technologically-advanced regulatory framework, 
which is grounded in a robust technological infrastructure, 
digital expertise, and a comprehensive reassessment of the 
regulatory and supervisory procedures themselves [52]. 
Through the implementation of RegTech, banks can opti-
mise their compliance with regulatory requirements, while 
the regulators, in turn, can leverage SupTech to automate 
and streamline supervisory processes. The overarching aim 
is to support cultivating a resilient, well-governed, and com-
petitive financial sector by effectuating a paradigm shift in 
the supervisory process by incorporating advanced techno-
logical tools and techniques.

From the point of view of the representative of the central 
bank C2, there is great interest in using AI/ML models by 
banks, as the growth of the role of high-frequency data is 
significant. Implementing AI/ML solutions hinges on using 
high-quality data characterised by reliability, timeliness, 
structuredness, and machine-readability. Since data analysis 
forms the basis of decision-making processes, ensuring data 
quality is paramount.

The central bank uses all of these in prudential regulation 
and macroeconomic analysis. However, it is pretty challeng-
ing to draw a parallel between the use of complex AI/ML 
models and the need to decompose them into a traditional 
understanding of the relationships between shocks and reac-
tions, which would be optimal for the central bank.

The respondent from the central bank C2 also noted that 
the NBU is cognizant of the potential risks associated with 
using AI/ML in prudential supervision. These risks include 
the introduction of biases and the possibility of models pro-
ducing inaccurate results. To mitigate these risks, the NBU 
has emphasised the importance of implementing robust gov-
ernance frameworks and conducting comprehensive testing 
and validation of AI/ML models.

The central bank also uses AI/ML systems in its inter-
nal activities, particularly in prudential regulation. AI/ML 

programs are used in many support services by different 
central bank departments. These are the so-called sup-
porting programs, with the help of which it is possible to 
analyse an array of data and make appropriate decisions. 
Thus, the effectiveness of the central bank's work in pru-
dential regulation increases.

Based on the results of the interviews, we can assume 
that regulators in Ukraine maintain a technology-neutral 
stance. It implies that they promote the development and 
utilisation of AI/ML solutions by banks without mandat-
ing or forbidding the use of specific AI/ML technologies.

Bank respondents divided the regulator's requirements 
for AI systems into two blocks. The first block of require-
ments concerns areas of activity related to financial mon-
itoring and risk management (“block of risks”). In this 
block, the regulator has clear requirements for the interpre-
tation of AI/ML models, as well as the entire flow, pipeline 
and model validation. These requirements of the regulator 
are followed very strictly. The compliance team constantly 
monitors this. All models that the banks create and use in 
the “block of risks” must fully comply with the regulator’s 
requirements, as banks are well aware that otherwise, the 
fines will be quite significant. Supervisory authorities peri-
odically conduct audits on the compliance of AI programs 
with current requirements. Everything related to risks is 
under the watchful control of the regulator.

For example, suppose it concerns AI/ML programs used 
by Bank 2 for operations not related to risk and reporting, 
such as recognising the customer’s face through the use of 
computer vision technologies, to search for criminals or 
identify unscrupulous customers who are trying to get a 
loan from the bank using forged documents. In that case, 
there are no regulatory requirements regarding such types 
of operations and the use of AI/ML programs. Bank 2 uses 
its internal team approaches from the developer's point of 
view, particularly the model lifecycle, monitoring, data 
quality, interpretability of results, etc. Such AI/ML sys-
tems are more focused on the bank’s needs and have no 
regulatory requirements.

Regarding the models that banks use for financial moni-
toring, banks generally do not use complicated ML algo-
rithms and advanced AI models in this area. For example, 
graph databases are used to build relationships between 
counterparties, logistic regressions are used as well. 
There are certain algorithms (mostly rule-based models) 
for determining the relationships between counterparties, 
which allows to successfully search for suspicious transac-
tions, missing which the bank can potentially receive fines. 
The main reason why banks do not use more complex AI/
ML systems is frequent changes in legislation and regu-
latory requirements. Therefore, the banks consider using 
rule-based programs and simple algorithms in this area 
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more expedient, which the bank’s IT employees can quite 
easily change.

All surveyed Ukrainian banks have sufficient internal per-
sonnel to handle the flow of risky transactions. The main 
task of the AI/ML programs is to help bank staff make better 
decisions based on notifications about suspicious transac-
tions. For this, some banks often use graph technologies 
to make it easier for an employee to visualise the chain of 
transactions.

Software developers are also cautious about using com-
plex AI/ML models in transaction monitoring. The repre-
sentative of the software development company considers it 
more appropriate to use not AI/ML programs in the field of 
financial monitoring but what they call “augmented intelli-
gence” programs. These programs focus on a limited number 
of intelligent tasks and support humans in decision-making. 
It is not AI driven by computers. It is insights generated from 
algorithms from machines, from processes put in place com-
plemented with human insights. It is machine intelligence 
augmented with human intelligence. Many AI/ML models 
will run into trouble with supervisory authorities if they 
are deemed inadequate in preventing bias, so it is critically 
important to have human insights and meaningful human 
control in the AI/ML models.

From the point of view of the central bank representative, 
there is great interest in the use of AI/ML models by banks, 
as the growth of the role of high-frequency data is signifi-
cant. The central bank uses all of these in prudential regula-
tion and macroeconomic analysis. The NBU also uses AI/
ML systems in its internal activities, particularly in pruden-
tial regulation. AI/ML programs are used in many support 
services by different central bank departments. These are the 
so-called supporting programs, with the help of which it is 
possible to analyse an array of data and make appropriate 
decisions. Thus, the effectiveness of the central bank's work 
in the area of prudential regulation increases.

The role of transparency and explainability of AI/ML 
models

For financial institutions, especially from the point of view 
of regulators, transparency and explainability of AI systems 
have an essential value. Modern AI systems are complex 
and use more and more powerful algorithms, and as a result, 
they are more accurate. At the same time, they are usually 
less transparent and explainable, which is more costly for 
oversight. These two principles are closely linked, but they 
have separate meanings.

One of the definitions of ‘Transparency’ is that ‘trans-
parency’ relates to designing and building AI systems so 
that there can be effective oversight [53]. A primary ele-
ment of transparency is a clear understanding of each input 
data elements' importance in connection to the accuracy of 

the output prediction. Banks and other FIs should be able 
to describe the data and features used, the mechanisms by 
which outputs are generated and how decisions are made.

Businesses should consider explainability as a means to 
promote trust with customers, regulators, auditors and other 
stakeholders (trust in FIs is highly important). The crucial 
role of trust in the financial sector is considered necessary 
explainability of the outcomes and functioning of AI sys-
tems [54].

‘Explainability’ can be interpreted differently but broadly 
means that an explanation of a system's operation and out-
come can be formulated so the stakeholder can sufficiently 
understand it [55]. AI solutions utilise data (e.g., on an 
individual's financial situation) and produce an outcome 
(e.g., rejecting a certain loan). However, there is generally 
no output in this process that explains how or why the out-
come is reached based on the data. Especially in the case 
of AI techniques such as deep neural networks, the process 
from input to output is virtually impossible to interpret, even 
with knowledge of the system’s inner workings, weights, and 
biases. XAI explains why or how the AI solution arrived at 
a specific decision [56]. It refers to taking the technical ele-
ments of the AI system (often referred to as “opening the 
black box”)5 and providing a ‘translated’ explanation (in 
the form of details, reasons, or underlying causes) that is 
understandable and comprehensible to human beings [53]. 
An improved understanding of how these algorithms work 
helps us verify, improve, and implement them ethically [57].

By clarifying how AI systems operate, transparency and 
explainability can help firms more easily satisfy other crite-
ria for trustworthy AI, such as fairness, managing bias and 
ensuring accountability [53].

Financial institutions use AI/ML programs in areas with 
a significant flow of incoming information that needs to 
be analysed. Employees are generally optimistic about the 
implementation of AI/ML systems, particularly in the field 
of transaction monitoring and AML operations. On the one 
hand, the introduction of new AI/ML programs implies 
a reduction in the number of employees in certain bank 
departments. However, on the other hand, the employee 
understands that monitoring transactions with AI/ML pro-
grams is much more effective. Therefore, such programs 
help employees in their work and reduce the probability of 

5 In AI, a “black box” refers to an AI/ML algorithm whose inter-
nal workings or decision-making processes are opaque or not easily 
explainable to humans. It means that while the inputs and outputs of 
the system are observable, the internal mechanisms and logic used by 
the AI system to arrive at its decisions are not transparent or under-
standable. The “black box” nature of AI systems can make it chal-
lenging for regulators, users, or stakeholders to comprehend how the 
system arrived at a particular outcome or decision, raising concerns 
about accountability, fairness, and potential biases. See: [58].
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skipping certain operations if they were to be carried out 
manually. The financial responsibility lies with the bank 
and, accordingly, with the employee as well. Therefore, the 
employees who control AML/CFT operations are usually 
very positive about implementing AI and machine learning 
systems, provided they understand how the system works 
and how effectively it monitors transactions.

The respondent from the software company noted that 
the model’s accuracy is paramount when developing an AI/
ML model. Developers evaluate model results on “out of 
time” samples, validation samples, and the model’s stability 
are assessed. Data samples are taken as representative, as 
usual a significant percentage of the client base (sometimes 
5–20%) is taken. Sampling is carried out by randomising the 
incoming flow of customers. If the bank has several million 
customers, then for a sample of even 1 million, there will 
be a good distribution of customers in various categories.

However, there are various tasks of what level and defini-
tion of accuracy would be required in the context of the AI/
ML system and different use cases. For example, there are 
tasks where ML approaches are used in data classification 
(data management processes) and processes for maintaining 
the data catalogue in an up-to-date state. There are also data 
discovery pipeline processes. In some AI/ML models, it is 
established that the accuracy of choosing data should not be 
lower than 90%. Everything below is manually classified by 
the bank employee. These are quite strict rules and usually 
they concern the areas of risk management and financial 
monitoring.

The indicative accuracy parameter is less important for 
AI/ML models related to the bank’s internal business pro-
cesses, particularly customer service, provision of certain 
services, and attracting new customers. Accuracy is not 
always the most important factor when deciding on imple-
menting such a model. Sometimes the bank is ready to go 
on a “sandbox” experiment,6 implements this AI/ML model, 
and the model is tested on a small segment of customers. 
The process of improving the model is taking place and the 
bank understands how effective this model is from the point 
of view of the bank’s business goals and whether it is expe-
dient to implement this model for the entire client base of 
the bank.

Thus, depending on the scope of application and the set 
tasks of the AI/ML model, the value of the model’s accuracy 

during its implementation is different. However, any AI/ML 
model has to have transparency across the lifecycle of the 
model. It is one of the most important parts. Many AI/ML 
initiatives can be accused of being a “black box” [58]. After 
they get some elaborate computations, the model developer 
puts all the data in and then spits out a bunch of results. It 
is crucial for developers that those individual results can be 
executed especially by end users. For example, when test-
ing the fraud model and comparing it with historical data, 
they can see a 15% improvement, and they must understand 
where that improvement has come from and what the out-
comes are now. That is a critical part of the process, espe-
cially for transaction monitoring.

The question of explainability of AI/ML systems does not 
have an unequivocal answer. The AI field is very diverse. 
Therefore, the answers of the respondents differed. All 
experts agreed that for AI/ML models that monitor transac-
tions, one of their tasks is maximum explainability, since 
the employee works with the model’s solution directly in the 
future. Further effective decision-making by the employee 
depends on the employee's understanding of the criteria 
according to which the model selected a risky operation. 
For example, the models include an algorithm that allows the 
employee to directly see the reasons why the model assigned 
a certain operation to the risk category. This makes it easier 
for the employee to make the correct final decision.

Therefore, explainability is of great importance in AI/
ML risk models and is given maximum attention. Scientists 
reveal the logic of the model’s operation. When discussing 
the results, the manner in which the results were obtained are 
explained in the maximum detail. In addition, the operation 
of AI/ML risk systems is constantly monitored to prevent 
the occurrence of false results.

As for the AI/ML models that serve the bank's business 
tasks, for example, choosing the best offer on the market, 
choosing the best communication channel, etc., there are 
no specific requirements for the explainability of the mod-
els. The models are so complex that not all models require 
worker-level explainability in practice. Usually, the require-
ments for explainability of the model are put forward at the 
beginning of its creation and development. IT developers 
are trying to understand how exactly the AI/ML model will 
be used in banking processes, whether this model needs 
explainability and to what extent it is needed. For exam-
ple, based on the task, model developers may decide that 
the model should be as transparent as possible (so that they 
can build a model with a simple algorithm based on linear 
regression).

Sometimes, stakeholders do not need a detailed interpre-
tation of certain business processes and tasks. Therefore, in 
such AI models, more complex algorithms are used, with-
out a detailed explanation to all users of the model due to 
which factors the model produced the result. The model user 

6 “Sandbox” (in the context of AI) is an environment or framework 
that allows for the testing and experimentation of new AI technolo-
gies in a controlled and supervised manner. It provides a safe space 
where innovators, developers, or companies can pilot and evaluate 
their AI products or services while being subject to certain regulatory 
constraints. The purpose of a sandbox is to strike a balance between 
encouraging innovation and ensuring compliance with existing regu-
lations. See: [2].
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receives general information, for example, which variable 
has a greater specific weight and which is less. That is, the 
employee has a general understanding of the result obtained. 
Nevertheless, it is difficult and unnecessary to explain in 
detail the entire depth of connections and solutions of the 
model in certain areas.

Respondents agreed that AI/ML models are part of the 
complex banking process. Adjustments to model results 
often occur. In some cases, the model is improved, in others, 
expert rules work, where a person makes the decision. Eve-
rything is documented, an appropriate transparent algorithm 
is prescribed, and certain decisions in complex processes 
are made both by machines and by humans. At the same 
time, all processes at the database level are saved, so that 
later it is possible to conduct a retrospection and understand 
which cascade of decisions the process went through before 
the result was obtained. It also underpins the principles of 
accountability, traceability, and transparency.

Global sustainability objectives 
and consumer‑friendly approach: Do AI/ML models 
meet them?

All respondents indicated that their FIs seriously consider 
liability and consumer protection rules. The protection of 
consumer rights and the protection of databases are given 
considerable attention when developing and using AI/ML 
systems. It is not only due to legal requirements, possible 
lawsuits from customers and, as a result, fines. The repu-
tation of the bank is of great importance. Not paying due 
attention to these issues carries a significant reputational 
risk for the bank.

A representative of a large bank with state capital (Bank 
1) noted that there were some cases when clients complained 
about the results obtained as a result of AI/ML systems’ 
solutions. Mostly, such cases were related to individual cus-
tomers in the field of consumer credits, setting credit lim-
its, etc. and were not related to financial monitoring. Banks 
respond to customer complaints by considering the cause of 
the complaint in detail and try, sometimes in semi-manual 
mode, to correct the error in the AI/ML system. Bank 1 
always has a “plan B”, when the bank’s management realises 
that the AI/ML model can make a mistake, or there may be 
problems with the incoming data stream that were not taken 
into account in the process of filtering, cleaning the data and 
checking its quality. The presence of “plan B” allows Bank 
1, when a problem is detected, to roll back the system and 
make the correct decision or overwrite the correct decision 
in the system. These are back-office processes; quite a few 
allow processing specific problem solutions in automatic or 
semi-automatic mode.

We can assume that human experts play a vital role 
in reviewing and verifying the outputs generated by AI 

algorithms, particularly in complex or “high-stakes” 
scenarios. While AI can automate various tasks and pro-
cesses, it is essential to have checks and balances in place 
to identify and rectify any errors or inaccuracies that may 
occur. This human-checking process acts as a corrective 
mechanism to catch and correct any mistakes AI systems 
make, ensuring the integrity and quality of the bank's oper-
ations. It highlights the significance of human oversight 
and validation in ensuring the accuracy and reliability of 
AI systems, not just for consumer data but also for other 
critical functions within the bank, including compliance.

More and more often, banks give priority to the issue of 
environmental protection. They establish mechanisms to 
measure the environmental impact of the AI/ML system’s 
development, deployment and use. One of the analysed 
banks (Bank 3) states in its strategy and all advertising 
campaigns that the bank is “environmentally green”. When 
developing AI/ML models, attention is paid to systems' 
ecology and energy consumption. Bank 3 tries to carry out 
paperless activities as much as possible and minimise the 
printing of contracts, checks, etc. The task is to minimise 
paper document circulation, whereby all documents are 
available in digital channels, and the bank client has access 
to electronic confirmation immediately after carrying out 
a certain operation. For a bank with tens of millions of 
customers, implementing paperless technologies is of great 
importance.

The efficiency of energy consumption is also an impor-
tant priority. Some banks (Bank 2, Bank 3 and Bank 5) 
have moved part of their operations and databases to the 
cloud, so the issue of energy consumption efficiency is not 
their top priority in that part. However, when developing 
AI/ML systems, banks primarily look at cost performance 
parameters. It should be really effective from the point of 
view of the cost of computer and energy resources and, in 
general, the cost of infrastructure in all processes should 
be minimal.

Consumer data protection is a priority for banks when 
developing AI systems. There were many cases of theft of 
bank customer databases and cases of database sales in pre-
vious years in Ukraine. Some banks were fined for inad-
equate control. This issue is receiving considerable attention 
nowadays. Legislation in this area has improved, and there 
are clear rules that banks must follow. The presence of clear 
rules obliges banks to treat customers' data at the appropri-
ate level at all stages of the development and operation of 
AI/ML systems.

Each bank pays considerable attention to ethical issues at 
all activity levels, including AI/ML models. This direction is 
given a significant role. Compliance departments operate in 
each bank. Rules are prescribed, meetings and training are 
constantly held. These things are controlled thoroughly, and 
the penalties are severe when certain violations are detected.
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All respondents agreed that their banks and financial 
companies are aware of the potential financial liabilities 
in case AI/ML systems fail compliance. Everyone clearly 
understands that it is a fine if the system misses any risky 
payment. If something is not done correctly, it is a fine as 
well. Penalties for violating the legislation in the field of 
money laundering and financing of terrorism are signifi-
cant and can reach in Ukraine, for example, up to 1% of the 
authorised capital of the bank. For big banks, this can reach 
hundreds of millions of euros.

Therefore, when designing a pipeline of the AI model, 
banks always have different scenarios with a possibility for 
a certain work around. There are anomaly assessment sys-
tems that allow minimising potential threats to the bank. It is 
essential for developers of AI systems to understand whether 
there are certain anomalies from the standard behaviour of 
the system. If this is found, appropriate decisions are made 
immediately.

All respondents noted that banks' work on meeting the 
international AML/CFT standards (e.g., FATF Recommen-
dations) and other legal requirements (e.g., EU AML Direc-
tive) is highly important. Financial monitoring issues are 
controlled by banks very carefully.

Measures to enable audit and to remedy issues 
related to governing AI/ML autonomy

Monitoring and testing of AI/ML systems to ensure they 
meet goals, purposes and intended applications are perma-
nent. The system of monitoring is an integral component of 
the life cycle of any AI/ML model. Any deviations in work 
are corrected as quickly as possible. Not only testing, but 
also improvement of systems is constantly underway. Some 
changes need to be made constantly, for example when regu-
latory requirements change.

All respondents indicated that the banks had estab-
lished oversight mechanisms for data collection, stor-
age, processing and use. They noted that the banks have 
appropriate internal monitoring systems. Quality metrics 
of the model's performance, appropriate dashboards and 
alert systems exist. A team of scientists monitors these 
metrics continuously. In addition, there are rules in the 
bank to reconfigure the AI model once a quarter or once 
a half year. New features may appear, and previous ones 
may not be relevant. Banks have technical metrics based 
on which a specialised IT specialist understands whether 
everything is fine in the work of a certain AI/ML model, 
whether it has been relearned and whether there is a need 
to reconfigure the model as quickly as possible. For exam-
ple, the war in Ukraine changed customers' behaviour, and 
the migration processes significantly increased. The bank 
promptly reconfigured the AI/ML models in accordance 
with new challenges and business tasks. The Central Bank 

also frequently changed currency legislation, the list of 
sanctioned persons changed every week, etc. The bank 
was forced to reconfigure its AI/ML models following the 
changes rapidly. It is important to note that representatives 
of the banks particularly emphasised the importance of 
making changes by the internal IT employees of the bank. 
It is connected not only with security but also with the 
need to make operational changes quite often.

The respondent of a large bank with a high level of digi-
talisation of operations noted that the bank operates more 
than 500 different systems (core banking systems, CRM 
systems and others), the vast majority of which are inter-
nal development by the bank's IT specialists. They make 
10–30 releases of separate systems daily in the bank. As for 
the field of financial monitoring, releases with new rules 
are issued regularly, once every two weeks or even more 
frequently. Changes are made either directly to the system 
using ML models or directly to the AI model. In fact, the 
AI model cannot ensure that all problematic issues are ful-
filled. The model should be correctly integrated into the 
business process. For transaction monitoring AI models, 
model implementation results should be properly used in 
the CRM system, in customer service processes, etc. Banks 
often release systems and make general changes to databases 
and models. Not all AI systems in the bank are integrated 
with each other, but those systems that require integration 
have it. Sometimes, this integration occurs through APIs, 
sometimes through the exchange of data streams, but not all 
of these systems use AI approaches. Typically, AI models 
are used in “on top of data” systems and risk-related tasks.

Considerable attention during the development and use 
of AI/ML systems is paid to their security and protection 
(resilience of AI) against cyber-attacks. Banks in Ukraine 
are extremely serious about the protection of their systems 
since cyber-attacks are frequent. Banks have created cyber 
security departments that try to block third-party intrusion 
particularly the cyber threats coming from Russia.

There is a bunch of multiple layers of encryption and var-
ious things like IP whitelisting, key backed protection sys-
tems and more. Banks have a risk matrix to identify potential 
threats and vulnerabilities within the AI/ML systems.

Another issue for AI/ML models is the issue of data 
pollution. The data science team had to work quite hard to 
ensure that their data is at a level of confidence and that AI/
ML model could then do something useful and reliable with 
it. Another problem with AI/ML models is that the outputs 
are a product of the inputs. If the data itself is incomplete, 
inconsistent, or has holes, then the AI/ML model is going 
to generate a whole bunch of incorrect answers (false posi-
tives). In terms of the specific mechanisms of what is done 
with data, much work has gone into ensuring that the data 
you input into any AI model is consistent, accurate, and not 
filled with holes or anything missing.
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Barriers to adoption of AI/ML systems by banks

Most respondents saw no reason why banks should not 
implement AI/ML systems. The advantages outweigh the 
disadvantages. The main question concerns what added 
value the implementation of AI/ML systems can provide. It 
depends on the bank's business model.

The decision to implement AI/ML systems is taken by 
each bank individually based solely on its spheres of activ-
ity and the diversity of the product line. Accordingly, the 
following questions should be answered:

• In which areas can the bank apply AI/ML models?
• Does the bank have an internal IT team capable of devel-

oping or maintaining AI systems?
• How strict are the requirements of the regulatory authori-

ties?
• What fundamental data governance and quality processes 

are lacking in the bank?

Suppose the bank already has a certain foundation and 
has gradually digitised its products. In that case, the deci-
sion to use AI/ML models will prevail over a conserva-
tive approach, and the added value will be greater than the 
investment amount.

Significant regulatory scrutiny and huge potential fines 
deter banks from using certain advanced AI models without 
the relevant safeguards inter alia, transparency, traceability 
and explainability of AI/ML systems. One of the potential 
barriers to the adoption of complex AI/ML models is the 
lack of understanding by the end users of how the machine 
or the technology arrives at its outcomes. The bank is 
responsible for its clients' funds, so a conservative approach 
is usually adopted. This approach is typical for small banks 
that do not have the opportunity to develop their own AI/ML 
systems but order them from a third-party developer. The 
cost of such AI systems is significant, and changes to these 
systems also cost quite a lot of money.

Banks are cautious about purchasing AI/ML models from 
third-party developers not only because of the high cost. The 
risks of inaccuracy in the operation of the model in the bank 
will increase significantly, despite its effective configuration 
by the development company. For banks, the AI system is a 
kind of “black box” if purchased from a third-party organisa-
tion. Not every bank can afford the development of its own 
high-quality AI systems.

The banks use certain AI programs, such as card software 
products, mobile banking, and face and voice recognition. 
Third-party developers generally maintain these. However, 
programs related to financial monitoring and risk analysis 
of the bank’s activities should preferably be monitored and 
maintained by their IT employees. It is quite a challeng-
ing task for small banks. That is why, considering all the 

pros and cons, banks use complicated AI systems cau-
tiously, especially in the field of monitoring transactions. 
The respondent from Bank 2 mentioned that the bank has 
1200 internal IT team personnel and mostly all AI products 
are developed in-house. That is partly the answer to why 
this bank uses AI/ML systems broadly, including transac-
tion monitoring.

A specialised bank with a small number of clients adopted 
AI systems that would mainly serve their corporate clients 
and ensure cost efficiency. It is quite enough for such a bank 
to robotise certain processes to minimise employees’ routine 
work, use rule-based and simple programs, and have expert 
rules for making decisions.

However, suppose it is a multi-branch bank that carries 
out various types of operations and hundreds of different 
credit and deposit products. In that case, even a small bank 
(about 1 million customers) must implement machine learn-
ing models, approaches in the field of AI, and increase the 
level of digitalisation of its products at the expense of AI. 
Such banks should not be afraid of implementing new AI/
ML technologies.

In the EU Member States, compliance with AI/ML 
standards is becoming stricter; besides, the cost of imple-
menting AI systems is substantial. In addition to significant 
investments, banks need to recruit a team of professional 
IT employees, as it is quite problematic to outsource a data 
team of employees. It is also necessary to strictly comply 
with the requirements of various supervisory authorities. 
Therefore, small banks often realise that the investment 
made in AI/ML systems will be greater than the potential 
added value they will bring to the bank.

Overarching themes

Interviewees indicated that any bank that wants to develop 
and respond to market competition should use modern AI 
technologies. The transition to new AI technologies requires 
a change in the bank’s business model, which can be costly. 
Not every bank can afford it. Therefore, the problem primar-
ily concerns financial capacity. It is a particularly complex 
challenge for small banks.

Another problematic issue emanates from a human fac-
tor. The desire and understanding of the need by the bank’s 
top management is required. It applies to the bank’s own-
ers, management and employees. Not everyone is ready to 
change their approach to the bank’s activities quickly and 
how its services are delivered.

Many banks are attracted to the idea or the potential of 
AI/ML systems can bring. The biggest concern for people 
not wanting to adopt AI/ML models centres around account-
ability, transparency and explainability issues. They need 
to be sure that the constructed AI technology is robust and 
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transparent enough to show the workings that should be 
achieved.

The approach to implementing complex AI systems dif-
fers depending on the field of use. Banks in customer ser-
vice, customer support, and marketing services (front-office 
activities) are easily switching to complex AI systems. They 
often use ready-made software solutions from third-party 
developers. The main consideration in this context is the 
cost-effectiveness.

Most banks have a different approach to areas of activ-
ity related to risk and compliance with the requirements of 
regulatory bodies. The areas of bank activity related to risk 
should be closely monitored by banks, and banks are con-
servative in the implementation of advanced AI systems.

Banks are also cautious in implementing sophisticated 
AI/ML systems in financial monitoring and money launder-
ing operations. The supervisory bodies severely punish the 
bank for law violations, especially in AML/CFT. Therefore, 
banks prefer using simple AI and ML systems to monitor 
funds; specific scripts are used to track operations with signs 
of dubiousness. However, at the next stage, a person decides 
regarding each questionable operation or suspicious transac-
tion. Banks prefer ultimate human control (human-in-the-
loop) in this respect.

Another reason for not using complex AI models is that 
fraudsters can find vulnerabilities in complex AI systems, 
particularly if a third-party organisation develops the AI 
system and is not an internal product of the bank (in-house 
developed systems). That is one of the main reasons why 
banks try to develop and maintain such AI/ML systems 
using their own IT staff as much as possible.

At the same time, banks understand that processing a 
large data flow is difficult without modern AI/ML sys-
tems. Therefore, it is definitely necessary to have a high 
level of trust in such systems and use them accordingly. 
Such systems need to be improved constantly. If there are 
problematic points, then it is necessary to improve the 
algorithm quickly. It is impossible to predict all system 
vulnerabilities. At the same time, it is important for the 
bank to promptly correct the error, improve the algorithm, 
and thus solve the problem. There are many procedures 
and possibilities in every bank. The majority of these pro-
cedures are prescribed. If an unforeseen situation arises, 
banking AI programs always have the option of rolling 
back the program’s action and rewriting the decision.

Such a vision of the bank’s management of the risks of 
using complex AI/ML in the field of monitoring transac-
tions and AML/CFT related operations is holding back 
progress in the application of complex AI/ML systems. 
Currently, banks prefer in-house AI systems, errors in 
which are easy to understand and can be quickly corrected 
by the bank’s own IT employees.

Respondents consider the following features as a top 
priority for AI systems: level of accuracy, privacy and 
data protection, plan to mitigate (manage) safety risks, 
privacy (such as encryption, anonymisation and aggrega-
tion) (Fig. 2).

Respondents attach minor importance to: self-learning 
or autonomous AI systems, environmental impact, and 
internal user acceptance of AI/ML models (Fig. 3).
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Fig. 2  TOP-10 priorities for AI/ML systems in transaction monitoring and AML  Source: Authors' own compilation
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Case studies: lessons from misuse of AI tools

The cases selected demonstrate a number of cardinal issues 
that emerged in the interview discussions. Firstly, even some 
of the biggest banks in the world find full compliance with 
data management and monitoring suspicious transactions a 
challenge. Secondly, these cases reveal the serious conse-
quences of non-compliance. Thirdly, analysis of these cases 
enables us to offer several AI-driven solutions that could 
minimise the risks involved. It should be noted that there 
are currently no concluded court cases pertaining to the pro-
posed EU AI Act (as this law is not in force yet). However, 
past cases can offer important lessons for banks.

NatWest Bank—a unique case of corporate criminal 
liability

National Westminster Bank Plc (NatWest) was, in December 
2021, fined £264.8 million for having breached the Money 
Laundering Regulations 2007 from 2012 to 2016 [59]. The 
infractions of AML regulations by NatWest were largely 
inadequate because due diligence mechanisms prescribed by 
the UK’s AML regulation were not complied with. The case 
was heard at Southwark Crown Court on charges against 
NatWest for three offences pursuant to Regulation 45(1) 
of the Money Laundering Regulations 2007 (MLR 2007). 
The three offences were based on operational weaknesses of 
the bank vis-à-vis the bank’s failure to adequately monitor 

the bank accounts of a customer incorporated in the UK. 
These were in breach of Regulations 8(1), 8(3), and 14(1) 
MLR 2007. On 7 October 2021, NatWest admitted [60] that 
it, indeed, committed these offences. Due to early guilty 
plea made by NatWest, the court discounted the originally 
intended fine by 33%.

The FCA decided to conclude the case without pursu-
ing any bank officials. It appears that there was no further 
need for legal action against individuals. The problem fac-
ing NatWest was more in the nature of criminal corporate 
liability than individual liability. It is possible that inves-
tigators and prosecutors were constrained by lack of facts 
with evidential value to pursue natural persons in the bank 
or even outside the bank. With robust AML AI architecture 
in place, it could have been possible to crawl and intercon-
nect data of evidential value.7 It is, therefore, interesting that 
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Fig. 3.  10 least important considerations for AI/ML systems in transaction monitoring and AML  Source: Authors' own compilation

7 Data crawling (web crawling or web scraping) is a process in 
which automated software, called crawlers or spiders, systematically 
browse and extract information from various websites, databases or 
other online sources. These crawlers navigate through web pages, 
follow links, and retrieve data according to predefined rules or pat-
terns. Crawling and interconnecting data of evidential value sug-
gests a potential opportunity to gather and link together data that 
holds evidential significance. Collecting and integrating data with 
evidential value would have been feasible by employing data crawl-
ing techniques, implying the potential for a more comprehensive 
and interconnected understanding of the subject matter. See Khder, 
M. (2021) Web Scraping or Web Crawling: State of Art, Techniques, 
Approaches and Application. International Journal of Advances in 
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NatWest has already planned to invest more than £1 billion 
in order ‘to further strengthen financial crime controls over 
the next five years’ [59]. This investment includes pursuing 
‘new technologies and capabilities to enhance further CDD, 
Transaction Monitoring’ and so on.

The FCA had, on 16 March 2021, begun criminal pro-
ceedings against NatWest pursuant to offences under Regu-
lation 45(1) of the MLR 2007 for non-compliance with regu-
lation 8(1) of the MLR 2007 from 7 November 2013 to 23 
June 2016 as well as Regulations 8(3) and 14(1) of the MLR 
2007 from 8 November 2012 to 23 June 2016 with respect 
to the bank accounts of a customer incorporated in the UK. 
The import of these regulations is to the effect that banks are 
required ‘to determine and conduct risk sensitive ongoing 
monitoring of its customers for the purposes of preventing 
money laundering’ [59].

NatWest, however, confirmed that some of the automated 
AI systems of the bank were weak and that the bank had 
some deficiencies in complying with AML procedures on 
monitoring and investigations. While this case is the first 
bank to face corporate criminal liability in the UK, it is 
imperative to underscore that the deficiencies in monitoring 
mechanisms by regulatory authorities such as the FCA also 
contributed to this non-compliance. If FCA had sophisti-
cated AI systems, it should have been feasible to detect the 
weak systems by NatWest much earlier.

HSBC, Danske bank and standard chartered bank—
the huge fines?

Hitherto the case of NatWest, the Danske Bank, HSBC and 
Standard Chartered Bank were respectively fined for about 
US$2 billion8 [61], US$1.9 billion (£1.2bn)9 and US$1.1 bil-
lion10 [62] as a result of the failure of these banks to comply 
with relevant AML rules.

With respect to HSBC, the bank had been found guilty 
of not having established adequate AML control measures, 
which allowed about US$8 billion to be laundered for a 
period of seven years [63].

In the case of Danske Bank, the Estonian branch of the 
bank was accused of having allowed, due to weak AML con-
trols, thousands of suspicious illicit transactions amounting 

to about EUR 200 billion11 between 2007 and 2015 [64]. The 
illicit money flows (IMFs) were carried out from sources 
such as Latvia, Estonia, and Russia through the Estonian 
branch of Danske Bank [65]. Up to 15,000 non-resident 
customers were involved in this, many of whom being Rus-
sian. Additionally, 9.5 million payments were made while 
searches were conducted in about 12,000 documents and 
over 8 million emails [64, 66]. The risk assessment AI 
tool used by Danske Bank erroneously excluded high and 
medium risk customers thus ended up providing inaccurate 
and biased outputs.

The Standard Chartered Bank was also found guilty of 
AML due diligence negligence and fined for US$1.1 bil-
lion. This fine was the total fine for US and UK sanctions 
against the bank for its ‘poor money-laundering controls’ 
as well as its breach of sanctions against countries such 
as Iran. The FCA had conducted investigations into these 
higher-risk areas and found ‘serious and sustained shortcom-
ings’ in Standard Chartered’s AML controls with respect to 
‘CDD and ongoing monitoring’ [67]. The bank had not been 
able ‘to establish and maintain risk-sensitive policies and 
procedures’, in contravention of the MLRs 2007, exposing 
the bank ‘to the risk of … receiving and/or laundering the 
proceeds of crime’ [67]. Many examples were found. One 
of the points of interest is the finding that the bank was ‘not 
reviewing due diligence on a customer despite repeated red 
flags such as a blocked transaction from another bank indi-
cating a link to a sanctioned entity’ [67].

Conclusions

This study is built on the qualitative research design, inter-
viewing senior managers of banks, IT companies and com-
paring their answers. The results are described from the 
perspective of the bank’s managers. The findings show the 
importance of AI/ML systems in banks, the further willing-
ness of banks to use such systems more deeply, and the main 
caveats regarding the problematic aspects of implementing 
AI/ML systems mainly relate to their cost and economic 
efficiency.

Our empirical study reveals not only some of the driv-
ers for adopting AI tools in banking but also a number of 
impediments or factors for not doing so. These findings also 
reveal the level of understanding of the required ethical and 
legal standards pertaining to the use of AI/ML technologies 
in the banking sector.

The selected case studies demonstrate that even the most 
prominent banks are prone to non-compliance with AML/8 This amount is estimated potential fine by USA authorities and 

actual fine of €1,820,000 by the Central bank of Ireland (Central 
Bank of Ireland, 2022).
9 Settlement by authorities of USA.
10 Settlement by UK and USA authorities.

11 This value was estimated to be a staggering 10 times of the Gross 
Domestic Product of Estonia. See [64].

Footnote 7 (continued)
Soft Computing and its Applications 13: 145-168, https:// doi. org/ 10. 
15849/ IJASCA. 211128. 11.
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CFT standards, which come with serious consequences. Our 
critique of these cases offers a number of solutions for risk 
mitigation and better compliance protocols, which could be 
addressed by fit-for-purpose AI-driven tools.
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