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Abstract

Current, self-supervised depth estimation architectures rely on clear and sunny weather scenes to train deep neural networks. However, in many locations, this assumption is too strong. For example in the UK (2021), 149 days consisted of rain. For these architectures to be effective in real-world applications, we must create models that can generalise to all weather conditions, times of the day and image qualities. Using a combination of computer graphics and generative models, one can augment existing sunny-weather data in a variety of ways that simulate adverse weather effects. While it is tempting to use such data augmentations for self-supervised depth, in the past this was shown to degrade performance instead of improving it. In this paper, we put forward a method that uses augmentations to remedy this problem. By exploiting the correspondence between unaugmented and augmented data we introduce a pseudo-supervised loss for both depth and pose estimation. This brings back some of the benefits of supervised learning while still not requiring any labels. We also make a series of practical recommendations which collectively offer a reliable, efficient framework for weather-related augmentation of self-supervised depth from monocular video. We present extensive testing to show that our method, Robust-Depth, achieves SotA performance on the KITTI dataset while significantly surpassing SotA on challenging, adverse condition data such as DrivingStereo, Foggy CityScape and NuScenes-Night.

1. Introduction

Depth estimation has been a pillar of computer vision for decades and has many applications, such as self-driving, robotics, and scene reconstruction. While multiple-view geometry is a well-understood computer vision problem, the advent of deep learning has enabled depth estimation from a single image. The first such methods used a supervised approach to estimate depth and required expensive ground truth data collected using LIDAR and Radar sensors. Recently, self-supervised monocular methods have been introduced, using photometric loss [57] to achieve view synthesis on consecutive images as a form of self-supervision. These methods have received wide interest because of their low cost and ability to generalize to multiple scenarios [23]. However, despite its potential, self-supervised Monocular Depth Estimation (MDE) has been hampered by adverse weather conditions and nighttime driving [46, 44]. The KITTI dataset [16], used extensively for MDE, only contains daytime, dry, sunny images rather than varied realistic conditions. Previous attempts have shown that training these methods on different domains, like nighttime data, lead to worse performance [30]. Figure 1 illustrates Monodepth2 [18], trained on the KITTI dataset, estimating depth accurately on sunny data but struggles when shifting domains to different weather conditions. Our method Robust-Depth, trained with the KITTI dataset and augmentations, is more robust to such changes.

Unlike in other fields of computer vision [55, 36], dataset augmentation has led to worse performance for MDE (see Table 1). One possible explanation is that augmentations lead to texture shifts, and we know that CNNs are poor at generalising to texture shifts [4]. It is known [11, 35, 46] that depth networks become reliant on vertical cues (e.g., the output for a pixel being dependent on its vertical position in an image). Pixels at the bottom of the image are assumed to be close and pixels at the top are assumed to be
far from the camera. While [46] suggests this is beneficial overall, these methods rely on potentially false cues. For example, a cliff-side image would pose difficulties to a system over-relying on vertical cues. In this work, we put forward a further observation that has to do with self-supervision itself: When performing data augmentation in supervised learning, we introduce some form of noise on the input image while maintaining a noise-free label. On the other hand, in self-supervised methods, the labels come from the data themselves. So augmenting a data point in a self-supervised method introduces noise in both data and target labels, leading to a much harder machine learning problem.

To overcome this challenge we propose a different formulation of the self-supervised loss, which exploits the alignment between the unaugmented and augmented data. Under that scheme, we are able to treat depth maps obtained from the unaugmented data as soft targets for the augmented depth estimations. Furthermore, with minimal extra effort, we can also treat depth maps of augmented images as labels for the unaugmented depth predictions leading to a fully symmetric bi-directional consistency constraint. We call this pseudo-supervision loss because it is an attempt to leverage the benefits of supervised learning (faster learning rates) in the self-supervised domain. For more detail see section 3.2. The paper also puts forward a number of recommendations for creating a robust, data-augmentation framework for MDE, each of which helps overcome the reliance on simplistic cues for depth. These include:

- Using the unaugmented images when warping the target image with the current depth map (sec. 3.2 eq. (6))
- Training in (unaugmented, augmented) pairs (sec. 3.2 eq. (7))
- Applying a one-way pseudo-supervision loss for pose estimation (sec. 3.2 eq. (13))

Finally, we propose a wide-ranging set of weather-related data augmentations together with vertical cropping and tilling, the effect of which is to move the focus of the network away from simplistic depth cues and towards deeper semantic cues. The paper contains an extensive experimental analysis, including an ablation study of the various algorithmic components as well as a comparison to State-of-the-Art (SoTA). The analysis shows that our method significantly surpasses SoTA on adverse weather data and performs as well or better on sunny weather data.

2. Related Work

2.1. Supervised Depth

Initially, depth estimation was cast as a simple regression task using ground truth depth data collected via one or multiple sensors. CNNs were first used for MDE in [13], and there have been many architectural and network developments over time [41, 27, 2]. Furthermore, supervised methods made the regression task a classification-regression task [14, 6, 29] as the regression tasks lead to substandard results. These networks relied on high-cost ground truth data and struggled with generalizing to other datasets.

2.2. Self-supervised Depth

2.2.1 Stereo

Garg et al. [15] used view synthesis as a method for self-supervised learning for stereo depth between stereo pairs. Later, Monodepth [17] used photometric loss, made from $L_1$ loss and SSIM [47], to demand left-right consistency between left-right reconstruction.

2.2.2 Monocular

Our work focuses on monocular cameras, as stereo setups are more expensive and require more space. The first technique to use view synthesis for MDE was SfM-learner [57]. This and the methods to follow use a depth network with pose estimations to warp images and maximize photometric uniformity. Monodepth2 (MD2) [18] introduced the per-pixel minimization of the photometric error to avoid occlusion issues while also introducing auto-masking to handle texture-less regions and dynamic objects.

One issue with MDE is that pose, and therefore depth, can only be estimated up to an unknown scale causing Monodepth2 to struggle with maintaining consistent scales between frames. To counter this, SC-SfM-Learner [7] created a differentiable geometric loss and masked out pixels with geometric inconsistency. This led to higher inter-frame depth consistency but is computationally more expensive for each iteration. Other approaches make use of cost volumes for their efficiency, specifically, Manydepth [48] and MonoRec [49] use temporal image sequences that allow for geometrical reasoning during inference. They use multiple pre-defined depths hypotheses to warp reference frame features to the target image frame, and their differences create a cost volume. The depth hypothesis closest to the true depth leads to low values in the cost volume.

Moreover, RA-depth [21] developed a useful augmentation that leads to more scale consistency and better depth estimation when changing resolutions. This is crucial as these self-supervised methods have no reference for scale and, at the very least, should have consistent depth in the same image at different scales.

In parallel to new training methodologies, there is work on improving architectures, and some recent research has been focused on increasing efficiency while increasing accuracy [31, 19, 56, 52]. We will focus on applying our contributions to DepthNet from Monodepth2 [18] and the current SoTA depth network [54] to show improvements. As
demonstrated in [45, 4] transformer networks are more robust than their CNN equivalent and self-supervised methods are more robust and generalisable than supervised methods. An explanation for this is that transformer networks are more shape-biased versus the texture bias of CNNs, allowing transformers to be more accurate on out-of-distribution data and texture variations (such as style transfers). This inspires us to use MonoViT [54] as our final model because it is lightweight, accurate and more robust than a pure CNN network. We must note however that the methodology proposed in this paper is agnostic to the specifics of the neural model used for depth or pose estimation.

2.3. Data Augmentation

Many previous methods have attempted to solve the lack of robustness problem with MDE [46, 44, 42, 20, 3, 30]. A common theme with these papers is that they can only handle few variations in environments and require large and complex architectural modifications to achieve realistic depth for the augmentations. Some also heavily rely on synthetic data, which leads to the models having a domain bias (from real to synthetic) [3, 20]. To our knowledge, there has been a limited use of augmentations in MDE [24, 25, 5], especially self-supervised MDE. Simple colour jitters and horizontal flips have been used in the past but, more complicated augmentations have been avoided as they are typically found to degrade depth accuracy.

ADDS-DepthNet [30] is the most similar to our method as they create night image pairs from day images using GANs. In doing so, they train their network to be effective in two domains, night and day. They use the day depth estimation as pseudo-supervision for their depth estimation for night scenes. This method is one-directional and limits the depth estimation to only be as good as the day depth estimation. Also, they ignore pose estimation and focus on creating a reconstruction of the GAN-generated night image. We avoid reconstruction of the augmented images as the GAN-generated augmentations lack consistency between frames, especially for the night domain. Furthermore, our model is unique in that it is able to handle multiple domains with greater accuracy.

Another approach, ITDFA [53], uses a trained fixed depth decoder from Monodepth2 [18] and changes the encoders for each domain to force consistency between features in different domains. Also, ITDFA enforces consistency between depth images for both day and night. This has obvious drawbacks compared to our model; firstly, we use the same encoder and decoder for all different augmentations, which can be trained end-to-end. Secondly, the depth estimations from these augmented images are limited to the accuracy of Monodepth2. Our method avoids this issue by only updating the augmented depth where the unaugmented depth has a lower photometric loss (sec. 3.2).

Furthermore, [11] highlighted the fact that MDE tends to learn only a small number of cues and shows great dependency on the position of the pixel to estimate depth. EPC-depth [35] demonstrated that the use of data grafting for input images leads to greater performance with respect to stereo depth. Inspired by this and to help MDE learn new and more varied cues, we apply vertical cropping to the input images. Also, we apply tile cropping to the input images, to enforce equivariance for depth estimation. Similarly, RA-depth [21] used augmentation to change the scales of the input image, allowing the depth estimation to be more scale consistent. A modified version of this idea has been employed in our method.

3. Method

Overview: In this paper, we put forward Robust-Depth, a self-supervised architecture that is able to estimate depth and ego-motion while being robust to many different augmentations. We highlight SotA’s limited robustness in other weather scenarios, over-dependence on pixel position, and its lack of ability to generalise to other datasets. All of this is achieved with a minor increase in computation and memory requirements while using the standard DepthNet backbone from Monodepth2 [18] and the current SotA network MonoViT [54]. The applications of our novel contributions are shown in Figure 2.

Figure 2. The original image (top-middle) and the augmented image (bottom-middle) are each fed into the pose and depth estimation networks. Our pseudo-supervision loss function contains terms that encourage consistency between the depth map and pose estimates of the original and augmented image.

3.1. Preliminaries

Following Zhou et al. [57] we simultaneously train an ego-motion network with a depth network to execute view-synthesis between consecutive frames. We use the target depth estimation \( D_t = \text{DepthNet}(I_t) \) and camera pose estimations \( P_{t \rightarrow t'} = \text{PoseNet}(I_t, I_{t'}) \) to synthesise the target image where \( I_{t'} \in \{I_{t-1}, I_{t+1}\} \) only using source frames. PoseNet and DepthNet denote the pose and depth estimation networks respectively. The synthesised image obtained is projected using inverse warping as shown below.

\[
I_{t' \rightarrow t} = I_t'(\text{Proj}(D_t, P_{t \rightarrow t'}, K))
\] (1)

Proj() outputs the resulting 2D coordinates of the depths after projecting into the camera of frame \( I_{t'} \), and \( \text{Proj} \) is the
sampling operator. We will be using photometric loss (pe) which is defined below,

\[ pe(I_a, I_b) = \frac{\alpha}{2} (1 - SSIM(I_a, I_b)) + (1 - \alpha)||I_a - I_b||, \]

where \( \alpha = 0.85 \). In Monodepth2, the per-pixel photometric loss used for training the pose and depth network is simply:

\[ L_p = \min_t \text{pe}(I_t, I_{t' \rightarrow t}) \tag{3} \]

Where for each pixel we decide whether to use the next or the previous frames to reproject, based on the minimization of reprojection error. Moreover, unlike some methods that advocate using only one layer of the depth network to increase learning speed \[28, 21\], we use the multi-scale proposal from Monodepth2.

3.2. Bi-directional pseudo-supervision Loss

Previous methods that used augmented images for self-supervised MDE attempted to create reconstructions of the augmented images \[30\], as shown below.

\[ \hat{I}_{t' \rightarrow t} = \hat{I}_{t'} (\text{Proj}(\hat{D}_t, \hat{P}_{t \rightarrow t'}, K)) \tag{4} \]

Where \( \hat{I}_{t'} \) represents the augmented input image, \( \hat{D}_t \) is the depth estimation of the augmented image, and \( \hat{P}_{t \rightarrow t'} \) is the pose estimation obtained from the augmented images. They would then proceed with the standard loss function;

\[ L_p = \min_t \text{pe}(\hat{I}_t, \hat{I}_{t' \rightarrow t}) \tag{5} \]

The augmented input images are generally created using GANs and lack consistency between consecutive frames. This will cause the reconstructed augmented images \( \hat{I}_{t' \rightarrow t} \) to be dissimilar to the true target image as there may be changes between frames that can not be accounted for, e.g. illumination changes and rain streaks. Furthermore, the pose estimation will suffer from the same problem as it requires consecutive frame inputs, which in the case of augmented images, will not be consistent. To counter these issues we introduce semi-augmented warping;

\[ \hat{I}^{\dagger}_{t' \rightarrow t} = I_{t'} (\text{Proj}(\hat{D}_t, P_{t \rightarrow t'}, K)). \tag{6} \]

Semi-augmented warping exploits the consistency between the unaugmented frames while using the depth estimations from the augmented images. Furthermore, we use the pose estimation from the unaugmented input to ensure that the depth estimation is isolated from the errors of pose estimation under the various augmentations.

Simply optimising the photometric loss for the augmented reprojected image from equation (4) can lead to catastrophic forgetting. This happens because the network shifts its focus onto the augmented data and forgets the original data (see Table 1). To prevent this we always train images in pairs (augmented, unaugmented) as follows.

\[ L_p = \min_{t'} (\text{pe}(I_t, I_{t' \rightarrow t})) + \min_{t'} (\text{pe}(\hat{I}_t, \hat{I}_{t' \rightarrow t})). \tag{7} \]

There are several possible formulations of the loss function that achieve the same objective, however, we found this simple pair-training scheme works well in practice.

The photometric loss given above is responsible for enforcing the self-supervision constraint. However, the relationship between the augmented and unaugmented data gives us an opportunity to exploit the faster learning rate of supervised learning. To see this, assume we had access to a fully trained network that can correctly predict depth in the unaugmented, original images. We note that each augmented image should correspond to the same underlying depth map as the original image it was derived from since all augmentations considered do not change the underlying depth map. We could therefore obtain that depth map using the fully trained network on the original image, and then use that depth map as a label in a supervised regression loss.

In practice, we do not have access to such a fully trained network on the original images. During training, we can expect that our depth network will either perform better in the augmented or the unaugmented image at any given time. However, using the photometric reprojection loss, we can easily find out which of the two depths gives a better reprojection and use that depth as a label for the other depth map. Furthermore, this analysis can be done per-pixel leading to an efficient scheme which we term pseudo-supervision loss.

We define the following per-pixel mask that picks out pixels where the unaugmented image gives a better depth than the augmented one

\[ M_a = [\min_{t'} (\text{pe}(I_t, I_{t' \rightarrow t})) < \min_{t'} (\text{pe}(\hat{I}_t, \hat{I}_{t' \rightarrow t}))] \odot \mu, \tag{8} \]

where \([\ ]\) are the Iverson brackets and \(\odot\) is the pixel-wise product. We define \(\mu\) as auto-masking from Monodepth2 \[18\], which is applied to our mask \(M_a\) to remove stationary pixels. We apply this same concept in the opposite direction for pixels where the augmented depth leads to a smaller reprojection than the unaugmented depth estimation.

\[ M_a = [\min_{t'} (\text{pe}(I_t, \hat{I}_{t' \rightarrow t})) < \min_{t'} (\text{pe}(I_t, I_{t' \rightarrow t}))] \odot \mu \tag{9} \]

Note, we cannot simply find the inverse of this mask, as we have to account for the auto-masked pixels \(M_a \neq 1 - M_v\). We can now introduce the components of bi-directional pseudo-supervision depth loss;

\[ L_a = \log(|\hat{D}_t - D_t| + 1) \odot M_v, \tag{10} \]

\[ L_v = \log(|D_t - \hat{D}_t| + 1) \odot M_a. \tag{11} \]
from the original. The underlining of $D_k$ and $D_l$ signifies that the gradients of $D_k$ and $D_l$ are cut off during backpropagation. This gives us the bi-directional pseudo-supervision loss:

$$L_{PS} = L_a + L_v.$$  \hspace{1cm} (12)

$L_a$ is the loss caused by a worse augmented depth estimation compared to the unaugmented depth estimation, and $L_v$ is the loss caused by a worse unaugmented depth estimation than augmented depth estimation, summing to make the bi-directional pseudo-supervision loss $L_{PS}$. We show the contribution of each component to the bi-directional pseudo-supervision loss in the supplementary materials. The analysis above also applies to the pose estimation part of the algorithm. The rotation/translation that links two consecutive frames remains the same after these images are augmented. Once again, we can introduce a bi-directional consistency loss using reprojection quality to judge which pose to use as a label. However in experiments, this was found to have negligible improvement, so we assume that the pose estimated from the original images will be closer to the correct one. This leads to the pseudo-supervised pose loss,

$$L_R = |\tilde{R} - R|, \quad L_t = |\tilde{t} - t|,$$ \hspace{1cm} (13)

where $\tilde{R}$ and $\tilde{t}$ are the rotation and translation obtained from the augmented images and $R$, $t$ from the original. The underlining again denotes that the gradients of $R$ and $t$ are not used when updating the pose network weights.

**Final Loss:** Our final loss is a combination of photometric loss, bi-directional pseudo-supervision loss, pseudo-supervision pose loss, and edge-aware smoothness loss ($L_s$) from [39]. Where edge-aware smoothness loss is applied to both the unaugmented depth and augmented depth. Giving a final loss, which averages over each pixel, scale and batch:

$$L = \mu L_p + \omega L_{PS} + \beta (L_R + L_t) + \gamma L_s.$$ \hspace{1cm} (14)

### 3.3. Data preparation & augmentations

Previous depth estimation methods struggled with variations in weather. Fog, rain, extreme brightness, night time and motion blur have all been a challenge for all such depth networks. There have been few attempts at solving some of these issues, but they suffer from poor results [46, 44, 42, 53], or they use simulation data that struggles with the domain shift to real-world application [3, 20].

We use a physics-based renderer (PBR) [43] to create realistic rain and fog augmentations on the KITTI dataset and store these prior to training the presented architecture. Similarly, we use CoMoGAN [37] to augment the KITTI dataset with realistic night-time, dawn and dusk. Furthermore, we make all the combinations of these weather-based augmentations, for example, rain+fog or rain+fog+dawn. Separately, we also add ground snow as it is a great source of corruption and motion blur using Automold [1]. We use grey-scale images and break the image down into its red, green and blue components to remove the effects of colour on depth estimation. This is important for large shifts in image colour, for example, between autumn and winter. To achieve extreme brightness, we increase the brightness capabilities on the already implemented colour jitter.

To further improve the robustness of self-supervised MDE, we took inspiration from robustness testing on other tasks [33, 22]. [45] demonstrated the robustness of monocular depth using transformer depth networks with corruption augmentations on the test sets. Rather than solely relying on the underlying network for robustness, we implement these augmentations prior to training. Specifically, we add Gaussian noise, shot noise, impulse noise, defocus blur, frosted glass blur, zoom blur, snow, frost, elastic, pixelated, and jpeg augmentation variants to the KITTI dataset. The percentage and distribution of the augmentations are provided in the supplementary materials.

During training, we use a modified scale augmentation from RA-Depth [21], vertical cropping augmentation, and tile augmentation created especially for this architecture so that the augmentations can be reverted later. Furthermore, standard random erase is used as an augmentation. Also, note that due to the lack of variety of data used for self-supervised monocular depth, all of these augmentations will reduce the chance that MDE overfits naive cues such as vertical dependency, texture bias and apparent size of objects.

**Vertical cropping augmentation:** This augmentation was inspired by EPC-Depth [35] grafting augmentation. We randomly select value $\tau$ between $\{0.2, 0.4, 0.6, 0.8\}$ with uniform probability. We then select this percent of the input image from the top down and crop it to be moved underneath the section below it, all of this occurs on each minibatch.

**Tile augmentation:** For tile cropping, we split the width of the image by two or four, and the height of the image by two or three randomly. We crop each section and then randomly shuffle the tiles to a new position, all of this occurs on each minibatch.

### 4. Results

**Experimental set-up:** We train the model starting with pretrained ImageNet weights [10] using PyTorch [34] and train on an NVIDIA A6000 GPU. We use the Adam optimiser [26] for 30 epochs, with an input size of $640 \times 192$ and set a starting learning rate of $10^{-4}$. Progressively reducing the learning rate using multi-step learning rate decay at epoch $[20, 25, 29]$ by 0.1. We set the hyperparameters $\omega$, $\beta$, and $\gamma$ to 0.01, 0.01 and 0.001, respectively. In all tables, Robust-Depth$^1$ represents Robust-Depth trained with just weather and time-specific augmentations. Finally, Robust-Depth$^*$ represents Robust-Depth using MonoViTs transformer backbone instead of the baseline (Monodepth2)
### 4.1. Datasets

**KITTI** [16]: We use the official Zhou split for validation data consisting of 4,424 images and train on the entire 39,810 images from the training set. For testing, we use 697 images from the Eigen et al. test set [12]. An in-depth discussion of how we created the variants of this dataset is provided in the supplementary material. This includes all the generation parameters that determine how to reproduce the augmentations when replicating the experiments. All methods results to follow are trained on the KITTI dataset, unless specified. By *sunny* we denote the raw, unaugmented KITTI dataset while *bad weather* denotes the KITTI dataset augmented with adverse weather effects and other image modifications as laid out in sec. 3.3.

**DrivingStereo** [51]: As the aim of this paper is to demonstrate the capacity to infer depth in different domains, the DrivingStereo dataset provides a selection of foggy, cloudy, rainy and sunny images for testing, all containing 500 images.

**Foggy Cityscape** [40, 9]: To test methods on more severe foggy scenes, we use the Foggy CityScape dataset as we use the data provided with the beta parameter equal to 0.02 (most severe fog) consisting of 1525 test images.

**NuScenes** [8]: Nighttime scenarios are a challenging domain for many self-supervised monocular depth methods, and we can use NuScenes to explicitly test the ability of each method to infer depth in this domain. We select the nighttime splits from [46] test selection and test on 500 real nighttime images.

### 4.2. Ablation Study:

This subsection provides a detailed discussion of the results of the ablation study (Table 1). We test using the *sunny* and *bad weather* datasets to demonstrate quantitatively how well a model can handle sunny weather as well as image degradation and varying weather conditions, including time of day. Initially, when testing Monodepth2 with the *bad weather* test set (row 1), we obtain a disappointing performance, indicating a lack of ability to handle weather conditions and image degradation.

**Optimising for augmented data (Row 2):** When attempting to train Monodepth2 with augmented data, in the naive way we outline in equations (4) and (5), we see a significant improvement in robustness but worse performance for the *sunny* test. Here we train with augmented data in the traditional sense, including unaugmented images. These results inspired our method, which by design, attempts to maintain a balance between focus on sunny and weather-augmented data.

**Optimising for unaugmented & augmented data (Row 3):** Optimising for both the *sunny* and *bad weather* data simultaneously (see equation (7)) leads to the best of both worlds, a form of trade-off. Here we emphasise that we are using the augmented reprojection from equation (4) and not semi-augmented warping from equation (6). This formulation achieves *sunny* test results almost as good as the standard Monodepth2 and yet only slightly worse performance for robustness compared to naively training Monodepth2 with augmented data. The worse performance for the *bad weather* testing is because the network trained on only augmented data suffers from catastrophic forgetting. All rows to follow will optimise for both *sunny* and *bad weather* data.

**Semi-augmented Warping (Row 4 & 5):** We explore the effect of equation (6) into two different parts. Firstly, we investigate the effects of warping the original image while using the pose and depth obtained from the augmented image (row 4). From this, we see that, due to the inconsistency of the augmented images, there is a significant improvement from exploiting the consistency of unaugmented images.

<table>
<thead>
<tr>
<th>Ablation</th>
<th>Eq. (7)</th>
<th>Eq. (8)</th>
<th>Eq. (9)</th>
<th>L_{PS}</th>
<th>L_{PS+}</th>
<th>Test</th>
<th>Abs Rel</th>
<th>Sq Rel</th>
<th>RMSE</th>
<th>RMSE log</th>
<th>δ &lt; 1.25</th>
<th>δ &lt; 1.25^2</th>
<th>δ &lt; 1.25^3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monodepth2 (Sunny) [18]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Sunny</td>
<td>0.115</td>
<td>0.903</td>
<td>4.863</td>
<td>0.193</td>
<td>0.877</td>
<td>0.959</td>
<td>0.981</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Bad w.</td>
<td>0.249</td>
<td>2.477</td>
<td>7.962</td>
<td>0.347</td>
<td>0.612</td>
<td>0.824</td>
<td>0.918</td>
</tr>
<tr>
<td>Monodepth2 (Bad w.) [18]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Sunny</td>
<td>0.118</td>
<td>0.920</td>
<td>4.814</td>
<td>0.193</td>
<td>0.809</td>
<td>0.958</td>
<td>0.981</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Bad w.</td>
<td>0.140</td>
<td>1.069</td>
<td>5.408</td>
<td>0.220</td>
<td>0.821</td>
<td>0.940</td>
<td>0.975</td>
</tr>
<tr>
<td>Robust-Depth</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Sunny</td>
<td>0.116</td>
<td>0.948</td>
<td>4.884</td>
<td>0.194</td>
<td>0.875</td>
<td>0.959</td>
<td>0.981</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Bad w.</td>
<td>0.155</td>
<td>1.623</td>
<td>5.677</td>
<td>0.232</td>
<td>0.812</td>
<td>0.933</td>
<td>0.970</td>
</tr>
<tr>
<td>Robust-Depth</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>Sunny</td>
<td>0.116</td>
<td>0.881</td>
<td>4.912</td>
<td>0.196</td>
<td>0.871</td>
<td>0.958</td>
<td>0.980</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Bad w.</td>
<td>0.135</td>
<td>1.088</td>
<td>5.351</td>
<td>0.216</td>
<td>0.830</td>
<td>0.944</td>
<td>0.976</td>
</tr>
<tr>
<td>Robust-Depth</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>Sunny</td>
<td>0.116</td>
<td>0.931</td>
<td>4.816</td>
<td>0.193</td>
<td>0.877</td>
<td>0.959</td>
<td>0.981</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Bad w.</td>
<td>0.139</td>
<td>1.136</td>
<td>5.439</td>
<td>0.219</td>
<td>0.827</td>
<td>0.942</td>
<td>0.975</td>
</tr>
<tr>
<td>Robust-Depth</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>Sunny</td>
<td>0.116</td>
<td>0.932</td>
<td>4.955</td>
<td>0.194</td>
<td>0.834</td>
<td>0.958</td>
<td>0.981</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Bad w.</td>
<td>0.146</td>
<td>1.249</td>
<td>5.533</td>
<td>0.226</td>
<td>0.818</td>
<td>0.937</td>
<td>0.972</td>
</tr>
<tr>
<td>Robust-Depth All</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Sunny</td>
<td>0.115</td>
<td>0.937</td>
<td>4.840</td>
<td>0.193</td>
<td>0.873</td>
<td>0.959</td>
<td>0.981</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Bad w.</td>
<td>0.133</td>
<td>1.115</td>
<td>5.299</td>
<td>0.211</td>
<td>0.842</td>
<td>0.948</td>
<td>0.977</td>
</tr>
</tbody>
</table>

Table 1. Ablation Study: We demonstrate the addition of each component to the baseline Monodepth2. Monodepth2 (Sunny) represents Monodepth2 trained on the original KITTI dataset and (Bad w.) represents training with augmentations. Each method is tested in the sunny and bad weather datasets (white and grey rows respectively).
Secondly, we evaluate the effect of using the unaugmented pose estimation while warping the augmented images (row 5). Again, a notable reduction is shown in *bad weather* test metrics. This affirms our assumption that the unaugmented pose estimations will result in the most accurate pose, as the pose network relies heavily on consistency between two frames.

**Pseudo-supervision depth loss (Row 6):** We aim for consistency between unaugmented and augmented depth estimations. This also leads to significant loss reductions in the *bad weather* test set, which supports the use of bi-directional pseudo-supervision, using unaugmented image depth estimations to improve the depth estimations of augmented images and vice versa.

**Pseudo-supervision pose loss (Row 7):** Although using unaugmented pose estimation for inverse warping augmented images is beneficial, we can still try to improve the robustness of the pose network by using the pseudo-supervised scheme for improving pose estimation. This again shows a reduction in *bad weather* metrics, and we would expect this to make the pose network more accurate. The reasoning behind this is that the GANs inconsistency will cause the pose of the augmented images to be worse than the unaugmented pose, and the pose loss will help the pose network be more robust.

**All (Row 8):** Our model trained with all of the contributions leads to *sunny* test results close to Monodepth2 and the best *bad weather* performance. We use Monodepth2 as our baseline, but we expect to see the same pattern when using any network. The pseudo-supervised depth loss leads to a 10.3% reduction. On the other hand, semi-augmented warping (equation (6)) leads to a 12.9% reduction in the absolute relative error for the *bad weather* test. Therefore, out of all the algorithmic components, warping with unaugmented images leads to the most significant reduction in the *bad weather* test metrics. In the final row, we confirm that our method of training with augmented data leads to the best performance on the augmented data, significantly out-performing the baseline model trained with augmented data, while maintaining *sunny* data depth performance.

### 4.3. Comparison with SotA

Baseline models in Table 2 have not been trained on augmented data, but, just like we demonstrated in Table 1 when applying our contribution to any of these methods as a baseline we would expect to see the same patterns; improved *bad weather* metrics and maintained *sunny* metrics.

Table 2 shows our model’s results on the KITTI Eigen Test Dataset. Note that we do not use any test time refinement and only require one frame to do inference for depth estimation. All methods have been pretrained on ImageNet [10] and **bold** text represents the best result for the metric for each test. Whereas, the **underlined** text represents the second best for each metric for each test.
datasets, Robust-Depth trained with MonoViTs backbone.

**Table 3. Results on DrivingStereo Dataset [51].** Models were trained on the KITTI dataset and tested on four different domains. Robust-Depth* represents Robust-Depth trained with MonoViT’s backbone and Robust-Depth† is Robust-Depth trained with weather and time-specific augmentations.

### 4.4. Further Testing

The data used to do the robustness tests up to this point are sampled from the same distribution that our model was trained on. To truly demonstrate our model’s capabilities on all of these weather changes and nighttime scenes, we test on out-of-distribution data. We first compare our method using the DrivingStereo dataset to display depth estimation performance in different domains. Specifically, we are testing on foggy, cloudy, rainy and sunny data. We show, in Table 3, impressive performance improvements on both the foggy and rainy domains but also difficulties with cloudy and sunny domains. This can be explained by our depth network being to some degree biased towards bad weather. Furthermore, both the foggy and rainy domains demonstrate light weather conditions, and we would expect our results to be more pronounced for more pronounced weather conditions. Furthering this point, we show our results on the Foggy CityScape scenario in Table 4, which show significant improvements. As this fog is denser, our models perform better than others. This foggy setting, although synthetic, is more realistic as it represents a more dense foggy layer, and we expect our model to perform better for more extreme weather conditions.

For both the DrivingStereo and Foggy CityScape datasets, Robust-Depth trained with MonoViTs backbone

returns a similar pattern. When using Mono-ViT as our backbone, we achieve remarkable performance in all domains. Moreover, when Robust-Depth is trained with only weather and time-specific augmentations, we see a respectable performance improvement. For a final test of our method, we use the NuScene-Night dataset defined by [46] to test the capabilities of the model at night. From Table 5, we find a significant improvement in nighttime understanding Robust-Depth, and when using MonoViTs backbones the improvements become even more pronounced. It is worth noting that our model outperforms ADDS-DepthNet, a model specifically trained to handle night data.

### Table 4. Results on Foggy CityScape Dataset [40].** All models are trained on the KITTI dataset. **Table 5. Results on NuScenes-Night data [8].** All models were trained at a resolution of 640×192 except ADDS-DepthNet at 256×512. ADDS-DepthNet is trained with RobotCar dataset [32].

### 5. Conclusion

In this paper, we show how self-supervised MDE can overcome adverse weather effects, a major obstacle to real-world applications (e.g. autonomous vehicles). The solution we put forward is a carefully constructed, architecture-agnostic data-augmentation scheme. Central to our solution is bi-directional pseudo-supervision loss, a novel loss function which uses unaugmented depth estimations to self-supervise the augmented depth estimations and vice versa. The paper also introduces several other algorithmic steps, each of which improves depth estimation even under extremely harsh image degradations. This is done without significant increases in memory requirements or computing. The set of data augmentations we use enables the depth network to extract more varied and reliable cues for depth, leading to significantly better depth estimation than SotA in adverse weather, and equally good or better than SotA even in fine weather. The same proposed techniques can be used.
in other pixel-wise estimation tasks in the future to improve their robustness to similar augmentations.
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