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© Cĺıona Leatrice Kelly, 2023
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Abstract

This thesis presents the use of virtual reality combined with EEG techniques to investigate joint

attention. When two individuals can successfully exchange information with each other, it can aid the

development and strength of that relationship. However, some individuals struggle to engage in this

exchange and as a result, this can lead to difficulties in developing social and romantic relationships.

Until recently, most of the experiments that have investigated social cognition have used either (i)

on-screen computer experiments or, (ii) observation experiments. These methods are limited in either

(i) ecological validity or, (ii) internal validity. One solution that was used to combat this limitation is

by combining virtual reality and electroencephalogram (EEG) research methods to create a ’Neuro-

VR’ approach. This facilitated (i) the control the ecological validity by using a virtual human that

participants interacted and collaborated with and, (ii) maintained internal validity by displaying a

controlled and consistent environment and behaviour from the virtual human.

Studies one and two refined the gaze sequence and made changes to develop the paradigm. When

participant-facing research could resume, I ran the refined paradigm with the Neuro-VR research

method. The paradigm consisted of two levels: Collaboration; which dictated whether the virtual

human would present informative gaze shifts to the target puzzle piece (Collaborative) or the virtual

human will provide gaze shifts that are not informative (Non-Collaborative). The second level is Gaze

Type; where the virtual human would engage in eye-contact with the participant (Eye) or not (No

Eye).

We found that an immersive environment such as a virtual reality head-mounted display had an effect

on Collaboration and Gaze Type when compared to a 2D screen. On a neural level, this resulted in

significant alpha-band decreases that were predominantly observed in the effect of Collaboration and

significant theta-band increases within Gaze Type comparisons. Overall, the findings suggest an effect

of gaze on joint attention where direct eye-contact may facilitate faster cognitive processing (observed

through faster response times) that possibly indicates an influence of social gaze. Further investigations

using dynamic stimuli should be used to explore the effect.

Keywords: Electroencephalography; Joint Attention; Virtual Reality; Virtual Humans.
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Chapter 1

General Introduction

This chapter provides a general introduction to the contents of the thesis and the project motivation. It

begins with an overview of social communication, where joint attention is defined as a process and the

benefits of its study are discussed. This chapter also reports the current literature on eye-gaze and how

virtual reality may be a beneficial tool to be used in experiments that explore social interaction.

1.1 Introduction

As human beings, we are naturally social creatures who develop and build together within tribes,

communities and societies. The ability to communicate effectively with one another is crucial, helping

to cement relationships, build rapport and initiate cooperation. Conversely, an inability to do this

can lead to frustration, lasting consequences for inclusion and difficulties in progressing in various

environments e.g. schooling. Communication can range from verbal to non-verbal cues, which describe

behaviours that are signals to indicate an action. Historically speaking, it has been a tool, that on a

fundamental level, has allowed us to indicate a potential threat or alternatively, to signal the location

of food sources (Zeiträg, Jensen, & Osvath, 2022). At a foundational level, these cues are important to

us, and they have become increasingly intricate as we have become more advanced as a species. This is

supported by some anthropological literature that suggests an evolutionary concept of ’survival of the

friendliest’ which dictates a preference for prosocial homo-sapiens (Hare, 2017). While potential dangers

are evident in our lives, their likelihood and frequency have decreased. As a result, gestures, spoken

language and non-verbal expressions are now being used to communicate a much more sophisticated
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range of information.

When discussing communication, language is the most common and obvious reference that is assumed.

Language, whether it is written or spoken can be ambiguous and its complexities can lead to different

interpretations between the ‘initiator’ (the person opening the communication) and the ‘responder’

(the person being communicated to). In the written case, we can proofread, gain opinions from others

and edit the language until it is interpreted in the way we wish, but in the spoken case, there are

added layers of information and ambiguities are more easily overlooked. Intonations, context and

expression can each affect how we perceive certain words or sentences. For example, intonations can

distinguish between two sentences that use the same phrase i.e. whether the pitch of the sentence uses

a falling intonation (an assertion) or a rising one (asking a question). Pitch and intonation have even

been shown to positively affect word recognition in toddlers (Singh & Chee, 2016). Spoken language,

therefore, provides the initiator with more freedom to accurately express their communicative intent.

This is particularly true when communicating complex information that can have multiple meanings

depending on the context or situation. Such communication can be used to build social relationships,

rapport and a shared understanding (Salazar et al., 2021).

However, misinterpretation or incorrect use of language can lead to (i) conflict, (ii) a breakdown

of communication and (iii) social faux pas, which can all lead to the dissolution of a relationship.

Each of these can make it increasingly difficult to develop, maintain and progress social relationships.

In addition, there are many other signals that are shared in social communication, some that can

even override or change the interpretation of the speech. For example, non-verbal signals such as

body language and eye-gaze can inform an observer how someone may be feeling (Vuilleumier &

Pourtois, 2007) or where they are focusing their attention (Frith & Frith, 2007), respectively. As well

as gaining information from non-verbal signals, we also mirror them. When a person displays facial

expressions such as pain (Botvinick et al., 2005) or fear (Adolphs, 2002), we mirror and experience the

same emotion ourselves (Gallese, Keysers, & Rizzolatti, 2004). Overall, we use other communicators’

behaviours as a reference and guide to understanding. Ultimately, there are a number of cognitive

processes that are recruited to decipher social cues. Researching the cognitive processes associated

with particular cues will be beneficial in extending our knowledge of brain areas responsible for social

communication. Specifically, I aimed to develop a paradigm that could be used to investigate and

accurately quantify the role of eye-gaze in joint attention and the corresponding neural networks.

This would be achieved by making use of immersive virtual reality for higher ecological validity and
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flexibility in the social partner used. Consequently, this will increase our grasp on disorders that are

characterised by difficulties in social communication, such as Autism Spectrum Disorder (ASD), a

neurodevelopmental disorder that affects the way a person communicates and interacts with the world.

This is discussed in relation to joint attention in Subsection 1.1.2.3.

Technological advancements have also had and continue to have an influence on our communication, with

interactions now occurring in new domains. The internet age has brought about the addition of online

interactions, where those that engage can text, voice call or video call each other without physically

sharing the same space. However, such modes of interaction are also prone to miscommunication

and some of the common mishaps highlight the important role of particular non-verbal signals in our

communication. During the COVID-19 pandemic, the lockdowns forced the world to make use of online

meetings more frequently and many reported problems with the natural cueing and signalling that we

rely on in-person for turn-taking. These difficulties were centred on the mismatch of latency by either

(i) overlapping talk (Seuren, Wherton, Greenhalgh, & Shaw, 2021), (ii) silence where speech should

occur (Boland, Fonseca, Mermelstein, & Williamson, 2022) or (iii) the difficulty of following gaze

shifts with dislocated cameras and screens (Hills, Clavin, Tufft, Gobel, & Richardson, 2022). Online

video-calling platforms demonstrated that it is not just the obvious auditory signals from speech and

language that we rely on to judge our place in a communicative exchange. Being able to effectively

engage in dialogue through a ‘call and response’ style, may be more successful using behaviours such

as body posture and eye-gaze. Therefore, I posit that non-verbal behaviour is underestimated in these

interactions and further research is needed. Specifically, I will interrogate the importance of eye gaze

in facilitating successful joint attention.

1.1.1 The study of social interaction

Typically, the investigation of social interaction has involved either the observation of real humans

(Lachat, Hugeville, Lemarechal, Conty, & George, 2012) or, measuring the effects of a static social

image (Driver et al., 1999). These two methods of investigating social interaction sit on opposite

ends of the spectrum, where the former leads to an unlimited number of confounding variables and

conversely, the latter is deemed too simple to ensure ecological validity. Irrespective of their limitations,

the earlier studies of social interaction have been crucial in informing subsequent research. Often,

researchers have utilised naturally occurring communication and social phenomena. These observations

have encouraged researchers to develop psychological theories and tests that investigate the onset and
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the (delayed) development of various social behaviours. By building on these foundations with modern

technology, researchers can design experiments that are more realistic and relevant to the natural

environment.

According to the American Psychological Association, social interaction involves the reciprocal stimu-

lation or response between two or more individuals. It also includes the development of cooperation

and competition, the influence of status and social roles and the dynamics of group behaviour with

leadership and conformity, that may lead to the establishment of social relationships (VandenBos,

2007). Within an experimental setting, two agents in a dyadic exchange can both be real humans,

virtual humans (discussed in detail in subsection 1.1.4) or one of each. In this thesis, social interaction

describes the way that two (or more) of these agents exchange signals to each other by using verbal

and/or non-verbal behaviours (Frith & Frith, 2007). Current technology (see Figure 1.1), provides tools

that allow more ecologically valid experiment setups for each of these exchanges e.g. dual neuroimaging

or “hyperscanning” (Salazar et al., 2021; Dravida, Noah, Zhang, & Hirsch, 2020) and virtual reality

(Caruana, Brock, & Woolgar, 2015; Jyoti & Lahiri, 2020). The former gives researchers the ability to

scan two participants concurrently. This tool can provide neuroimaging data for both initiators and

responders during live human-to-human interactions. On the other hand, virtual reality uses immersive

technologies to display the experimental paradigms and potentially increase a user’s presence within

the scene.

As humans, we can often judge when we are having a good conversation and building rapport with

another agent(s). However, it can be difficult to define what makes a good conversation and what

makes two agents feel connected after interacting. Studies have aimed to identify aspects of social

interactions that contribute to building a strong connection and have identified a phenomenon called

“social connectedness”, defined as behaving jointly or contingently (Leong et al., 2017), as a core feature.

Researchers have used neuroimaging to assess the neural synchronisation between two individuals, to

demonstrate that patterns such as synchronised behaviour (Marsh, Richardson, & Schmidt, 2009),

conversational patterns/turn-taking (Stevanovic & Peräkylä, 2015) and direct eye contact (Leong et

al., 2017) are actions that can affect social connectedness. However, these behaviours rarely occur in

isolation and are often demonstrated in conjunction with a verbal exchange. Behaviours that create

a successful communicative exchange can be complex and diverse; ranging from overt, clear actions

to subtle microexpressions (McDonald, Newby-Clark, Walker, & Henselwood, 2018). It is extremely

difficult to control and measure these subtle changes when human confederates are used in experiments
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Figure 1.1: The figure is taken from (Gregory et al., 2021) and provides examples of the stimuli
presented in interaction studies. Column A displays static stimuli with poor realism, poor flexibility
and strong control. Column B is the use of real humans with medium realism, strong flexibility and
poor control. Neuroimaging techniques display fNIRS (4) and EEG (5). Lastly, column C is the use of
virtual humans with strong realism, medium flexibility and strong control.

(Gregory et al., 2021). The term ‘confederate’ refers to a human agent who has been trained and paid

to behave in a certain way during the experiment, without the participant knowing (Leavitt, Qiu, &

Shapiro, 2021; Asch, 1951). Intensity, timing and subtle actions are all interesting measurements and

potential manipulations that are of interest to psychologists but, are difficult or impossible to control

in natural settings that use a confederate.

As a result, researchers are revisiting the classical approaches and reevaluating their credibility, with

the aid of modern technology. One example of this is the use of neuroimaging techniques. Some of

the main techniques include functional magnetic resonance imaging (fMRI), function near-infrared

spectroscopy (fNIRS), magnetoencephalography (MEG) and optically pumped magnetometers (OPM).

fMRI is a non-invasive, imaging technique that pairs a structural MRI scan with the measurement

of blood oxygen level dependant (BOLD) responses. It provides excellent spatial resolution, down to

approximately millimeter precision but poor temporal resolution, around 3 to 6 seconds, which is much

slower than the underlying neural processes. A mobile alternative to fMRI is fNIRS, which is also a

hemodynamic-based approach but uses infrared light to measure changes (Scarapicchia, Brown, Mayo,

& Gawryluk, 2017). Another recent mobile imaging technique is OPMs that, similar to the substitution
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of fMRI for fNIRS, provides an alternative to MEG. Both are non-invasive techniques that measure

the changes in magnetic fields created from the electrical activity within the cortex. As a result, the

techniques provide a high spatial and temporal resolution that is particularly beneficial for epilepsy

localisation (Tierney et al., 2019). However, MEG uses superconducting quantum interference devices

(SQUIDs) that are placed within a static helmet, in a magnetically shield room. They are fixed within

this environment and have a one-size-fits-all helmet. Conversely, OPMs utilise non-cryogenic field

sensors that are lightweight and can be placed into mobile helmets (Brookes et al., 2022). By pairing

neuroimaging and classical experimental approaches, ecological validity is maintained whilst gaining

the benefit of objective neural data. Additionally, some of the new, dual neuroimaging techniques

are also mobile, not only allowing for a two-person recording but also providing flexibility for the

location of the experiment and the movement of the participants e.g. (Sun et al., 2023). Whereas

classical approaches often observe the interaction of two humans, modern technology also allows the

use of a substitute e.g. a robot, a virtual human or a photograph. This can be placed directly in front

of the participant in a physical form or with the use of a computer. When displaying agents on a

computer, the lack of reliability seen in observational and field studies can be better controlled and

this control has benefits for experiment repetition and precision. Also, computers allow for precise and

small changes to the independent variable that cannot be as easily achieved when using real humans

and will provide more confidence in replicated effects.

However, these approaches to investigating social interaction have limitations. Generally speaking,

observational experiments are an approach that most closely resembles real-life interactions. However,

as these real-life interactions are composed of many different (confounding) variables it is difficult to

confidently conclude that it was the experimenter’s independent variable that solely affected their

dependent variable. Agents may also unintentionally be over-expressive or inexpressive, potentially

changing the meaning of the interaction that is being conveyed in the experiment. Conversely, computer-

based experiments have typically used photographs or other static stimuli which have a higher grade of

control but these experiments are so far removed from reality, it is difficult to generalise and apply

their findings to real-life situations. One method that falls somewhere in between these two approaches

is virtual reality, as it offers an aspect of realism in its high-resolution, field-of-view immersion and

dynamic abilities (see Figure 1.1). Virtual reality combines traditional computer-based experiments

with these technological advances but also, shares the ability to provide interactive environments

and stimuli that are comparable to the real world. Together, this makes virtual reality the most

appropriate, available method to investigate social interaction and is discussed in detail later in this
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thesis (Subsection 1.1.4).

1.1.2 Joint attention

Generally speaking, joint attention can be defined as the coordination of orienting two people toward

an object or event (Shaw, Bryant, Malle, Povinelli, & Pruett, 2017; Kristen, Sodian, Thoermer, &

Perst, 2011; Moore, Dunham, & Dunham, 2014; Mundy & Newell, 2007; Scaife & Bruner, 1975).

Successfully coordinating attention helps to align mental states and representations across agents and

is key to building social communication and relationships. This general definition of joint attention is

broadly accepted throughout the literature. However, inconsistencies in experimental methods remain,

for example, the inclusion criteria of actions that make up joint attention. In part, this is due to the

different ways we can communicate and whether it involves speech, a physical gesture or non-verbal

cues. However, the position of an individual’s mental state i.e. a person’s awareness of other people’s

awareness can also have an effect. The different levels of information that a person is equipped with,

affects how they will interact in a given scenario. It is therefore important to design a study where the

participant’s mental state is clear and in turn, explicitly report this information.

Previous work suggests that the cognitive foundations of successful information exchange develop

before the onset of language (Bretherton & Bates, 1979; Bruner, 1974). Non-verbal sharing has

been observed in infants (6-9 months) where the visual gaze of partners follows and directs attention

(Bakeman & Adamson, 1984; Bretherton & Bates, 1979; Scaife & Bruner, 1975). Bruner (1974)

observed these pre-verbal referential behaviours and labelled them as early cognitive processes that

are specific to social reference, but distinct from those for language development (Mundy & Jarrold,

2010). Paradigms of social communication have focused on stages of development and investigate

the typical behaviours/abilities that present at certain ages (Baron-Cohen, 1995; Carpenter, Nagell,

Tomasello, Butterworth, & Moore, 1998; Meltzoff & Brooks, 2008). These findings have been crucial

to the development of the field and have provided strong foundations from which to work. However,

these observational studies lack the experimental control needed to investigate the nuanced behaviours

of joint attention and the roles and sequences of each agent in these dyadic social interactions.

When referring to joint attention, one could argue that the individual components (behaviours) that

comprise it are often overlooked and instead it is the cluster of behaviours that are investigated by

researchers. One example of this is the inclusion of physical gestures and the effect that it has on
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a person who is responding to a joint attention bid. Jyoti and Lahiri (2020) developed a virtual

reality-based, joint attention task to investigate the benefits of virtual reality interventions in individuals

with ASD. They looked at a hierarchical prompt protocol using (1) eye-gaze, (2) head turns, (3) finger

pointing and (4) visually highlighting cues by applying an effect that makes them sparkle to the

user. They found that typically developing participants were able to pick up the initial eye-gaze cues

in the absence of the other cues. However, ASD participants showed impairments in following the

isolated eye-gaze cues. Although we have learned a range of ways to engage in joint attention, eye-gaze

remains a salient component in understanding others (Schilbach, 2015). Shepherd (2010) referred to

eye-gaze as the ‘window into social cognition’ and argued that the ability to follow eye-gaze is the

foundational behaviour in understanding another person’s perspective. However, to demonstrate this

point, observations were made with methods that incorporated different additional cues e.g. eye-gaze

and a head turn compared to eye-gaze and speech. To overcome this problem, joint attention should

only be investigated by either (i) focusing on one component of joint attention or (ii) acknowledging

that the implications and the weight that each cue holds are not fully understood and therefore any

conclusions that are drawn should be tentative.

1.1.2.1 Levels of Joint Attention

Another complexity when researching joint attention is cementing a definitive definition of the action.

Siposova and Carpenter (2019) aimed to categorise different forms of ‘social attention’. Their categori-

sation of social attention is largely based on each individual’s perspective and the type of knowledge

that they have in these attention states. They argue that joint attention is not characterised by a single

process but a collection of various factors specific to the context. Social attention was once thought to

be a single and simple behaviour under the umbrella term ‘joint attention’ but is now recognised to

contain several levels. Sipsova and Carpenter’s review led them to refine how joint attention is defined

by identifying four different types and a necessary pre-condition of the ability to engage in individual

attention (see Figure 1.2). These are monitoring attention, common attention, mutual attention and

shared attention. This work replaced the traditional dichotomy of ‘being engaged or not’, with a ‘scale

of jointness’ where these distinct levels are classified by the following factors: the agent’s perspective,

the agent’s reliance on one another, the experience shared between them, and the information in their

attention states. They also detailed eight factors that can shift the scale of jointness that are (i) the

stimuli, (ii) the shared goals between the agents, (iii) the common ground shared between agents,
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(iv) the shifts in contingency and timing, (v) the perceptual space around agents, (vi) behaviours are

contingent to attending an object or event, (vii) the individual differences between agents and (viii)

the relationship closeness of agents. These are explored in relation to the levels, later.
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Figure 1.2: The figure is from the perspective of target individual A only. B is a second individual. X
is the object of attention. Arrows represent what A and B are attending to. In individual attention, A
attends to X and B. In monitoring attention, A attends to B’s attention to X. In common attention, A
attends to B’s attention to X and herself. In mutual attention, A’s attention to B’s attention to X
and herself is depicted via the solid two-way arrow, which represents non-communicative eye contact.
In shared attention, the special two-way arrow represents communicative eye contact (and/or other
bidirectional communication). Thought bubbles represent what A has in mind (this figure depicts a
visual example). Adapted from (Siposova & Carpenter, 2019)
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First, to start with, their levels of joint attention, Siposova and Carpenter began with their pre-condition

of individual attention. This is a first-person perspective where only individual knowledge is gained.

The experience of this is a dyadic interaction where the individual understands that they have attended

to an object or event.

When describing each of the resulting levels of joint attention a workplace/office scenario can be used

to illustrate the different levels of attention in a naturalistic setting.The first level monitoring attention,

is one of the earliest examples of joint attention. This is when an agent takes an observer’s perspective

(third person) on a second agent and pays attention to what that second agent is attending to.

When Anna notices Ray looking out the window, Anna follows Ray’s gaze and stares out the window

while actively paying attention to what Ray is looking at.

Within monitoring attention, Siposova and Carpenter (2019) argue it can be taken further by ma-

nipulating attention. This occurs in a third-person perspective on a second agent who is attending

to something else (see Figure 1.2). The third-person agent then behaves in a particular way to get

the other agent to attend to something else. This type of attention involves the agent’s knowledge

and experiences. Occurring through unidirectional communication, manipulating attention relies on

increased salience, thus the agent’s attention is grabbed.

Sticking with the workplace example, Anna sees Ray collecting his empty wrappers together to go and

put in the bin, without checking if Anna has any to get rid of. Anna then collects her rubbish together

creating noise to grab Ray’s attention, which he will likely offer to get rid of at the same time.

Common attention is held when two agents take a third-person perspective on each other, while also

attending to what the other agent is attending to. In this scenario, both agents are aware that they

have both attended to the same object or event, simultaneously. In addition to that, they are also

attending to each other’s attention to the given object or event.

For example, in the office, Anna and Ray find the room dark, Anna perceives the darkness and attends

to Ray’s perception of the darkness, Ray is also undergoing the same attention process.

Further, mutual attention is when two agents engage in a second-person relationship while concur-

rently attending to the same thing. As a result, both agents are immediately feeling each other’s

attention as well as their own. Mutual attention necessitates awareness without the need for deliberate

communication.
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In the office example, if the lights are suddenly turned off and Anna and Ray automatically hold hands

without communicating, this would be mutual attention.

Following on from mutual attention, is shared attention. However, in shared attention, both agents

need to communicate intentionally, either about the topic of attention or on the fact that they are

both paying attention to the item.

For example, Ray notices another colleague outside the window and points it out to Anna, indicating his

bid to communicate. He then makes eye contact with Anna and this is followed by dialogue about the

other colleague. Following and guiding each other’s attention, as well as producing bidirectional-shared

focal attention are examples of shared attention.

Figure 1.3: A schematic depicting Siposova and Carpenter’s (2019) levels of jointness on a scale.

As previously mentioned, there are eight factors that can shift a scenario within the levels of joint

attention. Firstly, the salience of a stimuli in a scene can provide clarity (high salience) or ambiguity

(low salience) to an agent’s interpretation and therefore, the level of joint attention attended to. For

example, large, bright and dominating stimuli provide a clear object of attention, potentially providing

higher salience and shifting attention to the right of the scale. Compared to small, dull and discrete

stimuli that may not grab an agent’s attention as easily (low salience) and therefore pushes attention

to the left of the scale. Additionally, if there are relevant shared goals between agents, the strength

and the existence of the goals have the ability to push scenarios to the right on the scale of jointness

(see Figure 1.3). This is also true of common ground between agents and can include examples such

as cultural and personally-shared common ground (Clark & Marshall, 1981; Foxe & Snyder, 2011).

Stronger and more meaningful common ground can push a scenario to the right of the scale. Next,

contingency and timing of joint attention can shift the level. If joint attention is established quickly

after an exogenous and overt event, it is likely that this behaviour will increase the feeling of jointness,

pushing the attention towards the right of the scale. For example, if something funny happened in

front of two agents and they immediately look at each other, this would shift attention towards the
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right of the scale. On the other hand, if the two agents look at each other 30 minutes later when

the object or event of attention is now less clear, this would shift attention to the left of the scale.

Perceptual space can increase the certainty that another agent looked at an object i.e. closer spaces

with clear boundaries increase an agent’s ability to judge whether an object is being looked at and can

push scenarios to the right of the scale. Another factor that can affect the level of joint attention is the

observable behaviours of an agent. For example, sighing and irritable behaviour may signal boredom

to other agents. Individual differences are also considered in these factors as some agents are more

likely to be conscious of others and are more like to appear on the right-hand side of the scale. Lastly,

the scale considers relationship closeness, which can include family, friends and partners. Agents are

naturally more understanding and caring of those closest to them and would likely shift the scale to

the right during those interactions in comparison to someone unfamiliar that would shift attention to

the left of the scale. Overall, these factors provide relevant and strong arguments to be considered

when investigating joint attention. Understanding the potential level of joint attention that can and

possibly will be established as a result of the following factors is important when designing paradigms

and interpreting data from joint attention studies. Interrogating these levels with ecologically valid

paradigms will help us further elucidate the intricacies of this process.

Siposova and Carpenter’s (2019) review of attention demonstrates the complexities of initiating and

responding to another agent’s bid for attention. Initiating and responding to joint attention probably

both recruit similar skills (Caruana et al., 2015), and they can also require knowledge of another

agent’s mental state. This knowledge may dictate how an agent bids for another agent’s attention and

the behaviours necessary to do so. With the clarification of these definitions, the research aims and

paradigms in this area can be refined to better understand the processes involved in joint attention.

Based on these categories, I believe that the process studied in this thesis would be defined as shared

attention, which is reflective of the traditional interpretation of joint attention. Without prompts, what

is defined as intentional communication in a solely non-verbal exchange can be difficult to identify.

However, in this set of experiments, participants were informed that the information would be conveyed

to them through eye-gaze and they were aware that intentional communication was a part of the

experiment.

Experimental paradigms designed to investigate social communication have largely focused on the stages

of development and the typical behaviours and abilities that are present at certain ages (Baron-Cohen,

1995; Carpenter et al., 1998; Meltzoff & Brooks, 2008). This literature suggests these non-verbal sharing
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experiences are the cognitive foundations of successful information exchange (Bretherton & Bates,

1979; Bruner, 1974) and later consolidation of belief reasoning in typically developing children (Shaw

et al., 2017; Charman et al., 2000a; Kristen et al., 2011). For example, Bruner (1974) characterised

these pre-verbal referential behaviours as early cognitive processes specific to social reference, but

distinct from those for language development (Mundy & Jarrold, 2010). Charman and colleagues

(1997) suggested that impairments in joint attention can hinder the development of representational

abilities that provide the foundation for pretend play. These developmental reports have been crucial

in providing insight into how the basis of joint attention is first established and providing a frame of

reference for future research. These frameworks have been fundamental in the development of cognitive

neuroscience research, particularly when exploring the differences in neurodevelopmental disorders.

Nevertheless, more research is needed to develop these frameworks and pinpoint the key behaviours

and actions required for successful joint attention in social interactions.

The successful end result of joint attention can be observed in many different forms, from physical

gestures such as pointing, which is seen in young children (Mundy & Jarrold, 2010), to very subtle

executions like eye-gaze (Edwards, Seibert, & Bayliss, 2020). As mentioned at the beginning of this

section, joint attention provides the opportunity to share representations of the world with one another.

By ascertaining that both agents are focused on the same external object or event, joint attention

allows for deeper and more insightful communication. However, both agents can in some cases, jointly

attend to the same object from two different perspectives, which sometimes may cause problems.

Using the Director’s Task as an example (Krauss & Glucksberg, 1977; Rubio-Fernández, 2017), which

is aimed at investigating perspective-taking and requires participants to recruit the process of joint

attention, we can see a clear demonstration of communicative issues.

During the task, a confederate directs the participant to move objects in a vertical grid. Importantly,

some of the cells are occluded for the confederate and so participants must understand the confederate’s

point of view. Being intentionally ignorant, the confederate would ask the participant to “move the

small candle to the right”, knowing there might be smaller candles in occluded cells. Here, it is crucial

for the participant to recognise that the confederate cannot see these smaller candles. Nonetheless,

participants show a tendency to consider moving the smallest candle in their privileged view before

moving the smallest candle that the confederate can see (Barr, 2008; Converse, Lin, Keysar, & Epley,

2008). The task demonstrates the need to first, jointly attend to the same object and then, recruit

higher-order processes such as perspective-taking. The completion of this task relies on the combination
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of these two processes. Similarly, other higher-order processes, such as mentalising and empathising,

can also be accessed by building upon the foundation of joint attention (Stephenson, Edwards, &

Bayliss, 2021). Therefore, joint attention can be used as a critical first step in enhancing our cohesion

with other agents.

In more recent work, researchers have investigated joint attention during live face-to-face interaction,

where both agents are participants (Dravida et al., 2020). While concurrently measuring cortical

activity, Dravida and colleagues (2020) recorded spontaneous eye contact that was established between

the two participants. The eye contact shared by the participants were then categorised as either “high

eye contact” or “low eye contact” dyads. The researchers found that the levels of eye contact mediated

responses in brain regions associated with joint attention, supporting the previous findings from some

of the less naturalistic experiments.

Using real humans as interactive partners has a number of limitations which can influence the design

of a study and the scope of manipulations that can be achieved (Gregory et al., 2021). First, the

studies are more resource-heavy, as they typically require the same confederate to be used in all of the

experiments which can lead to fatigue. This can be logistically difficult as it requires the scheduling of

a minimum of three people (the participant, the confederate and the experimenter) and would also

require payment and therefore acts as an additional cost (Leavitt et al., 2021). Second, the flexibility of

questions and the design of the paradigm is limited, as it reduces the ability to probe time-dependent

effects. Third, there are issues in the experimental control that threaten the validity of the experiment

(Kuhlen & Brennan, 2013). For example, it is difficult for confederates to perform a repeated action

in the same way within every trial and between participants. In these experiments, the participant’s

experience needs to be considered. While using real humans may seem like a more natural approach,

the experience is still unnatural by comparison to typical social experiences. For example, in gaze

cueing tasks, participants are placed in an environment where (i) a stranger is often staring at them

and does not communicate in a natural way, (ii) their social partner may be wearing unusual headgear

such as a brain imaging cap (e.g. (Dravida et al., 2020)) and (iii) the task itself is not a typical social

exchange, nor is it particularly engaging. In essence, participants will hold a preconceived schema

that contains the expectations of how another real human can and might behave in the real world.

When the real human agent is permitted to deviate from the prescribed schema, this can result in the

participant perceiving the situation as strange for a number of reasons. This is often a subsequent

effect of poorly trained confederates, who had minimal practice of the role and have not been trained
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as actors. These potential negative outcomes are often underappreciated (Sanko, Shekhter, Kyle Jr,

Di Benedetto, & Birnbach, 2013).

Conversely, the expectations of virtual humans are very different from those of a real humans. Most

people have come into contact with some form of technology that attempts to interact with them,

whether a device like an Amazon Alexa, a virtual web assistant or an automated phone agent. With

these rudimentary experiences, most participants hold a schema with limited expectations of how,

broadly speaking, an interaction with technology will be. In summary, our expectations for the

quality of interactions with artificial intelligence-type (AI) technologies (e.g.virtual humans) are low

by comparison to those for real humans. This may begin to change with recent AI developments

such as ChatGPT, an AI chatbot that mimics human conversation (Biswas, 2023). In turn, this

may increase the need to include questionnaires or self-reports in experiments to test participants’

knowledge, understanding and interpretation of current technological capabilities.

Intuitively, I feel there is relevance in meaningful social interactions that take place in a shared

or common environment with an agent. Some of the questions that arise when researching social

interaction can only be addressed effectively by using real humans, for example, when observing the

interactions between familiar or socially bonded agents i.e. two or more friends. Whereas other research

questions may require the participant to feel immersed in a virtual world interacting with a virtual

human. The expectations held in this scenario would invoke the right neural circuitry that represents

an anticipated interaction. In regards to this project, it is reasonable to assume that a completely

non-verbal interaction with a virtual human agent is less likely to be deemed as a strange scenario to a

participant, in comparison to a real human agent where certain social conventions may be expected. An

example of this is an informal greeting upon the participant’s arrival. Immersive virtual reality could

potentially provide a consistent environment that circumvents these issues and allows participants

to socially engage without distraction. In turn, the experimental control allows researchers to more

readily measure the direct effects of the orchestrated social engagement. The rationale behind the

experiments in this thesis was to use virtual reality to prime participants for preparing for one of two

key roles: the initiator or the responder.
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1.1.2.2 Responding to and initiating joint attention (RJA and IJA)

The process of joint attention involves one agent initiating joint attention (initiator) and another

responding to joint attention (responder). The first part of the interaction begins with the initiatior

executing the first cue (IJA) that bids for and guides the responder’s attention. The second part of the

interaction involves the requesting of the responder’s attention. The responder must first process the

cue accurately and then respond by following the gaze of the initiator, to the given object or event

(RJA). Typically, the initiator’s gaze will then alternate between the object and the responder to

indicate that the object of attention is shared (Bruinsma, Koegel, & Koegel, 2004). Once complete,

both agents will have generated a shared representation of the desired information and/or experience

(Caruana et al., 2017a).

When joint attention is not successful, either agent (or both) might be at fault. For example, the initiator

may not be clear enough with their bid for attention or the responder may struggle to understand

whether their attention is being requested or not. This can lead to frustration for both agents and

inhibit the development of a stronger social and communicative relationship (Rubio-Fernández, 2017).

Developmental difficulties have been reported in IJA and RJA capabilities. Such difficulties have

been consistently observed in individuals with ASD, Attention Deficit Hyperactive Disorder (ADHD),

schizophrenia, bipolar disorder and depression (Lindner et al., 2019). One aim of this thesis was

motivated to locate these difficulties and understand the finer behaviours that contribute to joint

attention. The project began by investigating the core behaviours of the diagnosis of ASD and how a

better understanding of joint attention might provide insight into the differences observed. Throughout

the rest of this thesis, specific aspects of joint attention will be explored in relation to (the development

of) ASD and the behavioural differences that are recorded in the literature. However, an experiment

on behavioural differences in ASD was not conducted.

While this project is striving to better understand the role of eye-gaze in joint attention, the findings

from the experiments can also be used to compare with neurodevelopmentally atypical populations (e.g.

ASD). Particularly for ASD, these findings may reveal whether the differences manifest in eye-gaze

and if so, how these differences are exhibited in comparison to typical behavioural and neurological

recordings. Around 25-35% of individuals diagnosed with ASD are minimally- or non-verbal (Rose,

Trembath, Keen, & Paynter, 2016). Focusing on non-verbal behaviours in the process of joint attention

is more inclusive and importantly captures autistic individuals across the spectrum. Non-verbal
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behaviours are crucial and make up a large portion of what comprises joint attention. Eye-gaze in

particular does not only benefit our own communication, but also our understanding of others (Morgan,

Smith, & Freeth, 2021; Driver et al., 1999). While both roles in joint attention (IJA and RJA) can

manifest in multiple physical forms (e.g. speech or pointing), in the explanations below I am referring

to eye-gaze only.

Many studies have focused on RJA (Gredebäck, Fikke, & Melinder, 2010; Mundy, Kasari, Sigman, &

Ruskin, 1995), particularly in young infants, as it typically precedes the development of IJA. This early

development of RJA follows the basic principles of non-verbal joint attention as described by Siposova

and Carpenter (2019), a bi-directional shared focal attention that is manifested through alternating

eye-gaze between the object and the agent. In earlier reports and experiments, it is often referred to

as “joint visual attention” or “visual coordination” (Murray et al., 2008). Studies focusing on RJA

have reported its predictive capabilities for later language development (Mundy & Newell, 2007) and

self-regulatory abilities (Vaughan Van Hecke et al., 2012). For example, following the direction of a

head or eye-gaze is one of the earliest behaviours of joint attention that is observed (Murray et al.,

2008). The literature has reported development of RJA from as early as six months (Bakeman &

Adamson, 1984; Newson & Newson, 1975) and most have reported typical eye-gaze alternation within

the first year (Hofsten, Dahlström, & Fredriksson, 2005; Jones & Carr, 2004). In typically developing

children, pointing and gazing at an object that is out of their sight will prompt them to take an interest

(Cilia, Touchet, Vandromme, & Driant, 2020; Deák, Flom, & Pick, 2000; Morales et al., 2000). After

12 months, this pointing is no longer necessary and infants become engaged through eye-gaze alone

(Theuring, Gredebäck, & Hauf, 2007). By around 18 months, infants can accurately follow an agent’s

gaze toward an object outside their visual field (Carpenter et al., 1998). However, for children with

ASD, these milestones often develop later than expected and are met with difficulty.

Initiating joint attention has been highlighted as an important distinction between humans and

primates (Mundy & Newell, 2007). A few studies have observed the physical behaviours of IJA in

non-human primates (Santos & Hauser, 1999; Tomasello, Carpenter, Call, Behne, & Moll, 2005). These

researchers (Povinelli & Vonk, 2003) argue that while the primates they observed can understand the

behaviour, they do not understand the mental states. For example, primates may understand the

physical representation of gaze in terms of space and timing but may not understand the implications

of gaze i.e. the experience of ‘seeing’ (Povinelli & Vonk, 2003). Although the literature is limited, and

perhaps inconclusive, there is a view that the understanding of the intention to share attention, which
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is the basis of what we observe in IJA, may be unique to humans (Mundy & Newell, 2007). The ability

to initiate joint attention in humans typically develops around twelve months of age (Bretherton &

Bates, 1979). For individuals with ASD, IJA development is often later and difficulties continue until

adulthood in some cases (Dawson et al., 2004; Lord et al., 2000). The late onsets of IJA and the ability

to read another agent’s intentions have been associated with a later development of Theory of Mind

(ToM) (Brandone & Stout, 2022). ToM is the ability to interpret an agent’s behaviour by taking their

mental states into account i.e. beliefs, desires, intentions and knowledge (Bartsch & Wellman, 1995;

Hughes & Dunn, 1998). False-belief tasks are used to test the development or absence of ToM around

the age of 4-5 years old. The absence of ToM is typically associated with developmental disorders,

ASD being one (Baron-Cohen, Leslie, & Frith, 1985; Tager-Flusberg, 2007).

1.1.2.3 Autism Spectrum Disorder (ASD) and Joint Attention

The current literature on ASD and neuroscience agree that there are notable differences when comparing

an atypical and typical brain. However, the details of these differences and the validity of generalising

them remain a matter of debate. Utilising a behaviour and/or neural signature during the diagnosis

process would benefit clinicians as well as those seeking a diagnosis. Currently, key traits for the

diagnosis of ASD are focused on the difficulties that the individual has with social communication

(Bruinsma et al., 2004). These include deficits in joint attention (Billeci et al., 2017a), atypical gaze

behaviour, such as avoiding eye contact (Griffin & Scherf, 2020; Spezio, Adolphs, Hurley, & Piven, 2007;

Swanson & Siller, 2013) and, in children, possibly deficits in language development (Charman et al.,

2003). When diagnosing ASD, a deficit in joint attention distinguishes ASD from other developmental

disabilities for 80 to 90% of children (Lewy & Dawson, 1992) and is included as a measure in infant

screening and in tools for diagnosis (Jones & Carr, 2004; Khowaja & Robins, 2013). It has been

suggested that impairments in joint attention may have a direct relation to the differences in social

behaviour observed in autistic people (Volkmar, Lord, Bailey, Schultz, & Klin, 2004). Studies that

have focused on developing and increasing joint attention skills for autism have reported favourable

outcomes (Meindl & Cannella-Malone, 2011). For example, Murray et al (2008) found that individuals

with ASD would engage in conversation for longer and Whalen et al (2006) reported increases in social

interactions and spontaneous speech. Therefore, behavioural and neural investigations into the process

of joint attention in the typical population, have the potential to increase our understanding of how

joint attention is expressed in the atypical population at both a cortical level and behaviorally (e.g.
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eye-gaze sequences). Although traditional behavioural measures, such as response times and accuracy

have held precedent in the investigation of joint attention, another aspect of interest is eye-movements.

Measurements of eye-tracking have proven fruitful to the field, particularly when comparing typical

and atypical populations (Mei, Zahed, Mason, & Quarles, 2018).

1.1.3 Eye Gaze

The foundation of eye-gaze literature is supported by gaze studies using static images of faces, such

as those used in Driver et al (1999). Tasks have included direct or averted gaze (Adams & Kleck,

2005), the familiarity of the face (Sterling et al., 2008) and gaze cueing to targets (Friesen & Kingstone,

1998). This research has been fundamental to the general advancement of our understanding of joint

attention at a behavioural level, by providing insight into gaze sensitivity and how this might inform

interactions in a social setting (Edwards et al., 2020). However, traditional experiments that use

static images lack a true reflection of the dynamic processes in everyday social interactions (Schilbach,

2015), with evidence showing that outcomes do not always reflect those that may be seen with real

human interaction e.g. (Risko, Laidlaw, Freeth, Foulsham, & Kingstone, 2012; Risko, Richardson, &

Kingstone, 2016; Gobel, Kim, & Richardson, 2015). Laboratory research has found that participants

tend to direct their gaze to the eye-region of face stimuli (T. Smith & Mital, 2013; Võ, Smith, Mital, &

Henderson, 2012), whereas real-life studies report that participants avoid direct eye contact (Laidlaw,

Foulsham, Kuhn, & Kingstone, 2011; Foulsham, Walker, & Kingstone, 2011; Gallup et al., 2012). The

lack of generalisability is particularly evident when considering how dynamic eye-gaze can be in terms

of (i) speed, (ii) the path taken to a target of attention and (iii) dwell time or time spent looking at

a target. Therefore, it is important to find alternative approaches that better reflect real-life social

interactions, while maintaining experimental control.

In this project, we originally set out to measure eye movements by making use of the eye-tracker

that is embedded within the virtual reality head-mounted display (HTC Vive Pro Eye). The initial

intention was to use the recorded eye movements in a closed-loop system where both RJA and IJA were

investigated. IJA trials would use each participant’s gaze location to determine the virtual human’s

response, in turn, developing a response-specific paradigm and thereby increasing the feeling of realism.

RJA trials would record human eye movements to capture repetitive sequences or gaze shifts in response

to a bid for attention. The experiments in Chapters 2, 3 and 4 were designed with this in mind but

owing to COVID-19, plans were curtailed, meaning the eye-gaze data that was recorded were less
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valuable than initially hoped. This will be discussed in detail in Subsection 4.4.3.

1.1.3.1 Eye gaze and neuroscience

Researchers regularly report behavioural effects in reaction and fixation times in response to eye-gaze

manipulations e.g. (Senju, Hasegawa, & Tojo, 2005; Bayliss et al., 2013). More recently, research has

steered towards investigating the appearance of these effects at a neural level. This has largely focused

on event-related potentials (ERPs) that have been investigated for differences between averted vs.

direct gaze (Itier, Alain, Kovacevic, & McIntosh, 2007; Driver et al., 1999), social vs. non-social gaze

(Gregory, 2021; Wahl, Michel, Pauen, & Hoehl, 2013; Barry, Graf Estes, & Rivera, 2015) and gaze

fixation (McPartland, Cheung, Perszyk, & Mayes, 2010). However, neuroimaging-based investigations

of eye-gaze are on the increase, particularly those combining mobile neuroimaging equipment for

human-to-human studies of gaze (Dravida et al., 2020) and more recently the pairing with virtual

reality (Gregory, Wang, & Kessler, 2022).

The overall understanding of joint attention, on a neural level, is largely based on static agents that

are displayed on a 2D screen. However, even at this level, researchers have observed the effects of eye

gaze on higher-order cognitive processing, that are not present in the equivalent non-social tasks. For

example, faster gaze cueing in response to head turns and eye-gaze than a non-social cue such as an

arrow or a car (Wahl et al., 2013; Barry et al., 2015). While both cues may induce similar behavioural

responses they are processed completely differently (Ristic, Friesen, & Kingstone, 2002). This default

social effect that eye-gaze has is considered as an altercentric (other-centred) processing (Kampis &

Southgate, 2020). This describes the behaviour of intentionally processing the gaze of others. When

watching another person gaze at an object, the object acquires properties that would not have been

attributed to it if were not gazed at (Shteynberg, 2010; Becchio, Bertone, & Castiello, 2008). While

these fundamental studies have evidenced a social implication of eye-gaze, it is important to explore

these data further using more dynamic and ecologically valid stimuli.
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1.1.4 Virtual Reality

1.1.4.1 Introduction to virtual reality

For consistency, I will use the term ‘virtual humans’ throughout this thesis. Note that in some of the

published work mentioned, virtual humans may be referred to as ‘virtual agents’, ‘virtual characters’ or

‘electronic confederates’. All of these terms refer to the same thing i.e. a computer-generated human

that has been programmed by the experimenter.

Virtual reality refers to the “realistic” computer-generated interactive environment that incorporates

high-speed, three-dimensional graphics, audio feedback and peripheral devices (Limniou, Roberts, &

Papadopoulos, 2008). The virtual environment can be displayed with traditional inputs such as a

screen, keyboard and mouse on a desktop system. However, this technology does not move users into

a virtual world. Conversely, immersive virtual environments (IVEs) provide displays and peripheral

inputs to enhance a user’s perception they are actually in the virtual world.

These involve stereoscopic displays, such as head-mounted displays, that provide users with the

experience or perception of an ecologically realistic environment (Bailenson, Blascovich, Beall, &

Figure 1.4: A photograph of a participant wearing the HTC Vive Pro Eye head-mounted display, with
a displayed virtual environment that fills their field of view.
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Loomis, 2003). While viewing the virtual environments, users are presented with a slightly different

image for each eye, which is similar to that of the natural eyes (Limniou et al., 2008) and a tracked

hand-held device can control interaction and movement (Lee & Lyons, 2004). IVEs and virtual reality

more generally are now beginning to be implemented in mental health research, and virtual reality

is an emerging tool for intervention in disorders like ASD, depression and anxiety (Lindner et al.,

2019). Using self-reported measures, Bouchard and colleagues (2017) reported virtual reality exposure

therapy as a superior tool to in vivo exposure-based therapies for social anxiety disorder. As the

technology continues to develop, the equipment is becoming cheaper, more readily available and more

easily accessed outside of the main virtual reality community. This allows for a greater uptake from

the general public and, with the right programs available, more affordable options for public healthcare

systems like the National Health Service (NHS). The use of screen-based virtual reality (including both

computer and mobile) has increased in many public sectors. In particular, there has been an increase

in the use of virtual humans in these applications, for example, presenters for TV and web applications

(Bickmore et al., 2021), simulation-based training and for teaching (Garćıa et al., 2022).

1.1.4.2 Virtual humans

Virtual humans are defined as computer-generated virtual reality characters with human-like appear-

ances, in contrast to an avatar, which is a humanoid representation of a user in a virtual world (De Paolis

& Bourdot, 2018). Virtual humans have been used across experimental platforms to investigate social

interaction (Gregory et al., 2022; Mei et al., 2018). Importantly, similar social behaviours have been

found during interactions between real-to-virtual humans, as are observed with real-to-real humans (for

a review, see (Bombari, Schmid Mast, Canadas, & Bachmann, 2015)). In our lab we have used virtual

humans in traditional screen-based studies (Green, Shaw, & Kessler, 2023), as well as in immersive

virtual reality (Alexander, 2023 (in prep.)). They can also be used with technology such as immersive

project technology systems (IPTs) which projects images onto surface(s) around the user (Garau et al.,

2003).

There are several important benefits of using virtual humans instead of real humans, that go beyond

the factors of experimental control that have been outlined already. First, it makes it easier to use

age-matched stimuli in research studies. While it might be difficult to have an age-matched confederate

when investigating child development or ageing, an age-matched virtual human is more readily available.

Further, it is possible to conduct studies making use of virtual humans in different ways. For example,
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investigating the effects of multi-agent joint attention, would be easier in a virtual environment using

an avatar (to represent the participant) and virtual humans (as social partners), than it would be

using multiple human confederates. Further, the experience of an interaction would be much more

realistic than using a screen-based set-up with traditional tools. This is also more cost-effective, as

ready-made virtual humans are available on several platforms (e.g. Maximo and SketchFab), often free

or cheap to purchase. They can also be programmed for experimental studies using freeware such as

Unity, Unreal Engine and Godot.

Furthermore, virtual humans can mimic the dynamic behaviour of human eye-gaze with great precision

by design. For example, it is possible to map real eye-gaze onto virtual humans and create a very

naturalistic interaction, but this can also be computer-controlled by defining specific locations to be

looked at. Crucially, processes can be applied to the action such as ‘tweening’, which aims to create

a smooth animation between two specified frames. Within this, transitions can be applied to reflect

real-life eye-gaze movements i.e. slow to begin and slow to end. The use of virtual humans holds

many benefits, one being their performative nature; virtual humans do not need to function properly

(Ruhland et al., 2015), as long as the implied behaviour reflects human-likeness. For example, a virtual

human doesn’t need to look directly at an object for the user to believe it is being looked at. It

does not affect a participant’s ability to correctly perform tasks (i.e. to localise the virtual human’s

attention through their gaze (Ruhland et al., 2015)). This is often corroborated by the context given

to participants before taking part in an experiment. If instructions to the participant state that the

virtual human will direct their gaze to an object, it creates an expectation that a shift in eye-gaze will

inform a communicative exchange of information. This is particularly evident in joint attention when

one agent has been clearly designated as the initiator or as the responder.

There are several counter-arguments to using virtual humans as social partners. The most important

question is whether virtual humans can replicate reality enough, to show effects that can be generalised

to real-world social interactions. Importantly, it can be argued that because the participants know that

virtual humans are not real humans, this knowledge could affect the interaction. This is particularly

evident when discussing the context of an interaction. I consider this with the following comparisons

and further discuss the importance of expectations: (i) virtual world behaviours versus real-world

behaviours, and (ii) real-world context-specific versus real-world everyday life (general). For example,

in comparison-1: virtual world versus real-world, people will happily shoot and kill virtual characters

in computer games, but would not engage in such behaviour in real life. Similarly, people will engage
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in a physical altercation to gain rewards in a game but would be less likely to behave the same way

in reality. However, it is important to note the differences between a computer game scenario and a

research experiment. In real life, people behave differently depending on the context and the task at

hand (Richesin, Baldwin, & Wicks, 2022). In comparison-2: real-world context-specific versus real-world

everyday life, people will shoot others in paintball when engaged with willing participants but would

be less likely to take a paintball gun out on the street and use it there. Similarly, people will bump

into cars on the fairground ride but would be less likely to drive like that on the road. I propose that

virtual humans can be seen in the same way.

Depending on the contextual set-up of an experiment, which is typically provided by the researcher,

participants will hold specific, context-dependent expectations. A common scenario given to participants

is that they will be working against or in competition with an agent. Consequently, the participant will

adjust their expectations and behave in response to the given context i.e. behaving competitively against

the agent. Whereas, if the participants are informed that the agent is a collaborative, social partner

who they need to work with to complete the task, the participants are likely to treat them as such.

Participants have been observed adjusting their behaviours in virtual reality experiments. Research

on ethics using virtual reality has demonstrated how the use of virtual humans, in a context-specific

scenario, can even influence moral-decision making dilemmas.

A commonly known dilemma, created by Foot (1967), is described as the doctrine of double effect.

This is the distinction between what an individual perceives to be a consequence of their voluntary

action and what they had intended. One popular example of this is the ‘Trolley problem’, where

participants are told that there is a train coming down the tracks and the brakes do not work. If the

train continues, it will kill five people who are on the tracks. However, the participant has control of

a lever that can divert the train onto a different track, changing the course of the train from killing

five people to an alternative track where only one person would be killed. Participants are then asked

whether they would pull the lever. In virtual reality experiments, participants are required to pull a

lever (sometimes virtual, sometimes physical). In a study by (Niforatos, Palma, Gluszny, Vourvopoulos,

& Liarokapis, 2020), the authors compared responses between paper-based and virtual reality-based

scenarios. Results were explained in relation to two main views (i) deontology; where moral principles

are considered above everything else (e.g. not killing an intruder who intends to harm your family

and others because killing is wrong) and (ii) utilitarianism; where the best course of action is based

on the consequences (e.g. killing an intruder because they plan to harm your family and potentially
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others). Results showed that while both the paper-based and the virtual reality scenarios employed

utilitarianism, virtual reality invoked a significantly higher percentage of utilitarian decision-making.

It is a common finding that participants do not always accurately report their subjective opinions

on questionnaires, this is sometimes a result of social desirability bias and demand characteristics

(Nichols & Maner, 2008). Therefore, I propose that the virtual reality scenario was comparatively more

representative of real-life behaviours. In conclusion, while the issue of gameplay not being reflective of

real life is argued (Kiili, 2007), I suggest that the context given mitigates this and affords the use of

virtual humans as a more naturalistic method of data collection.

1.1.4.3 Practicalities of virtual reality

The use of virtual reality in academia and industry has increased considerably over recent years (S. Kim

& Kim, 2020; Wilson & Soranzo, 2015). Concurrently, the utility and functionality of virtual reality

tools have also improved. The latest developments, particularly for head-mounted displays, offer a

better spatial resolution, wider visual field, lighter hardware, and some include a in-built eye-tracker. In

turn, these hardware improvements have encouraged the continued advancement of software capabilities

and propelled creativity in the development of virtual spaces and scenarios. As a result of this greater

usability, there has also been an increase in virtual reality applications in the fields of engineering

(di Lanzo et al., 2020), rehabilitation (Holper et al., 2010) and social neuroscience (G. Kim, Buntain,

Hirshfield, Costa, & Chock, 2019).

In general, there are studies that have used virtual reality and have reported it as such, irrespective

of the equipment used and its subsequent level of immersion. Here, immersion is defined as the

objective level of sensory fidelity a virtual reality system provides. Comparatively, presence describes

the subjective psychological response a user has to a virtual reality system (Bowman & McMahan,

2007; Slater, 2003). Therefore, differences in immersion account for the equipment used. For example,

IPTs, such as a Cave Automatic Virtual Environment (CAVE), where participants stand in a three- to

six-wall rectilinear partial enclosure and use projectors to display the virtual environment onto the

walls. CAVEs require participants to wear stereoscopic shutter glasses, that allow a dynamic viewpoint

with perspective projection, that updates the virtual scene consistent with the participant’s location in

the space. Another example is a scene that has been created in a 3D software engine and has been

displayed on a computer screen. Lastly, the use of a head-mounted display, which is a headset that fills

the user’s field of view, by displaying an environment that has been created in a 3D software engine.
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Levels of immersion also consider many other factors including software abilities, such as realism of

light, frame rate and refresh rate (Bowman & McMahan, 2007; Slater, 2003).

With these various possibilities, it is important to clearly define and refer to the different levels of

immersion that have been used in an experiment. Many studies claim to have used virtual reality

but often fail to make a clear reference to the equipment used and therefore, identify the potential

presence of the user. A critical distinction is needed to ascertain whether the experiment involved

dynamic presentations either (i) on displays that are perceived to be external to the participant or,

(ii) on displays that are intended to be unnoticed by the participant with the aim of feeling present

in that scene. Development of an environment using 3D development software like Unity or Unreal

engine, is classed as virtual reality by some journals and so it is important to differentiate the use

of immersive virtual reality. For example, in this following set of experiments, the scene was built

using 3D software but was displayed online on a 2D computer screen (Studies 1 and 2). The tools used

to develop the paradigm are clearly stated but ‘virtual reality’ is not used as a term to describe the

experiment as it has connotations of immersion. Alternatively in Study 3, a head-mounted display was

used and therefore, immersive virtual reality is an appropriate and justified term to describe the set-up.

Consistency within the literature using these terms is essential to accurately depict the experiment

set-up and cross-reference comparative studies.

Within social neuroscience and psychology, virtual reality offers a research tool that can be used

in combination with more traditional methods, such as questionnaires and behavioural responses.

It has offered psychologists the opportunity to validate classical paradigms and replicate results in

an environment with higher realism (Rey & Alcañiz, 2010). Bridging the gap between the classical

on-screen/paper paradigms and more sophisticated technologies will enhance the investigation of social

behaviour further, with the use of dynamic stimuli. To truly understand how people engage in social

interactions, we can make use of immersive equipment and virtual humans that can be manipulated

and have agency in a task. This will empower future experiments bringing greater insight into how

human social interaction affects our social cognition.

1.2 Summary of aims and rationale

The aim of this PhD project was to investigate non-verbal social cues, specifically eye-gaze, when

working with a virtual human. This project positioned eye-gaze as the fundamental behaviour in
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joint attention and explored the differences in both behaviour and neurophysiological measures. As

a result of the COVID-19 pandemic, I began by using a series of online studies and later developed

one participant-facing experiment. The online experiments utilised the virtual environment/world

to display the scene and virtual human. Response times and accuracy were used to measure the

behavioural effects of the manipulations. The online studies served as experiments that allowed us

to enhance and adjust the sequences as needed. In the participant-facing experiment, scenarios were

presented in an HTC Vive Pro Eye, which provided an immersive environment that encapsulated

participants’ field-of-view. This also gave an opportunity to record participants’ eye movements in

an environment that doesn’t provide a clear border or guideline to where the display starts and ends.

Therefore, allowing participants to gaze more naturally around the environment, as they might in real

life. Building upon the behavioural differences found in the online studies, EEG was concurrently

recorded in the participant-facing experiment. This provided an objective measure of the potential

neural changes that relate to joint attention and specifically, the role of eye-gaze in this process.

Based on the theoretical background and tools available, I have developed a basic joint attention

scenario that focused on responding to joint attention. This allowed me to focus on developing a

paradigm that engaged the participants with the virtual human and created an experimental foundation

that could later incorporate initiating joint attention. The paradigm was centred around completing

puzzles. This provided a task that could require agents to work together by aiming to complete both

puzzle boards (the participants and the virtual humans) as quickly as possible, or in competition

with each other by completing their own puzzle board faster than the agent. In the current project,

participants are tasked with working with the virtual human with the aim to complete both puzzles,

together.

In all of the studies, participants began the experiment seated at a table with the virtual human

opposite them. On the table were two puzzle boards that need to be completed, each board contained

a label that dictated whether it belonged to the participant or the virtual human. Participants were

tasked with completing the two puzzle boards as quickly and as accurately as possible. To do so, they

must work collaboratively with the virtual human who engaged with the participant using eye-gaze

only. In each trial, the virtual human was shown one puzzle piece (hidden from the participant)

and performed an eye-gaze sequence that the participants were told to attend. The gaze sequence

performed by the virtual human was designed around two levels: (i) Collaboration and (ii) Gaze Type

where the virtual human’s gaze movements varied. Within these levels, the factors reflected either
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(i) Collaborative gaze and directed the participant’s attention to the corresponding puzzle boards

the piece belonged or Non-Collaborative gaze and was uninformative (the virtual human gazed only

at the puzzle piece), and (ii) Eye which either involved direct eye contact or NoEye which did not.

Participants were asked to use this gaze sequence to determine where the puzzle piece belonged and use

a keyboard press to indicate their answers. In Collaborative conditions, there was a correct response

that the participant could give however, in Non-Collaborative conditions, the trials were designed

to have no correct response and therefore participants were required to guess their response. As a

result, we could not compare accuracy but were interested in the effect on response time and potential

cognitive load due to either clear (Collaborative) or unclear (Non-Collaborative) information given.

As previously mentioned, communication needs to be intentional in order to develop shared

attention. One example of doing this is by engaging in direct eye contact and directing the agent’s

attention i.e. bidirectional-shared focal attention. When two or more agents engage in eye contact

while paying attention to an item, this behaviour can provide an intentional indication that both agents

are sharing attention. In this paradigm, we aimed to achieve this within the Eye conditions where

a trial would begin with the virtual human engaging in direct eye contact, then performing either a

Collaborative or Non-Collaborative gaze shift followed by the virtual human’s gaze returning to being

engaged in eye contact. Both the initial eye contact made and later eye contact was critical for the

virtual human to create and develop shared attention with the participant and possible social influence.

Direct eye contact in this paradigm is of particular interest in the studies and its effect will be explored

throughout.

This paradigm was developed with the following aims:

1. Investigate the fundamental behaviours that create successful joint attention.

(a) By restricting communication to one behaviour, eye-gaze.

(b) By manipulating the behaviour of the virtual human’s eye-gaze and observing the behavioural

effects.

2. Investigate the neural underpinnings of this basic joint attention behaviour.

(a) To understand the electrophysiological frequencies that are associated with the gaze manip-

ulations.

(b) To understand the neural signatures that are associated with the gaze manipulations.
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These aims are recurring themes throughout the thesis and form the foundation of the specific

hypothesis highlighted in each of the experimental chapters.
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1.3 Overview of thesis

The aim of this thesis was to take a reductionist method to investigate joint attention. As previously

mentioned, joint attention in everyday situations is often observed as a combination of actions and

behaviours. Within these actions, eye-gaze remained a consistent behaviour that was considered when

investigating joint attention. Therefore, I believe that investigating eye-gaze as the primary factor

in joint attention will extend the boundaries of scientific knowledge in understanding what makes

successful joint attention.

The literature review supports the view that non-verbal interactions are key in neurodevelopment,

often acting as an indicator for future outcomes: such as spoken language (Kasari, Gulsrud, Freeman,

Paparella, & Hellemann, 2012) and emotion regulation (Morales, Mundy, Crowson, Neal, & Delgado,

2005). While the behavioural expressions are well reported, more research is needed around the

neurophysiological differences in response to particular behaviours involved in joint attention, such as

eye-gaze. This motivated the second general aim of this thesis which was to understand the neural

correlates of communicative eye-gaze in the process of joint attention. Targeting non-verbal behaviours

increases the scope of the research to include those with reduced communicative abilities, for example,

individuals with low-functioning ASD. In addition, virtual reality has proven useful in previous social

neuroscience research in both neurotypicals and atypical populations (X. Wang, Xing, & Laffey, 2018;

Mei et al., 2018), namely through the employment of virtual humans (Bailenson et al., 2003). This is

further extended by later making use of a head-mounted display to provide a great level of immersion

and presence for participants.

Following on from this introductory chapter, Chapter 2 introduces the first set of online ex-

periments, where I develop the structure of the paradigm by testing parameters such as the speed

of gaze, the effects of a disembodied head and the subsequent incorporation of a body. Chapter 3

extends such work homing in on the key features of the gaze sequence and refining the trials within the

conditions. A Neuro-VR investigation comes to fruition in Chapter 4 where the finalised paradigm is

interrogated with in-person participants, electroencephalography (EEG) and virtual reality. This thesis

then concludes with Chapter 5 which presents a critical evaluation of my work, looking at ways to

improve the investigation of joint attention within our field of cognitive neuroscience, whilst also being

inclusive of a wider range of participants. I will also look at the future outlook of my work and the

potential next steps for researchers building on Neuro-VR paradigms.
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1.4 Covid Note

While completing this PhD, the U.K. went into lockdown and participant-facing research was paused

part way through the first year until halfway through the second year of this project. The original plan

for this project involved face-to-face testing and use of the head-mounted display in all experiments. As

this was no longer feasible, multiple contingency plans were created, one of which involved transforming

the paradigm into an online experiment. For this reason, these initial online studies have focused on

refining the paradigm in an online format and the final revision was used in the in-person experiment.
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Investigating non-verbal bids of

attention with a virtual human: online

studies

This chapter discusses the first set of experiments that I conceived, that work to refine the experimental

paradigm; a randomly interleaved 2x2 factorial design that manipulated either (i) eye-gaze, by the

virtual human engaging in eye contact or not and (ii) collaboration, which dictates whether the virtual

human would provide informative gaze shifts or not. All of these studies have been created in Unity but

displayed on a computer screen without the use of a virtual reality headset. Experiments were collected

through online platforms and then collated and analysed.

2.1 Introduction

A key to building communication and social relationships is the alignment of mental representations

through joint attention. Generally speaking, joint attention presents a combination of behaviours that

have a common goal of directing both agents’ attention to an object or event. However, the finer

details of this process are poorly understood. Research that has investigated joint attention has often

focused on static stimuli, with only a few examples that have used dynamic gaze. Some of the research

that has made use of more dynamic stimuli have continued to use either unrealistic settings (e.g. in an

fMRI scanner) (Caruana et al., 2015) or have used ‘simple’ virtual humans as agents (Mei et al., 2018)
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with jerky movements. This first study serves as a close comparison to such dynamic paradigms, with a

view to later (Chapter 4) increase immersion and potentially the presence of the user by incorporating

a head-mounted display that covers the participants’ field of view and therefore provides a common

environment for both agents to interact.

Building a paradigm that focuses on the fundamental behaviour of joint attention is an important first

step to investigating the process as a whole. Understanding these phenomena is not only informative

for further elucidating the inner workings of successful communication between humans but, can also

help researchers better understand instances where this communication may break down. This research

could be useful to understand differences seen in ‘atypical’ individuals, such as those diagnosed with

ASD and ADHD, where differences in neural signatures have been reported. As I continue to explore

and better understand how these processes are expressed in the typical population, our findings may

help us identify if and where there are any statistically significant differences between typical and

atypical populations.

I began my investigation by constructing a physical model of the proposed gamified paradigm, which

was created on pieces of cardboard and played between Aston Laboratory for Immersive Virtual

Environments (ALIVE) lab members. Using this physical model, each agent had their own puzzle

board and cut out puzzle pieces. One agent would perform IJA gaze sequences and the other would

respond (RJA) by indicating where they believed the agent was directing them (either their own puzzle

board or the agent’s puzzle board). This physical enactment was used to get an idea of how I could

translate this model into a virtual paradigm and begin to identify critical parameters that could be

controlled. In the first instance, human agents worked collaboratively and were instructed to only use

their eyes to communicate with the other agent. This gave me an understanding of how human agents

would naturally perform and use gaze in these scenarios. I built on this by designing another scenario,

where one agent would be told to work collaboratively on 50% of their IJA turns. Observations and

self-reports were made and used to inform the development of the first version of the paradigm. As

expected when using human agents, there are many subtle behaviours that were picked up by the

agents that either aided or hindered the communication between them e.g. a widening of eyes to

emphasise. This was both observed and reported by lab members, which further supported the need to

use a virtual human within an immersive environment.

I translated these observations into Study 1 (1.1-1.5), a collection of experiments which aimed to

understand the contribution that eye-gaze had in the combination of behaviours observed in joint
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Figure 2.1: A photograph of the physical cardboard game. This was created to play the proposed
game in person and observe the natural gaze behaviour in response to the task.

attention. To do this, I restricted communication to only eye-gaze and manipulated aspects of the

sequence and measured the effects. The eye-gaze sequences were translated and developed onto a virtual

human that was created as the participant’s partner. As alluded to in Chapter 1, virtual humans were

chosen as they act as an appropriate agent for social interaction, by displaying a human-like appearance

and behaviour. They also provide experimental control, as each animation is directly programmed

and thus editable by the researcher. Unlike human confederates, virtual humans can consistently and

repetitively perform the same behaviour, a critical feature needed for the reproducibility of experiments.

In this paradigm, this was achieved by restricting the virtual humans’ communication solely to changes

in eye movements that mimicked human eye-gaze. The desired eye movements were performed by

the researcher in the head-mounted display and were mapped onto the virtual human in real time.

Predetermined eye-gaze sequences for each condition were performed by the researcher and screen

recorded to later edit and use in the online experiments. Focusing on one behaviour, eye-gaze in this

instance, was crucial to understanding the basics of joint attention. Therefore, Study 1 would measure

whether participants could (i) complete the task using only eye-gaze and if so, (ii) measure participants’

behavioural responses (response time and accuracy) to the eye-gaze manipulations.

Using the eye-gaze manipulations, the paradigm focused on two factors, Collaboration and Gaze Type.
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These were created with the specific goal of understanding the role of collaborative gaze and eye contact,

respectively. The task required participants to work with a virtual human to complete two puzzles.

On each trial, a puzzle piece, hidden from the participant, was presented to the virtual human. The

virtual human then performed a gaze sequence that had been preprogrammed and derived from human

eye-gaze recordings. The gaze mimicry was developed using C# and the native software development

kit (SDK) for the HTC Vive Pro Eye. Making use of the in-built eye-tracker, the experimenter’s

eye-gaze was tracked and mapped onto the virtual human, using the SDK and later, in Chapters 2 and

4, I incorporated C# code to enhance the application of the tool.

In recent literature, dynamic eye-gaze has been used with virtual humans to further understand the

underlying mechanisms of joint attention. Caruana and colleagues (2017) investigated ‘intention

monitoring’ with a virtual human as an agent, in a collaborative game. Participants were placed in a

functional magnetic resonance imaging (fMRI) scanner and viewed a screen with a virtual human’s

head in the centre, and a row of three houses above and below the virtual human’s head (an example of

stimuli is presented in Figure 2.2. In the task, a burglar was present in one of the houses. The target

for participants was to identify the house that the burglar was occupying. This information would

be communicated to the participant, by the virtual human using eye-gaze. In each trial, participants

engaged with the virtual human who would display either a ‘Search’ or ‘NoSearch’ condition which

dictated the eye-gaze sequence. In the Search phase, the virtual human was programmed to gaze

around the environment in search of the target, a behaviour described as a ‘noncommunicative gaze

shift’. The virtual human would then display a gaze shift towards the target, a ‘communicative gaze

shift’, to invoke a response from the participant. In the NoSearch conditions, the virtual human would

immediately perform a communicative gaze shift towards the target and, therefore, the information

would be immediately conveyed without noncommunicative gaze shifts.

Caruana and colleagues (2017) then replicated the experiment with a non-social condition, that replaced

the virtual human with an arrow. Their results revealed that the noncommunicative gaze shifts in the

Search phase resulted in slower gaze following in comparison to the NoSearch phase. This revealed

a measurable effect from intention monitoring when responding to joint attention behaviour. They

argued that intention monitoring recruits additional cognitive resources that are required to monitor

an agent’s intentions i.e. determine whether or not an agent’s gaze is an informative cue that should

be followed. In the first set of experiments in Study 1 (1.1 - 1.3), I programmed a comparable Search

gaze sequence at the beginning of each trial. This is reported as the ‘initial sequence’ (see section C
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Figure 2.2: Image adapted from (Caruana et al., 2017a), displaying the participant’s view of the stimuli
with blue rectangles representing the gaze areas of interest (the blue rectangles were not visible to the
participants).

of Figure 2.3). In the following experiments, the role of the initial sequence was explored within my

novel paradigm. This was to determine whether the initial sequence was a necessary section of the

trial needed to study the role of eye-gaze in the process of joint attention.

In these experiments, the scenario recruits a virtual human that is used as the participants’ collaborative

partner. Each trial begins with the virtual human’s eye-gaze following the initial sequence. Firstly, the

virtual human looks at the puzzle piece presented and then laterally gazes at both puzzle boards (2.3;

counterbalanced). This is followed by a randomly selected gaze sequence from one of the conditions:

Collaboration (Collaborative vs. Non-Collaborative, communicative or noncommunicative gaze shifts,

respectively) and Gaze Type (Eye vs. No Eye, direct eye contact or not, respectively). In the conditions

where the virtual human is providing collaborative eye-gaze and engaging in eye contact (Collaborative,

Eye conditions), the sequence illustrates the prototypical behaviour of joint attention or alternatively,

shared attention, as described by Siposova and Carpenter (2019). In Collaborative, Eye conditions, the

virtual human is programmed to look directly at the participant which engages the participant in eye

contact and directly requests their attention (as displayed in Figure 2.4). Next, the virtual human

directs their eye-gaze towards the correct puzzle board and then reverts back to direct eye contact with

the participant before the trial ends. As described by Siposova and Carpenter (2019), the Collaborative,

Eye condition includes bi-directional shared gaze behaviour that alternates between the initiator (the

virtual human) and the responder (the participant). The inverse is also true in Non-Collaborative,

C.L.Kelly PhD Thesis, Aston University 2023 57



2.1. Introduction

Figure 2.3: A schematic displaying the sequence used in the online studies 1.1-1.5. Section A.1,
is a still from the experiment which used only a decapitated head (1.1) and A.2 is a still from the
experiments that used a head and body (1.2-1.5). Section B, demonstrates the initial sequence that
is performed at the beginning of every trial in Experiments 1.1-1.3. Section C, is an example of the
Collaborative, Eye condition. The red arrows and dots denote where the eye gaze is directed. The red
dots represent facing straight forward and arrows pointing towards the gaze direction.

NoEye conditions, where the virtual human does not engage in eye contact and does not direct their

gaze to either of the puzzle boards (the virtual human stares at the puzzle piece only). The trial

sequence for the experiment is relatively simple in terms of gaze patterns and the task required of

the participant. However, with only a few dynamic gaze studies reported in the literature, I made an

intentional decision to begin with a foundational paradigm and build complexity. This would allow me

to better understand the effects of the chosen manipulations on dynamic gaze in joint attention.

A large proportion of the literature on joint attention has relied on gaze studies using static images of

faces (Gregory et al., 2021) and paradigms where participants are merely observing others (Wilms
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Figure 2.4: The schematic depicts the gaze locations for each condition in Experiments 1.1 - 1.5. The
circle (O) represents the virtual human directly at the participant and the arrows point toward the
direction that virtual human gazes. Downward arrows represent the virtual human looking down
(looking in the direction of the puzzle piece) and diagonally pointed arrows represent gaze toward
either of the puzzle boards. These directions are visualised in Figure 2.10.

et al., 2010). Tasks have included direct or averted gaze (Adams & Kleck, 2005), familiarity of the

face (Sterling et al., 2008) and gaze cueing to targets (Friesen & Kingstone, 1998; Frischen, Bayliss,

& Tipper, 2007). Many of these paradigms have been used in cognitive neuroscience to investigate

the neural networks associated with these processes. However, few have used interactive platforms.

Subsequently, there is a need to develop ecologically valid paradigms that offer real-time interaction

with dynamic stimuli (Schilbach, 2015). In this chapter, I have utilised 3D software (Unity3D, 2019)

for the development of virtual environments and recorded the scenarios to use as videos in an online

experiment format. While these experiments do not take full advantage of the capabilities of the

software and technology (due to the COVID-19 restrictions), they do provide an added element of

realism by making use of dynamic gaze. Therefore, these experiments begin to unpack how participants

interact with dynamic agents when relying solely on eye-gaze.

In line with the literature, I hypothesise that Collaborative conditions will yield faster responses from

participants, as they will have been provided with a clear direction towards a given target puzzle board.

Additionally, in Eye conditions, the virtual human will provide an alternating gaze between the target

puzzle board and the participant that suggests an understanding of a shared mutual representation

in joint attention. Therefore, I predict that this eye contact will result in faster response times and

greater accuracy. From these expectations, I developed hypotheses.
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2.2 Hypotheses

Our investigation of the role of eye contact and collaborative gaze between real and virtual humans led

us to investigate two key hypotheses:

1. H1: Participants will respond faster in Collaborative conditions in comparison to Non-

Collaborative conditions.

2. H2: When the virtual human engages in eye contact (Eye conditions), response times will be

faster and more accurate (Collaborative trials only) than NoEye conditions.

2.3 Methodology

The main experiment was created using Unity Technologies (Unity3D, 2019), a development software

used to create 2D and 3D scenes. Unity is free to download and allows real-time development of

environments in virtual reality. Scenes can be developed using open-access assets, which include a

catalogue of development kits, templates and 2D or 3D models. The current experiments made use

of assets that were free from the Unity Store or already present in the software. The table and chair

were downloaded from the Unity Store and the floor and background environment were a part of the

software’s default set-up. The virtual human’s head was provided as part of the HTC Vive Pro Eye’s

SDK and the body was downloaded from the Maximo website, free of charge. Two puzzle board images

were displayed on the table: an octopus and an aurora borealis. These two images were chosen as they

were distinctly different, this aimed to reduce the ambiguity for the participant. They were saved from

a Google images search and imported into Unity as 2D sprites to be manipulated in the scene: both

images were tilted at a +/-45 degree angle and their opacity was reduced. See figure 2.7.

As mentioned in the introduction, the original plan for the experiment was to create a closed-loop

system that considered the location of the user’s eye-gaze as an input that would affect the virtual

human’s behaviour. Consequently, the scene was initially developed to have the virtual human mimic

the eye-gaze of the user. I used Open Broadcaster Software (OBS) software to record the mimicked

eye-gaze sequence for each of the conditions. The video recordings were edited to the same length and

used as the trials in the experiment. PsychoPy3 software was used to develop the experiment and

allowed me to control the main aspects including presentation timing, order of sequence and recording
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participant responses. Once completed, the experiment was uploaded to Pavlovia (pavlovia.org/), a

website that allows researchers to upload, store and run experiments from.

The experiment was published with an accompanying questionnaire. I decided on using the Autism

Quotient (AQ) questionnaire (Baron-Cohen, Wheelwright, Skinner, Martin, & Clubley, 2001) which I

inputted and published on the Qualtrics website. Within the experiment structure, the questionnaire

was placed at the beginning and once it was completed, participants were redirected to Pavlovia for

the main task. The Autism Quotient is 50 item questionnaire (see Appendix G) that is used as a

measure of autistic traits in the general public. This questionnaire was not developed for diagnostic

purposes but can provide an indication as to whether a member of the public possesses traits that

are associated with autism. This helped to ensure that my pool of participants and therefore results,

solely reflected neurotypical behaviours. This step was taken with the long-term aim of using this data

to compare with results from an autistic population. Once all sections of the experiment were collated

and linked together, an advert was posted to the Prolific (Prolific.co/) website. Prolific provides an

online platform to connect eligible participants with paid experiments and was a well developed website

during the time of collection.

As part of the screening, participants who scored 26 and above in the Autism Quotient were excluded

(Ashwood et al., 2016). This cut-off was chosen as it was one standard deviation above the mean

score for neurotypicals and would ensure that the resulting data was only comprised of neurotypical

behaviour.

2.3.1 Participants

Participants that were recruited through Prolific, were screened online through the criteria set by

the researcher. These were firstly, age, which was set at 18-40 years as research has demonstrated a

significant difference in cognitive abilities, including attention, between older (typically 45 years +)

and younger adults (Hedden & Gabrieli, 2004; Murman, 2015; Fortenbaugh et al., 2015). As the last

experiment would primarily recruit university students, I have used 40 years old as a cut-off to reduce

any potential variability I would see as a result of ageing differences. Next, participants needed to

be able to speak and be fluent in English, as the instructions for the task were in English and any

help provided from the researcher would be in English. Third, participants were required to have

normal-to-corrected vision, to ensure they could see the eye movements that were being made by the
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virtual human. With Experiment 3 (which uses EEG) in mind, I asked whether participants had

ever sustained a traumatic brain injury (TBI). Many studies have reported both neurological and

behavioural differences in working memory and information processing when a person has experienced

a TBI (Christodoulou, 2001; Grafman, Jonas, & Salazar, 1990). I have used this exclusion criterion to

reduce variability in the data that might fall outside of the typical behaviours. This allowed me to

compare these results directly with data from Experiment 3 and keep the pool of participants uniform

across all studies. Lastly, if a participant had already taken part in any of the experiments I had

uploaded to the Prolific website (including pilots), they were excluded, as familiarity may have an

effect on response times.

In Experiment 1.1 there were 80 participants, 42 were female and the mean age of all participants

was 26 years. Participant’s age ranged between 18-40 years with a standard deviation of 6 years.

Experiment 1.2 consisted of 80 participants, 38 female and the total mean age of all participants was

27. Participant’s age ranged between 18-40 years with a standard deviation of 7 years. Experiment 1.3

had 82 participants, 40 female and 27 years as the mean age. Participant’s age ranged between 18-40

years with a standard deviation of 6 years. In Experiment 1.4 there were 38 participants, 17 were

female, 21 were male and they had a mean age of 24 years. Participant’s age ranged between 19-40

years with a standard deviation of 4 years. Finally, Experiment 1.5 had a total of 46 participants, 23 of

them were female and they had a mean age of 23 years, collectively. Participant’s age ranged between

19-33 years with a standard deviation of 4 years. The study was approved by Aston University Health

and Life Sciences Ethics Committee.

2.3.2 Paradigms

2.3.2.1 Experiment 1.1

The experiment began with participants filling out the Autism Quotient questionnaire (Baron-Cohen

et al., 2001) on the Qualtrics website (https://astonpsychology.eu.qualtrics.com/). Once completed,

participants were re-directed to the online experiment on Pavlovia. Participants conducted the

experiments at home, on their desktop PCs (experimental timings were therefore independent of

variability in network connection speeds). The online experiment used a disembodied head (see Figure

2.5) as a virtual human in a total of 80 trials, with each trial (video) lasting 12 seconds (Collaboration

(Collaborative vs. Non-Collaborative) and Gaze Type (Eye vs. NoEye)). The experiment began with
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written instructions on screen that read, “Thank you for agreeing to take part in the study. You will

now be presented with a succession of tasks (trials) and they will go as follows: The virtual human

(VH) will appear on screen. Shortly after, they will be presented with a puzzle piece in front of them

that is only visible to them. You will only see the back of the puzzle piece (a black square). The VH

will perform an eye-gaze sequence that will suggest whether the puzzle piece is for yours or their own

board. They will try to be truthful but might not always get it clearly across. It is your task to decide

which puzzle board you think they are suggesting. Place your dominant index finger on the ‘ ↑’ key and

the other index finger on the ‘ ↓’ key of your keyboard, as indicated in the images on the right. You

will indicate whether you believe the puzzle piece is for yourself (using the ‘ ↓’ key, pointing to you) or

for the VH (using the ‘ ↑’ key, pointing to them). You must do this as quickly and as accurately as

possible. You will first go through some practice trials. Please press the space bar when you are ready.”

accompanied by two images to visualise their required hand placement (see figure 2.6). All conditions

started with the virtual human on screen and a puzzle board on either side. Next, a puzzle piece

was presented to the virtual human, hidden from the participant. The virtual human then began to

communicate using eye-gaze and started with the initial sequence (Figure B of 2.3), where the virtual

human looked at the puzzle piece and then at both puzzle boards (counterbalanced).

Figure 2.5: A still image of the experiment scenario for Experiments 1.1-1.2. The image shows a
disembodied virtual human head in the centre of the screen with two puzzle boards at the bottom of
the screen on either side.
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Figure 2.6: Figure displays the two images that were shown during together with the instructions on
the screen. The image on the left had labels to visualise the button correspondence. And the image on
the right demonstrates the required hand placement of participants.

This was then followed by the condition sequence where collaborative or non-collaborative gaze shifts

were performed by the virtual human. The virtual human would either direct the participant’s

attention to the location of the target puzzle (Collaborative) or would gaze solely at the puzzle piece

(Non-Collaborative). These gaze sequences either did (Eye) or did not (NoEye) involve eye contact.

Participants were told to respond by pressing the arrow keys on the keyboard. The up arrow indicated

the puzzle piece that belonged to the virtual human and the down arrow indicated the puzzle piece

that belonged to the participant. Participants could only respond once the video had finished playing.

An example of the eye gaze changes during a trial sequence can be seen in sections B and C of Figure

2.3.

2.3.2.2 Experiment 1.2

The second experiment followed the same procedure as Experiment 1.1, but the speed of the virtual

human’s eye-gaze during the initial sequence was increased to 1.5 times faster than the original version.

The motivation for this change was to make the gaze resemble a glance, as if the virtual human was

performing a check. Comparatively, the slower gaze length in Experiment 1.1 could be interpreted

as an informative gaze shift that suggests the intention to communicate. This reduced the video

time to 9 seconds per trial. I expected that an increase in speed to the initial sequence would lead

participants to interpret and therefore, process the sequence as a “quick glance”. This is opposed to
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participants interpreting the initial sequence as an informative gaze sequence that was to be understood

and potentially recruiting additional cognitive resources.

2.3.2.3 Experiment 1.3

The third experiment was another replication of Experiment 1.1, with the inclusion of a body for the

virtual human and a table (see Figure 2.7). As a body was not provided with the HTC Vive Pro

Eye SDK, I used Mixamo, a website with free 3D characters. Previous research has suggested that a

disembodied head may not provide the realism needed when investigating social questions (Gregory et

al., 2021). By including a body, I was aiming to create a virtual human and virtual environment that

was an appropriate replication of real life. I had intended to do this in a controlled manner that kept

the focus/manipulation on eye-gaze behaviour.

Figure 2.7: This still image displays the environment set-up that participants would interact with in
the online experiments 1.3-1.5. The virtual human is positioned opposite the participant at a table,
with the two puzzle boards present.

2.3.2.4 Experiment 1.4

The next experiment replicated Experiment 1.3, using a virtual human with a body. However, in this

experiment I removed the initial sequence, leaving only the condition sequence to constitute the whole
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trial. The initial sequence was originally used to display a natural behaviour of familiarity. When I

first developed the experiment, I re-enacted the experiment in real life with two humans and found

the initial sequence as a checking behaviour before signalling to the other player. However, I did

not initially consider that when a participant becomes familiar with the experiment, they will stop

performing an initial sequence. As a result, I decided to investigate this in our study design with

Experiment 1.4. The effect size from Experiment 1.1 was used to inform our power analysis.

2.3.2.5 Experiment 1.5

In the final experiment, I replicated Experiment 1.4 but doubled the number of trials, resulting in

160 trials in total, 40 per condition. In Experiment 3, which ran concurrently with EEG and will

be discussed fully in Chapter 4, a higher number of trials were needed in order to achieve a good

signal-to-noise ratio (SNR). A good SNR is achieved by maximising the amount of recording (signal) to

the “noise” or unwanted signal that is recorded with EEG. This is important when working with a new

paradigm and potential effects that could be masked by disruptions to the signal for example, movement.

Doubling the number of trials in Experiment 1.5 allowed me to check whether this manipulation would

have any significant effect on the behavioural level and therefore, a potential neurological effect.

Figure 2.8: A figure that represents the changes made to each experiment with visual depictions
accompanied by a written explanation of what was changed. Starting from the left, I displayed a
still image of Experiment 1.1 and below the image, I have bullet points of the experimental structure.
Sequentially, across the rest of the figure, still images of each experiment (Experiments 1.2 - Experiment
1.5) are display with the experiment structures included. In the written explanation of each of the
experiments, one of the bullet points is highlighted for each experiment. The highlighted bullet point
is the change that had been made for that experiment.
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2.3.3 Results

2.3.3.1 Behavioural Analysis

To begin, the response times and accuracy data were collected via Pavlovia and then extracted using

Matlab. Then at the individual level, the mean response times were calculated and responses above

or below 2 standard deviations (SD) were removed. This data was then visualised and inspected.

Upon visual inspection, I noticed the data was still heavily skewed with large outliers persisting in

the data. To mitigate against this, I initially planned to continue to use SD to remove outliers at the

group level. However, I found that the SD was influenced by the large outliers and was not a suitable

measure of removal for this data set. As a result, I decided to use an alternative method that provided

a robust measure of the variability in the data, this was the Mean Absolute Deviation (MAD ). The

MAD describes the average of the absolute deviations from the mean. It is a robust statistic that is

more resilient to outliers than the SD. Based on a Gaussian (normal distribution), it has been reported

that the MAD is ≈80 % of a SD (see Equation 2.1). Specifically, it is reported that 1SD is equal to

0.79788 MAD (Geary, 1935). I used this to calculate the MAD that was equivalent to 3SDs for each

experiment (see Equation 2.2).

MAD÷ SD = 0.79788 (2.1)

0.79788× 3 = 2.39364 ≈ 3SD (2.2)

This number was used for outlier rejection at the group level. For example, if a participant had three

or more conditions that were above the (MADx2.39), their data was removed from the experiment. As

a result of this method, nine participants were removed in Experiment 1.1, twelve participants were

removed in Experiment 1.2, seven participants were removed in Experiment 1.3, three participants

were removed from Experiment 1.4 and eight participants from Experiment 1.5. In this instance, I

was aiming to be as conservative as possible with the data and so I had to use larger constraints than

what is typically used in psychology experiments that are normally distributed data. Following this,

the data was transferred into Jeffreys’s Amazing Statistics Program (JASP), an open-source statistics

program, to perform a one-way analysis of variance (ANOVA) on the response times of correct answers
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for Collaborative trials and all answers for Non-Collaborative trials.

Due to the nature of the Non-Collaborative gaze sequences, the virtual human does not look at either

puzzle board. The virtual human either looks up (toward the ceiling) or down (at the puzzle piece).

At these central gaze points, the virtual human’s gaze is equidistant from both boards. Therefore,

in the Non-Collaborative condition, the correct answer is not defined and it is meaningless to derive

an accuracy measure. However, accuracy was established in Collaborative gaze sequences, where the

virtual human looked at one of the puzzle boards. The puzzle board that the virtual human gazed at

was assigned as correct. A t-test was then performed to determine the potential effect of Gaze Type

(Eye versus NoEye) within the Collaborative condition only. The analysis procedure was identical for

all experiments.

2.3.3.2 Behavioural Results

A repeated-measures ANOVA was conducted on mean response times, with two within-subject factors:

Collaboration (Collaborative, Non-Collaborative) and Gaze Type (Eye, NoEye). Reaction times

were faster (three experiments) and more accurate (one experiment) for Collaboration, consistent

with trial information content, but slower for eye contact (one experiment), revealing an unexpected

aftereffect that suggested a time-consuming cognitive resource for eye-gaze. Participants were instructed

to respond to these behaviours as quickly and accurately as possible by indicating to which board they

were being directed. Virtual human speed and construction (with or without body) were manipulated

across experiments but had no effect on the general pattern of results.
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Figure 2.9: The response time results (milliseconds) of Experiments 1.1-1.5 visualised using raincloud plots. Collaborative conditions are in purple
and Non Collaborative conditions in blue. Darker colours depict Eye conditions and lighter colours NoEye conditions. The individual points (the
“rain”) represent the raw data for each participant. The box plots the distribution of the data, with upper (75% quantile) and lower hinge (25%
quantile). The middle horizontal line represents the median (50% quantile) and the whiskers display a ± 95% confidence interval. Lastly the “cloud”
shows the spread of the data. The raincloud plots were created using R Statistics (R Core Team, 2021) and The Raincloud Plot package by (Allen et
al., 2021).
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The response time data for Experiments 1.1-1.5 are visualised as raincloud plots in Figure 2.9.

In Experiments 1.1 to 1.4, I observed a significant main effect of Collaboration on response time, with

the Collaborative condition faster than Non-Collaborative (Experiment 1: F (1,70)=77.56, p<.001

(d=.53); Experiment 2: F (1,68)=66.39, p<.001, (d=.49); Experiment 3: F (1,73)=95.74, p<.001,

(d=.57); and Experiment 4: F (1,34)=39.18, p<.001, (d=.54)). Experiment 5 revealed no significant

main effect of Collaboration (F (1,37)=.92, p=0.35, (d=.02)).

In Experiments 1.1, 1.3 to 1.5, no significant main effect of Gaze Type on response time was found

(Experiment 1.1: F (1,70)=.20, p=.66 (d=.00); Experiment 1.3: F (1,73)=1.95, p=.17, (d=.03);

Experiment 1.4: F (1,34)=.38, p=.54, (d=.01); Experiment 1.5: F (1,37)=.12, p=.73, (d=.00)).

Experiment 1.2 revealed a significant main effect of Gaze Type F (1,68)=4.6, p=0.04, (d=.06). These

response time data has been visualised.

Similarly, there was no significant interaction between Collaboration-by-Gaze Type for any of the

experiments (Experiment 1.1: F (1,70)=.02, p=0.88 (d=3.48); Experiment 1.2: F (1,68)=1.73, p=.19,

(d=.03); Experiment 1.3: F (1,73)=0.92, p=.34, (d=.01); Experiment 1.4: F (1,34)=.76, p=.39, (d=.02);

Experiment 1.5: F (1,37)=.2.30, p=.14, (d=.06)).

As mentioned above, accuracy was derived only for Collaborative conditions. Therefore, Gaze Type was

examined within the accuracy data. In Experiment 1.1, there was a significant difference in accuracy

for Collaborative conditions when Gaze Type was at 75% Eye (M=14.99, SD=3.10) versus 83% for

NoEye (M=16.68, SD=3.26); t(79)=-5.96, p<.001, Cohens d=-.67. However, the accuracy data for

Experiment 1.2 where Eye was 81% (M=16.13, SD=3.40) and NoEye was 81% (M=16.18, SD=3.72);

t(79)=-.21, p=0.84, Cohens d=-.02, Experiment 1.3 where Eye was 83% (M=16.63, SD=4.01) and

NoEye was 82% (M=16.35, SD=4.04); t(81)=1.28, p=0.20, Cohens d=.14, Experiment 1.4 where Eye

was 84% (M=16.87, SD=3.44) and NoEye was 83% (M=16.53, SD=4.07); t(38)=1.01, p=.32, Cohens

d = .16, and Experiment 1.5 where Eye was 82% (M=32.59, SD=6.45) and NoEye was 81% (M=32.24,

SD=6.26); t(46)=.72, p=.48, Cohens d = .11 all found no significant difference between the conditions.
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2.4 Discussion

2.4.1 Summary of findings

All five studies aimed to investigate how collaboration and eye contact with a virtual human affect

participants’ response times and accuracy (where applicable) when responding to a bid for joint

attention. Previous studies have focused on the addition of deictic signals (i.e. pointing and verbal

communication; (Bacos, 2020; Jyoti & Lahiri, 2020) and how that differs from a solitary action, for

example, only pointing. Many studies have reported a benefit when using multiple deictic signals (Cilia

et al., 2020; Deák et al., 2000; Morales et al., 2000). However, these studies ignore some of the smaller,

more subtle, behaviours that one action can display and the resulting impact that a solitary action can

have on the overall process of joint attention. In this study, I investigated eye-gaze and the differences

in gaze behaviour that may increase or hinder the ability to understand and respond to a cue correctly.

Overall, the results support hypothesis one (H1), as I found that participants responded more quickly

during Collaborative conditions in comparison to Non-Collaborative conditions. This was expected as

these conditions provided clear signals as to where the puzzle piece should be placed.

In all experiments, I expected eye contact to facilitate performance by decreasing response times and

increasing accuracy. However, I found that participants’ responses were slower in Eye conditions in

Experiments 1.1 and 1.2. One explanation for this unexpected increase in response times could be a

result of the disembodied head and its validity when using virtual humans as social partners. Some

studies argue that humans do not interact with virtual humans in the same way and phenomena such

as the uncanny valley effect may serve as a reminder that the virtual human is not a real human being

(Mori, MacDorman, & Kageki, 2012), thus limiting their utility for these experiments. Increasing the

realism of the virtual human was considered during the development of the paradigm and a body

was included from Experiment 1.3 onward. Additionally, in Experiment 1.2 I observed a significant

effect of Gaze Type where Eye conditions were significantly slower than NoEye. The change made in

Experiment 1.2 (increasing the speed of the initial sequence) was to create the appearance that the

initial sequence was an informal “check” to see which puzzle board the puzzle piece belonged to before

providing a communicative gaze shift. Based on the results from Experiment 1.1 and specifically 1.2,

participants may be interpreting the initial sequence as intentional and communicative gaze shifts.

Additionally, as the study was run on remote, 2D computer screens, I believed it did not give the
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Figure 2.10: The figure shows a collage of still images from each of the conditions. On the left and
right-hand side, the images display the Collaborative conditions and in the central, downward image is
a display of a Non-Collaborative condition. Next to each image is the condition label (‘Collaborative’
or ‘Non-Collaborative’), a written description of the gaze direction and an arrow pointing in the same
direction as the gaze.

opportunity to increase the participant’s immersion and potentially their presence by being in a shared

environment with the virtual human. The use of a head-mounted display allows for one stable visual

space to be presented that maintains consistency and continuity. In this preferred context, the virtual

human’s potential of being a social partner may become more favourable. Further improvements would

include the use of animation. For example, an idle animation of the virtual human’s body, small

breathing movements and a slight posture sway that would reflect natural human behaviour. These

behaviours in an immersive environment are not only important to reduce the potential of the uncanny

valley effect but, can also increase the ecological validity of experimental paradigms when exploring

social communication.

An alternative explanation to the observed increased response times in Eye conditions, particularly in

the Non-Collaborative, Eye condition (e.g. Expt 1.2) may be due to the influence of direct gaze. In

this condition, the virtual human is engaging in eye contact with the participant for the whole trial and
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does not provide any direction as to where the puzzle piece belongs. These increased response times

suggest an effect of gaze but, not one that was anticipated: direct eye-gaze may imply communication

intention. This explanation suggests that the participants may have believed that the virtual human

had intended to communicate with them, indicated by engaging in eye contact, but did not follow

through. This is supported by the aforementioned work of (Caruana et al., 2017a) who looked at the

differences between a virtual human searching for a target and then communicating the location of the

target to the participants (Search conditions), in comparison to the virtual human communicating

the location of the target without searching (NoSearch conditions). They reported that the intention

monitoring process, which would happen during the Search condition had a significant effect on RJA,

which resulted in slower response times. In Caruana et al’s (2017) study, participants identify a cue as

being an intentional bid to initiate joint attention. In this study, the combination of the initial sequence

and the Non-Collaborative, Eye condition may have engaged a similar process of intention monitoring.

Eye contact suggests an intention to communicate and it is plausible that an agent may expect that

some form of communication or information, will follow after (Frith & Frith, 2007). Therefore, when

no information is conveyed after a trial displays the initial sequence and a Non-Collaborative, Eye

condition, additional cognitive resources may be recruited to understand or account for the unexpected

outcome.

One potential shortcoming on the experimental design is the systematic control between the condition

sequences (see Figure 2.4). For example, differences in the length of the trial and the number of gaze

shifts performed in each trial. This has been revised and restructured in Chapter 3 to balance the

conditions on a number of factors. Overall, I have demonstrated that collaborative gaze improves

participants’ performance (response time) when working with a virtual human. I stipulate that the

increased response times in Non-Collaborative, Eye conditions are a result of intention monitoring

which leads the participant to recruit more cognitive resources.

2.4.2 Implications for subsequent experiments

Upon review of this first set of experimental results, I went back to the paradigm to assess its

effectiveness and validity. As a result, I made changes to a range of aspects that included but was not

limited to the length of trials, the time taken to perform a gaze shift and the removal of the initial

sequence. In addition, I also assessed the effects of the initial sequence and the benefits it holds. After

this process, I speculated that the initial sequence may feel repetitive and unnecessary after the first
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trial. The initial sequence involves the virtual human looking at the puzzle piece and then both puzzle

boards. While looking at the puzzle piece makes sense for each trial, looking at both puzzle boards

for every trial seemed redundant and behaviour that would not reflect real life in such a simple task.

Secondly, I examined the sequence of conditions with the overall aim to balance (i) the number of gaze

shifts made, (ii) the time the informative gaze was performed, (iii) counterbalancing of gaze locations

in non-collaborative conditions, (iv) the length of a trial and (v) computer-controlled gaze. These are

key confounding errors that I had thought about when revisiting the paradigm to interpret the results.

In later experiments, I addressed these issues and made the appropriate changes to refine the paradigm

and increase validity.
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Chapter 3

Refining gaze sequences to investigate

the role of eye-gaze in joint attention

In this chapter I outline a revised version of the previous sets of experiments detailed in Chapter 2. In

the following experiments (2.1 and 2.2), I address the outcomes and limitations of Study 1 through

the removal and addition of specific scenes within the paradigm. Adjustments were made to more

accurately explore the role of eye-gaze in a social interaction. The manipulations focused on using

computer-controlled gaze and re-defining the gaze sequences by adapting their number, timing and

locations.

3.1 Introduction

After reviewing the first set of experiments, I worked to revise the paradigm. The main goal of Study

2 (2.1 and 2.2) was to develop a paradigm that was optimised to investigate the role of eye-gaze in

joint attention, in addition to being compatible with a subsequent experiment that would include

EEG and virtual reality (Chapter 4). Study 1 helped to refine the configuration of the experiment

where I concluded that (i) the initial sequence should be removed (ii) the virtual human should be

presented with a body, and (iii) the number of trials could be doubled for the EEG experiment without

compromising the trend of results. Firstly, I investigated the validity of the initial sequence and whether

it provided the paradigm with behaviours that influenced the participant’s response or interpretation

of the virtual human’s eye-gaze. The results from the manipulations on the initial sequence presented
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findings that suggested an effect of intention monitoring. Although these results were interesting, the

aim of this project was to not only investigate the role of eye-gaze in joint attention but to address

what behaviours support successful joint attention. In addition to this, the initial sequence becomes

redundant after familiarity with the experiment is reached. The location of the puzzle boards and their

images requires little memory and so this familiarity is quickly learnt. I concluded that the removal

of the initial sequence did not disturb the overall aim of the paradigm (as seen in Figure 2.9). The

removal of the initial sequence also reduced the time taken for each individual trial, which allowed me

to maximise the number of trials when testing using EEG. Secondly, a decision was made to keep the

body that was added to the head of the virtual human in Experiments 1.3 - 1.5. It was my impression

that a virtual human with a body as opposed to a disembodied head would provide an increased level

of presence for the participant and the illusion that the virtual human had autonomy in preparation

for Experiment 3, in Chapter 4. Lastly, the number of trials were not doubled in the following two

experiments (2.1 and 2.2) as they were online experiments, and the increased number was specifically

for Experiment 3 in order to record EEG with enough signal-to-noise ratio.

For Study 2, my goal was to create conditions that were equally balanced and had high validity for both

of the factors: Gaze Type and Collaboration. This was completed by refining the gaze sequence (see

Figure 3.1) and paradigm through computer-controlled gaze and optimally matching (i) the number

of gaze shifts made, (ii) the time the informative gaze was performed, (iii) counterbalancing of gaze

locations in non-collaborative conditions and (iv) the length of a trial.

In order to rectify this, with the later goal of using the paradigm while recording EEG, each condition

contained two gaze shifts/transitions. The first was from the starting position to the second. At this

second gaze position, the collaborative or non-collaborative gaze shift would take place (pictured in

Figure 3.2). These were systematically placed in the second position of each trial, to maximise the

quality of EEG data from Experiment 3. The second gaze shift/transition was from the second position

to the third. Together, these two changes that have been detailed above, addressed the points i and ii, to

ensure that the length of each of the conditions was matched. Lastly, at the time that these experiments

were being developed, the COVID-19 restrictions had been lifted and access in to the laboratory was

granted. With this, I experimented controlling the virtual human’s eye-gaze with pre-programmed

locations that were computer-controlled. The first human-controlled gaze recordings (Experiment 1.1

and 1.2) displayed raw gaze, where the shifts included blinks and less standardised or clean shifts in

gaze. One could argue that this was better for ecological validity and displayed “true” human gaze
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behaviour. However, as I continued to develop the paradigm, the importance of systematic gaze shifts

increased for experimental reliability. As a result, the human-derived gaze recordings became more

systematic (observed in Experiments 1.3 - 1.5). When compared, the computer-controlled gaze shifts

were indistinguishable from the human-controlled gaze shifts. Additionally, the computer-controlled

version helped maintain the precision and consistency of each gaze shift and for these reasons, was

adopted into Experiments 2.1 and 2.2.

Figure 3.1: Schematic of the new sequence steps. The schematic characterises the refined sequence
of gaze shifts that the virtual human performs in each of the conditions. The circle (O) represents
direct eye contact with the participant and the arrows indicate where the virtual human was looking.
The arrow pointing down represents the virtual human looking directly down in front. Similarly,
the arrow up would be gaze upwards (e.g. the direction of where the lamp was in Experiment 2.2).
Arrows pointing diagonally left and right represent eye-gaze towards either of the puzzle boards. These
directions are visualised in Figure 3.2.

For Experiment 2.1 the scene environment remained the same. Conversely, in Experiment 2.2 a ceiling

light was added to the environment (Figure 3.4), directly above the virtual human’s head. In the new

gaze sequences described above (Experiments 2.1 and 2.2), I have included an upwards gaze location to

counterbalance the downward gaze shift. This new gaze shift motivated the inclusion of a ceiling light

in the environment in order to provide an object that is being looked at, as the other gaze shifts have

an object present in the line of sight. With these changes made, I predicted the following hypotheses:

3.2 Hypotheses

H1: The main effect of Collaboration will maintain and I will see a significant main effect of Gaze

Type in comparison to Experiments 1.1-1.5.

H2: In Experiment 2.2, I expect Non-Collaborative conditions to have a difference in the response

time pattern in comparison to Experiments 1.1-1.5.
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Figure 3.2: The figure pictures a collage of still images from each of the conditions. Horizontally,
the images display the Collaborative conditions and vertically, the images display Non-Collaborative
conditions. Next to each image is the condition label (‘Collaborative’ or ‘Non-Collaborative’), a written
description of the gaze direction and an arrow pointing in the same direction as the gaze.

3.3 Methodology

Similar to the previous chapter, the experiments in this chapter were also created within Unity

technologies (Unity3D, 2019) and ran online. The physical build and presented environment of the
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experiment remained the same which involved the two puzzle board images: an octopus and an aurora

borealis. However, in the current experiment, the virtual human’s eye-gaze shifts were programmed

and animated to rotate towards predetermined location points in the Unity software. These location

points were created by placing cubes (made visible as black cubes in Figure 3.3, 1a) in the areas where

the gaze was going to be directed. These cubes were placed as markers for the sphere to move towards

and therefore, the virtual human’s gaze to follow.

Using Visual Studio software, I used C# to code the virtual human’s eye-gaze to follow a sphere (made

visible in Figure 3.3, 1b and 1c) that was positioned in front of the virtual human. The cube locations

were determined by the intuition of the experimenter; whether the virtual human’s gaze implied that

the object (puzzle board or puzzle piece) was being looked at. Again, these sequences were recorded

using OBS recording software and the videos formed as part of the online experiment set up that was

created in PsychoPy3. These experiments followed the same upload and distribution procedure as

before; (i) uploading to Pavlovia and (ii) advertising to registered participants on the Prolific website.

Again, the Autism Quotient questionnaire was utilised to ensure that only neurotypical behaviours

comprised the data.

3.3.1 Participants

We recruited participants through an online recruitment platform (Prolific.co/). Participants were

screened through the website’s criteria: by age (18-40yrs), the ability to speak and understand fluent

English, having normal or corrected vision, having scored below 26 on the AQ(Baron-Cohen et al.,

2001; Ashwood et al., 2016), having never experienced traumatic brain injury and were excluded if

they had already taken part in any of our other experiments in this study. The justifications for such

criteria are identical to those explained in section 2.3.1. In the first experiment (Experiment 2.1) with

the new paradigm, I analysed 80 participants, 40 were female and the whole group had an average age

of 27 years. Participants age ranged between 19-40 years with a standard deviation of 5 years. In the

second experiment (Experiment 2.2), I analysed 80 participants, also with 40 females and had a total

mean age of 28 years. Participants age ranged between 19-39 years with a standard deviation of 6

years.

C.L.Kelly PhD Thesis, Aston University 2023 79



3.3. Methodology

Figure 3.3: Still images of the virtual scene and Unity platform that the gaze sequence was developed
on. Highlighted sections of the images focus on the sphere that the virtual human’s eye-gaze follows
(a), the script that controls the virtual human’s eye gaze to follow the sphere (b) and the script that
controls the sphere’s location at either one of the four black cubes (c). The black cubes in scenes b
and c visualise the location points that the virtual human’s gaze is directed. The black cubes and the
white sphere are invisible during the experimental trials.
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3.3.1.1 Experiment 2.1

Experiment 2.1 was the first experiment that used the new sequence structure (Figure 3.1). With this,

I continued to use the same method of data collection that was used in Study 1 and briefly reiterated

in Section 3.3 .

3.3.1.2 Experiment 2.2

This is a replication of Experiment 2.1 with the inclusion of a lamp in the environment. The upwards

gaze was the only gaze direction that did not have an object in its line of sight. The other gaze

directions have either (i) either of the puzzleboards, (ii) directly at the participant or (iii) down at

the table. This motivated the inclusion of a lamp above the virtual human, so that the upwards gaze

would also have an object in it’s line of sight. The data was then collected using the same method in

Experiment 2.1.

Figure 3.4: A still image of the experiment environment with the addition of a lamp for Experiment
2.2.
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3.4 Results

3.4.1 Behavioural Analysis

Maintaining the continuity of the protocol that was used in the first set of experiments, I continued

using the same method for the current set of experiments. Similarly, all Non-Collaborative trials

were used in the analysis, but only correct trials were included from the Collaborative condition.

To recap, the mean and SD for each condition were calculated for every participant using Matlab

2019b. However, due to the online experiments producing large outliers that heavily skewed the data, I

also calculated the MAD, which is a more robust statistic to deal with outliers in comparison to the

SD. I calculated 3MADs at the group level to remain conservative of the data. If a participant had

three or more conditions that were above the 3MADs calculated for that experiment, the participant

was excluded from the data. A more in-depth explanation of the utility of the MAD is detailed in

Subsection 2.3.3.1. Using the MAD method, twelve participants were removed in Experiment 2.1 and

fourteen from Experiment 2.2.

Due to the nature of the Non-Collaborative gaze sequences, the virtual human does not look at either

puzzle board. The virtual human either looks up (toward the ceiling) or down (at the puzzle piece).

At these central gaze points, the virtual human’s gaze is equidistant from both boards. Therefore,

in the Non-Collaborative condition, the correct answer is not defined and it is meaningless to derive

an accuracy measure. However, accuracy was established in Collaborative gaze sequences, where the

virtual human looked at one of the puzzle boards. The puzzle board that the virtual human gazed at

was assigned as correct. A t-test was then performed to determine the potential effect of Gaze Type

(Eye versus NoEye) within the Collaborative condition only. The analysis procedure was identical for

experiments 2.1 and 2.2.

3.4.2 Behavioural Results

The response time data for Experiment 2.1 and 2.2 has been visualised as raincloud plots in Figure 3.5.

In Experiment 2.1, I observed a significant main effect of Collaboration, with Collaborative conditions

significantly faster than Non-Collaborative trials (F (1,66)=13.25, p<.001 (d=.17). I also found a

significant main effect of Gaze Type, where Eye conditions were significantly faster than NoEye
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Figure 3.5: The raincloud plots display the response time results from Experiments 2.1 and 2.2 in
milliseconds. Collaborative conditions are in purple and Non Collaborative conditions in blue. Darker
colours depict Eye conditions and lighter colours NoEye conditions. The individual points (the “rain”)
represent the raw data for each participant. The box plots the distribution of the data, with upper
(75% quantile) and lower hinge (25% quantile). The middle horizontal line represents the median (50%
quantile) and the whiskers display a ± 95% confidence interval. Lastly the “cloud” shows the spread of
the data. The raincloud plots were created using R Statistics (R Core Team, 2021) and The Raincloud
Plot package by (Allen et al., 2021).

conditions (F (1,66)=4.35, p<.05 (d=.06). No significant interaction was found between Collaboration-

by-Gaze Type.

In contrast, for Experiment 2.2, I found no main effect for Collaboration (F(1,64)=2.66, p=.11 (d=.04)),

Gaze Type (F (1,64)=1.45, p=.23 (d=.02)), nor an interaction (F (1,64)=3.50, p=.07 (d=.05)).

Accuracy results from Experiment 2.1 found that participant’s responses were significantly more

accurate in Collaborative, Eye conditions at 88% (M=35.01, SD=7.51) compared to Collaborative,

NoEye conditions at 84% (M=33.70, SD=6.98; t(79)=3.05, p<.001, Cohens d=-.34).

Similarly, in Experiment 2.2, accuracy was significantly higher in Collaborative, Eye conditions at

90% (M=36.18, SD=5.81) than Collaborative, NoEye conditions that were 88% (M=35.20, SD=6.19;

t(79)=2.36, p=.02, Cohens d=-.26).
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3.5 Discussion

3.5.0.1 Summary of findings

Experiment 2.1 found that Eye conditions were significantly faster than NoEye. This result was

originally hypothesised for Study 1 (1.1-1.5) but was not found in the first two experiments (1.1-

1.2). However, after revisiting the gaze sequence with the aim to improve the paradigm, I developed

systematic trials that were matched. This was largely achieved by (i) controlling and balancing the

gaze shifts within each condition and (ii) having them at a defined and consistent timestamp. A

detailed explanation of these changes is written in Section 3.3. As a result of these changes, I observed

a significant effect of Gaze Type in Experiment 2.1.

The results of Experiment 2.1 replicated the effect of Collaborative conditions that were found in Study

1 but also highlighted the effect of eye-contact on response times. Notably, I did not see the same

effect of Non-Collaborative, Eye conditions that were observed in some of the experiments in Study

1. I speculate that this effect may be regulated by the use of a disembodied head and/or the initial

sequence. As intention monitoring was not the focus of our studies, I cannot comment further at this

stage but consider its role as a possible future investigation and manipulation within the paradigm.

However, the results from the effect of Gaze Type in Experiment 2.1 may provide evidence for a social

effect of gaze. Overall, the gaze sequences that recruited the participant’s eye contact was processed

differently in comparison to the gaze sequences that did not engage in eye contact. In Particular, we

see this difference within Collaborative trials. When the participant was given the location information

i.e. the board that the puzzle piece belonged to, the trials that included eye contact (Collaborative,

Eye) were still faster in comparison to trials that did not (Collaborative, NoEye). Similarly, when no

useful gaze direction is given (Non-Collaborative), participants also responded faster after engaging

in eye contact with the virtual human (Non-Collaborative, Eye) compared to trials that did not

(Non-Collaborative, NoEye). The overall significant decrease in response times when engaging in eye

contact may suggest an influence of eye contact where our attention is possibly heightened and we

assign importance to the behaviour (Ristic et al., 2002).

Critical evaluation of the paradigms I have developed has helped identify possible limitations. Firstly,

the virtual human’s likeability and suitability for participants remain a concern. In feedback from

conference poster sessions, experts in the field suggested changes to the virtual human look. Suggestions
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centred around developing a virtual human that looked more friendly and natural, with concerns that

the overall look and feel of the virtual human may be contributing to the uncanny valley effect. An

aspect of realism that was not included in Study 2, was the use of the virtual human’s eyelids. In Study

1, I made use of sporadic eye blinks, as a result of using recordings derived from human behaviour.

However, in Study 2, I programmed the virtual human’s eye-gaze and therefore the eyelids would

also need to be programmed, in order to blink. This was achieved for Study 2 but unfortunately did

not have the desired effect and added an additional element of ‘strangeness’ to the virtual human.

Animating the virtual human’s eyelids to reflect a natural movement, required a better understanding

of eyelid movement and animation. To capture this accurately, it would have required more time and

training to achieve. This wasn’t feasible in the given time frame and therefore, a decision was made to

keep the eyelids static. Future experiments could address this by working on effective animations for

eyelids that consider (i) the lowering of eyelids when gazing in certain directions, particularly when

gazing down and (ii) the inclusion of blinks.

In addition, I propose an overall focus on the animation of the virtual human to increase realism. As

stated in Chapter 2, I propose that future paradigms should include idle animations of the virtual

human, that make use of breathing animations to replace the fixed body used in all of my studies.

While the study is not focused on whole-body behaviour, I believe it would be appropriate to include

subtle animations that would increase the realism of the virtual environments I display to participants.

To do this with the current disembodied head, an animation skeleton would need to be rigged with

a chosen or modelled 3D body. This type of work can be done in free and open-source software like

Blender. Blender offers computer graphic tool sets for the whole 3D pipeline and includes; animation,

3D modelling and rigging (Blender, 2018). This software could also be used to model new virtual

humans and develop the paradigm with different agents. Animation of the virtual human is key to the

paradigms’ future development. This is beyond the scope of Unity capabilities and requires more time

and experience using software like Blender.

3.5.0.2 Implications for the next experiment

Overall, the online experiments outlined in Study 1 and 2 (1.1-1.5 and 2.1-2.2, respectively) have

extended the breadth of joint attention literature by demonstrating the effects of dynamic eye-gaze.

Study 1 demonstrated a strong effect of Collaborative conditions and presented a potential effect

of eye contact that led to refinements for Study 2. The experiments of this chapter (2.1-2.2) have
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provided me with the final version of the paradigm that will be used in Experiment 3 and displayed

in a virtual reality head-mounted display while recording EEG and eye-tracking, concurrently. It is

worth noting that the use of online experiments, although initially dictated by the pandemic, are a

useful and quick tool to prototype novel paradigms and refine conditions before recruiting in person

participants. This medium allows for fast data collection, the narrowing of parameters and the ability

to collect data remotely (from within participant’s homes) without requiring travel and potentially

troublesome logistics.
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4. The role of eye-gaze in joint

attention: a EEG-VR study

In the final study, in-person testing was resumed by following COVID-19 standard operating procedures.

Original plans for this work would have incorporated both initiating and responding to joint attention.

However, due to time constraints, only responding to joint attention was investigated. The refinements

to the paradigm that were made in Experiment 2.1 were used and this allowed a direct comparison

between a 2D computer screen and an immersive virtual environment using a head-mounted display. In

addition to the method of presentation, I also recorded complimentary EEG and eye-tracking data.

4.1 Introduction

This final study concludes the set of experiments for the PhD project. After taking COVID-19

limitations into consideration, my main goal was to replicate the experiment in an immersive virtual

environment. The online studies reported in chapters 2 and 3 provided an accessible platform and fast

data collection to adapt and develop the paradigm’s sequence. After making these changes, I analysed

the data and reconsidered each aspect of the sequence, to create a balanced and concise paradigm

ready for in-person testing in virtual reality.

Accurately measuring and understanding the role of gaze in joint attention is important in order to

gain clarity on non-verbal communication as a whole. Collectively, the online results provide a better

insight into the process of joint attention. The take-home points from these experiments have been
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combined and used to make a more complete paradigm with more modalities. This chapter made use of

a head-mounted display to increase participants’ presence in the scene and was coupled with recording

EEG, which allowed me to pair the neural correlates associated with the behavioural changes elicited

by the experiment. The acquisition of electrophysiological data when using an immersive environment,

would extend the literature by informing on neural signatures associated with collaborative gaze and

eye contact. By identifying the neural correlates of collaborative gaze and eye contact, I could further

understand the behaviours that are critical in the process of joint attention. The combination of

immersive virtual reality and neuroimaging can be described as ‘Neuro-VR’, an example is displayed in

Figure 4.1. Neuro-VR, in this case EEG-VR, presents a novel way of investigating cognitive research

questions whilst collecting multimodal data in an ecologically valid format. Such a pairing allows for

the interrogation of many social questions that require dynamic, flexible agents and settings (Gregory,

2021). The implications of this will be discussed further in Chapter 5.

This study also provides a comparison of online and in-person virtual reality experiments. The results

from the comparison will be useful for advancing psychology research and to ascertain the usefulness of

immersive virtual reality tools in this field. Crucially, the data compares and explores the differences

between immersive virtual reality and 2D computer screen presentation. The standard presentation for

experiments is on a 2D computer screen and this is true for most neuroimaging studies. The differences

found between the two approaches emphasise the need to distinguish between virtual reality equipment

used in experiments and the benefits that can be found in each (discussed in Subsection 1.1.4). The

findings from this study were directly compared to the results of Experiment 2.1 (a replication of the

experiment that was presented on a 2D computer screen). I will discuss the implications of this at the

end of the chapter.

The literature has built an understanding of the neural correlates of joint attention largely through

static and 2D paradigms. In general, there are reports of mu activity (11-16Hz) in relation to studies

that require motor preparation and in particular, hand motor preparation (Pfurtscheller, Neuper, &

Krausz, 2000). However, the two main neural frequencies that are largely investigated in relation to

joint attention are alpha (8-12Hz) and theta (3-7Hz). Both alpha and theta signatures individually

and collectively have been associated with attention and social processing. Changes in alpha, notably,

decreases in power have been associated with higher levels of attention (Sauseng et al., 2005). In regards

to joint attention, eye gaze has been reported to modulate alpha power. Eye contact both attracts

and holds attention (Senju & Hasegawa, 2005; Senju et al., 2005). On a neural level, this has been
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Figure 4.1: An image of the physical experimental set-up. Photographed is a participant seated with
the EEG cap on their head and head-mounted display on top. Participants sat at the desk with both
fingers on the keyboard for button responses. The blue amplifier is connected to the EEG cap and a
small tablet that visualises the live EEG data, as well as triggers (circled in red), that are set up.

observed by pronounced decreases in alpha for direct eye contact compared to averted (Kompatsiari,

Bossi, & Wykowska, 2021; Gale, Spratt, Chapman, & Smallbone, 1975). Importantly, Kompatsiari et

al (2021) found alpha-band desynchronisation (decreases in alpha power) associated with an agent

engaging in eye contact before providing an informative and directional gaze. These decreases were

present over left fronto-central and central electrodes. This pattern of alpha decreases is also true when

comparing conditions of successful joint attention (both agents looking at the same object) versus no

joint attention (agents looking at different objects) (Lachat et al., 2012).

Evidence for theta activity, specifically increases in theta power (synchronisation) are linked with social

information integration, over posterior areas (H. Wang, Callaghan, Gooding-Williams, McAllister, &

C.L.Kelly PhD Thesis, Aston University 2023 89



4.1. Introduction

Kessler, 2016) which are positioned in the literature as an integrative hub for complex social scenarios

(Patel, Sestieri, & Corbetta, 2019; Patel et al., 2021). For example, mentalising abilities have been

linked with theta synchronisation and have been evidenced by non-invasive theta stimulation facilitating

these abilities (Gooding-Williams, Wang, & Kessler, 2016). Evidence of this is conveyed in Gregory

et al’s (2022) study that investigated both alpha and theta signatures of social (virtual human) and

non-social (arrow) cues on working memory. During their encoding interval, they found stronger

increases in theta power during the social cue, suggesting theta power may have been modulated by

cue type. Their theta effects were in line with research that suggests frontal theta as a mediator for

attentional processing and parietal theta for memory encoding (Khader, Jost, Ranganath, & Rösler,

2010). Whereas a lack of theta power and therefore integration has been found to predict impaired social

cognition in schizophrenia (Patel et al., 2019). In line with this, studies investigating schizophrenia

and bipolar disorder have reported reduced theta power when gaze processing. This was specifically

reported between anterior face processing and posterior areas (Grove et al., 2021), specifically, midline

anterior and left posterior regions (Lasagna et al., 2023).

Mu rhythms were investigated as participants would be required to prepare their motor response, in

this instance, a button press using their index finger. Decreases in mu activity over central electrodes

are commonly associated with motor preparation (Pfurtscheller, Brunner, Schlögl, & Lopes da Silva,

2006). However, the specific frequencies are debated when considering whether they overlap with

alpha frequencies or not. In this study, I observed mu activity that overlapped with alpha frequencies.

Therefore, mu activity was distinguished from alpha based on the topography i.e. bilateral decreases

over central electrodes were considered mu rhythms.

The literature on joint attention presents a spectrum of studies that have observed interactions ranging

from two human agents (Dravida et al., 2020), to a human agent and a robot agent (Admoni &

Scassellati, 2017). While I argue that changing the combination of agents in a study can affect the very

behaviours that I am looking to identify, these approaches help us build a full picture of the behaviours

associated with all possible agent interactions. A key point mentioned in Chapter 1, Subsection 1.1.2.1,

highlights that future research should aim to develop consistent paradigms that apply strict criteria

to the manipulations, with a clear aim of the behaviour that is being investigated. This would allow

studies to be directly compared across different approaches that may use an alternative agent. As a

result, hypotheses were informed based on data (i) from the previous studies in this project (Chapters

2 and 3), (ii) that were formulated as a result of the literature on robots (Kompatsiari et al., 2021)
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and (iii) using 2D screens in static neuroimaging scanners (Caruana et al., 2015). Joint attention

literature that utilises dynamic stimuli, particularly when using a novel tool such as Neuro-VR are

relatively rudimentary. While I am aiming to use the literature to guide my expectations of the

electrophysiological data, the paradigm is novel therefore, I will also be exploring the main and simple

effects within the data. Below are the hypotheses made:

4.2 Hypotheses

4.2.1 Behavioural

H1: Participants will respond faster in Collaborative compared to Non-Collaborative trials.

H2: In Collaborative trials, participants will respond more accurately in Eye vs NoEye conditions.

H3: Across both Collaborative and Non-Collaborative conditions, response times will be faster for

Eye vs NoEye conditions.

4.2.2 EEG

H4: In Eye vs. NoEye trials, I predict that Eye trials will have alpha power decreases over left

fronto-central and central electrode clusters. This data will be explored.

H4: When comparing Collaborative vs. Non-Collaborative trials, I predict that Collaborative trials

will show theta power increases over posterior areas. This data will be explored.

4.3 Methodology and Materials

4.3.1 Physical set up

The HTC Vive Pro Eye was the headset used to present the immersive virtual environment and this

was utilised in conjunction with the integrated Tobii eye-tracker (Figure 4.2). The headset used two

lighthouses or base stations, which are laser-based positional tracking systems. The lighthouses are

placed around the chaperone area (the designated area where the user in the headset can rome) and
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Figure 4.2: A combination of photographs taken of the HTC Vive Pro Eye. Photographs A-C show
different angles of the headset with A presenting a front view. Picture labeled B shows the head
support at the back with the black circle to adjust the headset in length. C is an overhead view with
the adjustable strap to help keep the display in position and alleviate some of the weight from the face.
Lastly, image D, shows the black dashes around the lenses, which correspond to the eye-tracker.

track the position and orientation of the head-mounted display (see Figure 4.3). Inside of the headset,

the screen is a Dual OLED 3.5” (diagonal) with a resolution of 1440 x 1600 pixels per eye (2880 x

1660 pixels combined) at a 90 Hz refresh rate and 110◦ field of view. The eye-tracking specifications

make use of the HTC SRanipal SDK which includes a 120 Hz binocular output frequency, 0.5◦-1.1◦

accuracy and trackable field of view at 110◦. The head-mounted display weighed 800g and had a

wired connection to a stationary PC that the virtual environment was run on using Unity Technologies

(Unity3D, 2019).

There is a rapid development of alternative (to EEG) mobile brain imaging equipment, with the

increased use and development of fNIRS and OPMs. Each of these imaging techniques provide its own

benefit, for example, OPMs have the capacity to provide greater spatial resolution and recordings with

reduced neck muscle interference (Roberts et al., 2019). However, at the current stage of technological
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Figure 4.3: A photograph of the room setup, focusing on lighthouse positions that have been highlighted
in red.

development, OPMs have reduced mobility and stronger interference when combined with a head-

mounted display. Although the fNIRS hardware allows for mobility, the data acquisition and cleaning

capabilities to deal with user movement are still underdeveloped (Abtahi et al., 2020). This would have

provided a strong benefit to use fNIRS in movement-based Neuro-VR tasks. However, the technology

for OPMs requires further development, and fNIRS compromises temporal resolution and is restricted

to limited cortical activity (Wei et al., 2020). As a result, this study used EEG as it still provides

excellent temporal and good spatial resolution for oscillatory signal analysis (Lopes da Silva, 2013).

Studies have also found that the two modalities (EEG and VR) are compatible for combined usage,

where signals <50 Hz have been shown to remain largely unaffected by their simultaneous operation

(Hertweck et al., 2019; Weber et al., 2021).

It is now possible to combine the two, to create a novel Neuro-VR approach that adopts an enhanced

naturalistic and immersive environment, in order to investigate neural signatures elicited in experimental

tasks. Within neuroscience research, virtual reality is being applied effectively to facilitate the

treatment of phobias (Botella, Fernández-Álvarez, Guillén, Garćıa-Palacios, & Baños, 2017), aiding

with rehabilitation after various brain injuries (Laver, George, Thomas, Deutsch, & Crotty, 2012), and

consolidating spatial navigation for patients with dementia (Tu, Spiers, Hodges, Piguet, & Hornberger,
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2017). These techniques are still new and are continually being developed to better fit the target

population. However, the current successes provide a basis to expand the use of Neuro-VR clinically

and within psychological research.

This study combined an ANT Neuro 64-electrode EEG cap with the HTC Vive Pro Eye HMD and

made use of the in-built eye-tracker. Within the virtual environment, ‘colliders’ were used to create

regions of interest (Figure 4.5). In Unity, colliders are invisible but are physical 3D objects that can be

attached to an object in the scene to define the shape. A script can then be assigned to the collider to

detect collision from other objects. In this scene, a ‘raycast’ has been attached to the participant’s

gaze (see Figure 4.4) and the script attached to the colliders was responsible for recording the time of

gaze entry and exit. A separate script was then used to record the participants’ eye gaze throughout

the experiment. A raycast in this case, is a physics function within Unity that casts a ray from its

origin. In this example, the origin is the participant’s eyes, which are traced to calculate their line

of sight. Ray casting is used more widely within 3D modelling software and the computer graphics

industry to determine the objects that are visible within a set trace and allow researchers to measure

traces in 3D and dynamic scenes (Roth, 1982).

C# language was then used to code the location of the virtual human’s eye-gaze behaviour in Visual

Studio. For each participant, a JSON file was utilised to hold their individual and unique experimental

sequence. This file included x, y and z coordinates of the positions that the virtual human would gaze

toward. These positions were either (i) directly looking at the participant, (ii) gazing laterally and

looking at either one of the puzzle boards or (iii) looking up at nothing or looking down at the puzzle

piece. To execute this, I coded the virtual human’s gaze to follow an invisible object. The coordinates

in the JSON file (see Figure 4.6) were then used to direct the invisible object and in turn, guide the

virtual human’s gaze.

4.3.2 Virtual set-up

The virtual set-up displayed in the headset utilises the iteration of the gaze sequences from Experiment

2.1 detailed in Chapter 3. This included a reorganisation of the gaze sequence that was equally

weighted in (i) the number of gaze shifts made, (ii) the time the informative gaze was performed, (iii)

counterbalancing of gaze locations in Non-Collaborative conditions, (iv) the length of a trial and (v)

computer-controlled gaze.
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Figure 4.4: Two still images of the scene set up with the gaze raycast visible. On the left, the camera
icon represents the position of the main camera where the scene begins, facing opposite the virtual
human. The white line reflects the participant’s head positions (measured by the headset) and the
fushcia line, that is extended from the camera icon is the gaze raycast which represents the participant’s
eye-gaze position. This is updated in real time and is the object used to detect when the participants’
gaze has entered one of the colliders that have been set up (see Figure 4.5). On the left hand side, the
virtual human’s puzzleboard collider records the time of entry and time of exit. On the right hand
side, is a still image from the participant’s point of view. The gaze raycast is focused on the black
puzzle square and does not trigger a collider box. In the experiment, the visibility of the gaze raycast
is turned off and participant’s would not have seen the fushcia line in front of them.
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Figure 4.5: A still image of the colliders that were used as regions of interest for the participants’
eye-tracking data. They have been made visible in the virtual environment (highlighted in green) for
visualising purposes.

Figure 4.6: Here is an example line of Python code that populated the JSON file for each participant.
Two JSON files are displayed in Visual Studio 2019 to demonstrate the two sections of each file. On
the left, is the configuration for each condition which details the specific x,y and z coordinates for the
gaze locations, And on the right, is the trial list that has been randomised for each participant.
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Figure 4.7: A view of the eego software with a virtual representation of each electrode in line with the
10-10 system. Each electrode varies in colour depending on the impedance level. Green, as seen in
this image, denotes low impedances below 20Ω. The colour then increases (highlighted in red on the
image) as the signal becomes progressively worse until it becomes white which represents no signal at
all. Image adapted from ANT Neuro website (Hengelo, The Netherlands).

4.3.3 EEG measurement

The electrophysiological data were recorded while participants completed the joint attention task

in the head-mounted display. A 64-channel ANT Neuro waveguard mobile EEG system (Hengelo,

The Netherlands) recorded the data and digitised it using a sampling rate of 500 Hz. The EEG

equipment consisted of the amplifier for data acquisition and a tablet to visualise the recorded data,

the experimental markers (pictured in Figure 4.1) and impedance level (Figure 4.7. The individual

placement of the electrodes were in line with a modern adaption of the International 10-20 convention

(Jasper, 1958), the 10-10 system (Nuwer et al., 1998; Nuwer, 2018). Individual electrode impedances

were adjusted below 20Ω prior to recording by injecting ‘One Step Clear Gel’ into each electrode

(Figure 4.7). The data was recorded in an offline set-up, with CPz as the common reference and AFz

as the grounded position.

Triggers were embedded within the Unity experimental setup. These triggers were then communicated

to the ANT Neuro tablet using the ‘Lab Streaming Layer’ (LSL) plugin. LSL is an open-source package

that can be used in conjunction with a range of software including Unity, PsychoPy and PsychToolbox.
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The plugin allows you to sync your coded triggers with EEG recordings and also visualise them on the

tablet. Throughout each trial, triggers were placed at set points in the EEG data. The visualisation

that LSL permits is highlighted in Figure 4.1. These were (i) at the beginning of the experiment, (ii)

when the screen turned grey after the trial sequence, (iii) at the end of the trial and (v) when the

participant responded.

4.3.4 Participants

Participants were recruited through an advertised poster (Appendix B) where they were paid £10/

hour to participate in the study. The following inclusion criteria were used: Must be aged between

18 and 40, have normal-to-corrected to normal vision and be able to understand verbal and written

information presented in English. Must not be sensitive to motion sickness or have a diagnosis of

photosensitive epilepsy, hypertension or traumatic brain injury. In addition to the explanations given

for participant exclusion in Chapter 2, a few extra criteria were added to reflect the incorporation of

EEG and a head-mounted display. Firstly, I had to ensure that individuals with photosensitive epilepsy

were not included as a result of the head-mounted display. Occasionally, disconnections can happen

as a result of lost signal between the lighthouses and the headset (e.g. a person walking in front).

This can cause the screen to flash black and quickly back to normal (as the connection is restored),

potentially triggering an epileptic seizure. Also, a diagnosis of hypertension was included because,

a sustained increased blood pressure level can result in significantly different EEG patterns. Lastly,

participants may experience motion sickness or nausea from the virtual reality equipment. If they have

had previous experience with motion sickness, it is possible that the equipment may induce this feeling

again and therefore, are excluded.

In Experiment 3 there were 38 participants analysed, 21 were female and the mean age of all participants

was 27 years. Participants age ranged between 18-40 years with a standard deviation of 6 years. All

procedures complied with the Declaration of Helsinki and were approved by Aston University ethics

committee (Appendix F).

A sample size of 34 was calculated from an a-priori power analysis (G*Power, (Faul, Erdfelder, Lang,

& Buchner, 2007)) for the main effect of Collaboration. A small to medium effect size (r=.16) and a

high correlation (0.7) were calculated from Experiment 1.1. Although this specific paradigm has not

been tested with EEG before, other studies on eye contact have reported effects with less than the
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proposed number of participants (Kompatsiari et al., 2021). Based on this, I deemed the calculated

sample size appropriate.

4.3.5 Data exclusion

For all data, participants were asked to fill out the short Autism Quotient Questionnaire (Baron-Cohen

et al., 2001). Individuals who scored above 26 were excluded from the data (Ashwood et al., 2016). The

cut off of 26 is one standard deviation above the mean score of neurotypical participants. This exclusion

criteria was chosen from the questionnaire in order to only include neurotypical data within this study

that represents a homogeneous sample of participants. Forty-three participants were collected and five

participants were excluded from before the final analysis for scores higher than 26, leaving a total of

thirty-eight participants.

For the behavioural data, trials were excluded if (i) there is no response, (ii) the recorded response

time is >=2SD and (iii) if the response is incorrect (this is only applicable on Collaborative trials

where a correct answer is possible).

For some participants EEG data may not be usable due to experimental error or environmental factors;

however, in these cases, the behavioural data will be used if it is still present after outlier rejection. All

attempts were made to be as inclusive as possible for all data collected, though data cleaning procedures

mentioned in Subsection 4.4.4.1, may result in further trials being excluded. In this experiment, no

participants were removed as a result of noisy EEG data.

4.3.6 Procedure

After expressing interest through email, participants were sent an information sheet (Appendix A).

Once happy with the information, a time was organised for the participants to visit the ALIVE labs,

located in Aston University main building. On arrival, participants were verbally guided through the

process by the experimenter (myself) and given the opportunity to re-read the information sheet, ask

any questions and sign the physical consent form. It was emphasised that if they felt uncomfortable

or did not want to continue at any point, the experiment would be stopped and this would not be

prejudiced against them in any way.

The experiment then began with the AQ questionnaire (Baron-Cohen et al., 2001) (Appendix G) that
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was presented to them on an Apple iPad. Next, the circumference of their head was measured and

the appropriate EEG cap size was placed on the participants’ head. Depending on the participants’

hair style or religious belief, they were asked to leave their hair naturally and/or remove any head

dressings. This information was included in the information sheet sent to them and reiterated at the

beginning of the experiment. The cap sizes ranged from small (47 - 51cm), medium (51 - 56cm) and

large (56 - 61cm). Once fitted and participants were comfortable, the procedure for adding gel around

each electrode was explained and again, they were told that if they felt uncomfortable at any point, to

inform the experimenter. After adding gel to the first electrode as a demonstration, participants were

asked if they were okay and happy to continue. The experimenter would also intermittently check and

ask the participant if the pressure applied to their head from the EEG cap was okay and if they felt

comfortable.

After adding the gel to the electrodes, the task was explained and participants were told: “Thank you

for agreeing to take part in the study. You will now be presented with a succession of tasks (trials)

and they will go as follows: The virtual human will appear on the screen. Shortly after, the virtual

human will be presented with a puzzle piece in front of them (this is only visible to them). You will

see the back of the puzzle piece, which will look like a black square. The virtual human will perform

an eye-gaze sequence that will suggest whether the puzzle piece belongs to your board, or theirs. They

will try to be truthful but might not always get it clearly across. It is your task to decide which puzzle

board you think they are suggesting. Place your dominant index finger on the ‘↑’ key and your other

index finger on the ‘↓’ key, as was indicated on the print out of the instructions. When the screen goes

grey, you will indicate whether you believe the puzzle piece is for yourself (using the ‘↑’ key, pointing to

you) or for the virtual human (using the ‘↓’ key, pointing to them). You must do this as quickly and as

accurately as possible. You will first go through some practice trials. Once you are comfortable, let the

experimenter know and you will begin the main trials. Please press the space bar when you are ready.”

Again, the participant was offered the opportunity to ask any questions and confirm their understanding

of the task. The researcher asked participants to remain as still as possible during the task, this was

to reduce any electrical activity produced by their muscles and that might be picked up by the EEG

electrodes. Examples of these artefacts were demonstrated to participants as they were asked to either

move around or clench their jaw while viewing the EEG tablet. Participants then put on the HTC

Vive Pro Eye head-mounted display with the help of the experimenter. With the headset fitted and

comfortable, participants would first calibrate the software to their eye-gaze. This software is native to
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the headset and a part of the Vive Pro Eye system. Calibration was done for each participant and

involved (i) adjusting the interpupillary distance (IPD), (ii) adjusting the position of the headset on the

participant’s face and (iii) calibrating the gaze positions. Directions for each of these adjustments were

displayed on the screen to the participant (see figure 4.8) and help was provided by the experimenter.

Figure 4.8: A figure of screenshots demonstrating the process of calibration within the head-mounted
display. The image shows the sequences of tasks involved in calibration. Image A, shows the adjustment
of the headset to ensure that it is positioned on the users head in line with their eyes. Image B,
requires the user to adjust their IPD by turning the knob on the side of the headset until the solid blue
line is within the white box. Next, image C shows the eye tracking calibration; the users are asked
to follow the blue dot around the screen. Lastly, image D is displayed once calibration is completed,
where users can check to see how well the calibration has worked by focusing on one of the dots to
make it light up in blue.

Participants would then have the chance to practice the experiment. Once happy with the task that

was required of them, they would begin the full experiment where eye-tracking and EEG would be

recorded concurrently (see figure 4.1). The paradigm lasted around 20 minutes in total. Participants

wore the headset for around 25 minutes and a maximum of 30 minutes. Upon the conclusion of the

experiment, the experimenter would help the participant to remove the head-mounted display and

EEG cap. Washing facilities were provided in the laboratory for participants to wash and dry their

hair. Participants were thanked, provided with a gift voucher and ushered out of the building.
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4.4 Results

4.4.1 Behavioural analysis

An ANOVA was conducted on response times (RT) over the two factors of Collaboration (Collaborative

vs.Non-Collaborative) and Gaze Type (Eye-contact vs. No Eye-Contact). For the analysis of response

times, I used all Non-Collaborative trials but only correct trials from the Collaborative condition.

R Statistics software (R Core Team, 2021) was used to arrange the data into a suitable format.

Then, the cleaning process was conducted in Matlab 2019b and involved removing trials that were

either (i) incorrect or (ii) outliers, which were defined as responses that were faster than 200ms.

The removed trial numbers were then saved and later used in the EEG cleaning process. Next, the

descriptive statistics of each condition, for each participant, were calculated using the mean and

standard deviation. The outliers for each participant were calculated using the minimum and maximum

range by either subtracting the mean from 2 standard deviations or adding 2 standard deviations to

the mean, respectively. After removing the outliers, the participant’s mean for each condition was

calculated again and compiled into a spreadsheet. This spreadsheet was then opened in JASP statistics

where a repeated-measures ANOVA was run on the response times.

Due to the nature of the Non-Collaborative gaze sequences, the virtual human does not look at either

puzzle board. The virtual human either looks up (toward the ceiling) or down (at the puzzle piece).

At these central gaze points, the virtual human’s gaze is equidistant from both boards. Therefore,

in the Non-Collaborative condition, the correct answer is not defined and it is meaningless to derive

an accuracy measure. However, accuracy was established in Collaborative gaze sequences, where the

virtual human looked at one of the puzzle boards. The puzzle board that the virtual human gazed at

was assigned as correct. A two-way t-test was then performed to determine the potential effect of Gaze

Type (Eye versus NoEye) within the Collaborative condition.

4.4.2 Behavioural results

A repeated-measures ANOVA revealed a significant main effect for Collaboration, where partic-

ipants responded significantly faster in Collaborative conditions compared to Non-Collaborative

conditions(F (1,37)=27.40, p<.001 (d=.43). Additionally, within Gaze Type, participants responded
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significantly faster during Eye conditions compared to NoEye conditions (F (1,37)=12.91, p<.001

(d=.26).

Figure 4.9: Response time data in milliseconds for Experiment 3. The graph shows each 2x2 factor
(Collaboration vs. GazeType) with Collaborative conditions in purple and Non-Collaborative conditions
in blue. For Gaze Type, Eye conditions can be seen in the darker shades and NoEye conditions in the
lighter shades. The graph displays the following means for each factor: Collaborative, Eye (M=0.67,
SD=0.29); Collaborative, NoEye (M=0.68, SD=0.28); Non-Collaborative, Eye (M=0.73, SD=0.27);
Non-Collaborative, NoEye (M=0.78, SD=0.30).

Accuracy data revealed no significant difference between Collaborative, Eye at 95% correct and

Collaborative, NoEye conditions also at 95% correct (Eye (M=37.87, SD=2.76), NoEye (M=37.84,

SD=3.00); t(38)=.09, p=0.93, Cohens d=.01).

4.4.3 Eye-tracking analysis

The data analysed from the eye-tracking data included pre-specified regions of interest (ROI). These

were (ROI 1). the head of the virtual human, (ROI 2). the left puzzle board and (ROI 3) the right

puzzle board. I initially aimed to analyse the ROIs by (i) the total time looked at (ii) the ROI that was

last looked at before responding and (iii) the number of times an ROI was looked at. However, I did

not find enough variation in the eye-tracking data to follow through with these plans. Overall, I found

that participants largely maintained their gaze on the virtual human’s head (ROI 1). Consequently, I

did not visualise the data nor run any statistical analysis on these results. The shortcomings of this
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tool and future suggestions are discussed in detail later in the general discussion (Chapter 5).

4.4.4 Electrophysiological results

4.4.4.1 Pre-processing of EEG

EEG data was read into Matlab2019b®, making use of the Fieldtrip (Oostenveld, Fries, Maris, &

Schoffelen, 2011) and Zapline (de Cheveigné, 2020) toolboxes, which were used to preprocess the data.

First, I applied Zapline to identify line signals from the head-mounted display at 50 Hz line noise and

90 Hz refresh rate (see Figure 4.10) and then used Fieldtrip to apply a band pass filter between 0.5 -

36.0 Hz (Weber et al., 2021).

The data was epoched for stimulus-locked analysis, the trigger that was used was presented after the

virtual human’s gaze sequence had finished and the grey screen for responding appeared (see Figure

4.11). Trials were visually inspected for artefacts and those that were large or noisy were removed.

Independent component analysis (ICA) was used to identify eye-blink, eye movement and heartbeat

components, as well as other known artefacts such as those originating from the muscles, which were

then omitted from the data.

4.4.4.2 Time-frequency analysis

Time-frequency analysis was carried out by using Fieldtrip’s multi-taper-method convolution using

a single Hanning taper. This was applied to frequencies from 2-30 Hz (for every 1 Hz). Power was

calculated at each frequency using a sliding time window, which was set at three times the wavelength

of each frequency. This was calculated in steps of 50ms. The Hanning taper and sliding time window

allowed for time and frequency power estimates within each trial. All of these parameters were set in

response to the frequencies of interest for this task, which were 3 Hz and higher. In the event I was

interested in frequencies lower than 2 Hz, parameters would need to be adjusted to take the slower

wavelength into account.

For each participant, trials were averaged within each condition before comparing conditions statistically.

Time-frequency representations were generated for the full time-frequency spectrum, while statistical

analysis focused on alpha and theta bands separately. Alpha is defined as a neural oscillation in the

frequency range of 8–12 Hz. Theta is defined as a neural oscillation in the frequency range of 3–7 Hz.
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Figure 4.10: Two example outputs of noise removal (50Hz and 90Hz) using the Zapline toolbox.

Additionally, mu rhythms were explored and defined between 11-16 Hz. Spectral analysis was data-

driven, which meant that there were no pre-selected time intervals or electrodes. Multiple comparisons

were corrected using non-parametric cluster-based permutation tests. These were implemented in

the Fieldtrip Toolbox (Oostenveld et al., 2011), with 5,000 permutations calculated (cluster alpha =

p<.05). This robust statistics approach clusters the data in each of the frequency bands across time

points and electrodes, enabling a comparison against our hypotheses.

C.L.Kelly PhD Thesis, Aston University 2023 105



4.4. Results

Figure 4.11: A schematic of an epoched segment in a Collaborative Eye condition. Timing is displayed
in black, indicating the epoched time from start to finish (0 - 6s) and the chosen trigger (3s) which has
been written in red.

4.4.4.2.1 Time-frequency representation

Figure 4.12 shows a time-frequency representation (TFR) over all of the conditions, in comparison

to baseline (0-0.5s). The plots convey the overall activity for each of the frequency bands of interest.

Both TFRs for anterior (A) and posterior (B) show an overall early increase in theta frequencies in

comparison to baseline at ≈0.5-1s (red rectangle). In alpha frequencies, there is an overall decrease

from ≈0.5s to 4s (pink rectangle) and in possible beta and mu rhythms (green rectangle) there is an

early decrease in comparison to baseline (≈0.5s to 4s) and later increases during the response window

(≈4s to 5s). Overall, the TFR plots demonstrate the expected activity from each of the frequency

bands of interest. This helped to inform and understand the overall pattern of activity that had

been observed in the statistical analysis. However, the data in the following cluster permutations has

not been baseline corrected and the calculated comparisons are interpreted in relation to each of the

conditions.

4.4.4.3 Cluster permutation results

4.4.4.3.1 Collaborative vs. Non-Collaborative

The second gaze position that the virtual human shifts their gaze to, indicates to the participant whether

the virtual human is working collaboratively or non-collaboratively. Differences in stimulus-locked

EEG were interpreted in the pre-response period, defined as 0.5-3 seconds. The large window was

chosen as I was interested in the development and processing of the gaze that was presented in the

condition. This is particularly useful for estimating changes in lower frequencies. In Figure 4.13, I
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Figure 4.12: Two time-frequency representations (TFRs) are shown of averaged data across all of the
conditions, in comparison to baseline. The TFR shows an epoch of electrophysiological activity from
0-4.5s which includes the beginning of the trial (0.5s), the end of the trial and beginning of response
window (3s) and the average response time (3.71s). The baseline was set from 0-0.5s. On the left, TFR
A, shows the averaged data over anterior electrodes (F3, Fz, F4, FC1, FC2, Cz, C4, F1, F2, FC3, FC4,
C1, C2) and on the right, TFR B, the figure shows the averaged data over posterior electrodes (P7, P3,
Pz, P4, P8, POz, O1, O2, P5, P1, P2, P6, PO5, PO3, PO5, PO6, PO7, PO8 Oz). Both TFRs show a
red rectangle that highlights the theta increases, a pink rectangle to highlight the alpha decreases and
a green rectangle, that highlights the beta/mu early decrease and later increase.

present results from the sensor-level analysis.

Figure 4.13 compares Mu (µ) rhythm signatures (11-16 Hz). The frequency range selected for

mu partially overlaps with the range set for the alpha frequency. During Collaborative trials, I

observed significant decreases in mu power. Early on in the trial, between 1 and 2 seconds, mu power

desynchronisation begins over the left posterior and anterior areas (1.40s). This is soon followed by

largely anterior patterns (1.60s) that eventually display bilateral, central power differences (1.80s).

Later on in the trial, between 2.28 seconds (when the trial begins to end) and 3.04 seconds (when

participants are required to answer), the neural signature changes. At this point, mu begins to display

decreases in power in the Non-Collaborative trials over posterior and anterior areas (2.28-2.92s). During

the response interval, these effects begin to localise over the left central electrodes.

The time-frequency analysis shows significant alpha decreases (8-12 Hz) in the Non-Collaborative

compared to the Collaborative conditions. Alpha power desynchronisation begins over the posterior

areas once the virtual human has appeared on the screen. Shortly after, when the Collaborative or

Non-Collaborative gaze shift begins at 1 second, this significant effect in alpha power travels towards

the anterior electrodes.

In theta frequencies (3-7 Hz), the figure displays a significant increase in power over right posterior

C.L.Kelly PhD Thesis, Aston University 2023 107



4.4. Results

Figure 4.13: At the top of the figure is a trial schematic depicting the conditions being compared
(Collaborative vs. Non-Collaborative), with examples of the gaze directions. Below the schematic, the
electrophysiological differences between the comparison are displayed. These have been grouped by the
frequency bands of interest and by time. All scales represent t-values from the cluster analyses.
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Figure 4.14: At the top of the figure is a trial schematic depicting the conditions being compared, with
examples of the gaze directions. Below the schematic are the differences between EEG recorded in Eye
and NoEye conditions. Comparisons for all frequency bands of interest are shown. All scales represent
t-values from the cluster analyses.

and anterior areas during Collaborative trials. The significant increase in power over anterior areas

appears at the end of the Collaborative or Non-Collaborative gaze shift between 1.84 and 2 seconds.

Similar theta patterns were also observed in exploratory simple effects (Eye, Collaborative vs. Eye,

Non-Collaborative), which are discussed in Subsection 4.4.4.4.3.

4.4.4.3.2 Eye vs. NoEye

A comparison of pre-response activity (0.5-3s) was analysed between Eye and NoEye conditions. The

results (presented in Figure 4.14) revealed significant alpha desynchronisation in NoEye conditions.

These clusters were present across the left posterior electrodes towards the end of the trial and before

the response window between 2.52 and 2.80 seconds. No significant clusters were found in the mu
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frequency.

Similarly, theta frequencies were analysed in the pre-response period. Within this time, positive clusters

were found for comparisons between Eye and NoEye conditions. These were significant theta-power

increases that were present over the left posterior electrodes during the shift to the second gaze position

(1.28-1.48s). Following the second gaze position (2.20s), theta-power increases in Eye conditions were

observed but were not significant. Towards the end of the trial period (2.68s), comparisons revealed

significant, theta synchronisation over anterior electrodes.

4.4.4.4 Exploratory analysis

The analysis for each of the main effects did not provide a clear understanding of which factor levels

might be driving the observed significant clusters which could be of importance even in the absence of

a significant behavioural interaction between the two factors. EEG offers insights into how mental

processes unfold precisely in time, rather than just measuring the behavioural outcome at the very end.

Given that the respective factor manipulations occurred in distinct trial periods (Gaze Type 0.5-1s and

2-3s vs Collaboration 1-2s) this rationale is particularly warranted here. For this reason, I conducted

an exploratory analysis to compare the simple effects (Collaborative, Eye vs. Collaborative NoEye;

Non-Collaborative, Eye vs. Non-Collaborative, NoEye; Eye, Collaborative vs. Eye, Non-Collaborative;

NoEye, Collaborative vs. NoEye, Non-Collaborative) to gain a better understanding of the factor

combinations that may primarily drive the particular neural signatures that have been observed.

Specifically, I did not have any predictions about the role of theta in Eye and NoEye conditions.

However, I wanted to review whether these differences were present and if so, what role theta appears

to have had in this scenario.

Equally, the only predictions regarding theta were made for Collaborative and Non-Collaborative

comparisons. However, I wanted to analyse whether differences in other frequencies, in this case, alpha

and mu, were dependent on the collaboration of the virtual human. These results are discussed below.

4.4.4.4.1 Collaborative, Eye vs. Collaborative, NoEye

Theta clusters were observed over anterior and posterior areas. Significant theta increases were present

at the end of the trial, where the virtual human either engaged in eye contact or not. Patterns are in
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Figure 4.15: The figure displays a trial schematic of a simple effect (Collaborative, Eye and Collaborative,
NoEye). Examples of the gaze directions for each condition are shown. Below the schematic are the
differences between EEG recorded in both conditions. Differences in theta are shown and no clusters
were found in alpha frequencies. All scales represent t-values from the cluster analyses.

line with effects seen in the main effect of Collaboration.

No significant alpha clusters were present in the data.

4.4.4.4.2 Non-Collaborative, Eye vs. Non-Collaborative, NoEye

Analysis of the Non-Collaborative, Eye vs. Non-Collaborative, NoEye simple effect, shown in Figure

4.16 resulted in theta synchronisation over the left posterior and central anterior electrodes at 1.28s.

These patterns are similar to what is seen in the main effect of Gaze Type.

No significant alpha clusters were present in the data.

4.4.4.4.3 Eye, Collaborative vs. Eye, Non-Collaborative

In Eye, Non-Collaborative conditions, Figure 4.17 shows significantly stronger decreases in alpha

towards the end of the informative gaze shift (1-2s). Here, significant clusters are shown over both

anterior and posterior areas. These clusters continue until roughly halfway through the last gaze shift

when the number of present clusters in the data is reduced (2.68s).
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Figure 4.16: At the top of the figure is a trial schematic depicting the conditions being compared, with
examples of the gaze directions. This figure displays a simple comparison between Non-Collaborative,
Eye and Non-Collaborative, No Eye conditions in theta frequencies. Below the schematic, the
electrophysiological differences between the comparison are displayed. All scales represent t-values
from the cluster analyses.

In theta frequencies, significant clusters also begin towards the end of the informative gaze shift (1-2s).

The comparison revealed theta increases over anterior and posterior electrodes (1.96-2.12s) and later

just anterior electrodes (2.52s).

4.4.4.4.4 NoEye, Collaborative vs. NoEye, Non-Collaborative

Lastly, analysis was performed on the simple comparison of NoEye, Collaboration and NoEye, Non-

Collaboration. Here, significant alpha desynchronisation is present from 2 seconds onwards. The

clusters begin over posterior electrodes and later incorporate anterior areas towards the end of the trial

and just before the participants are required to respond.

No significant theta clusters were present in the data.
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Figure 4.17: At the top of the figure is a trial schematic depicting the conditions being compared (Eye,
Collaborative vs. Eye, Non-Collaborative), with examples of the gaze directions. Below the schematic,
the electrophysiological differences between the comparison are displayed. These have been grouped by
the frequency bands of interest and by time. All scales represent t-values from the cluster analyses.
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Figure 4.18: The figure displays a trial schematic of a simple effect (NoEye, Collaborative vs. NoEye,
Non-Collaborative). Examples of the gaze locations for each condition are shown. Below the schematic
are the differences between EEG recorded in both conditions. Differences in alpha are shown and no
clusters were found in theta frequencies. All scales represent t-values from the cluster analyses.

4.5 Discussion

4.5.1 Summary of findings

This study investigated the role of eye-gaze on joint attention within an immersive virtual environment.

Both behavioural and electrophysiological data were recorded and presented interesting results. The

experiment provided a comparison between using a head-mounted display and using a 2D computer

screen for stimuli presentation. Overall, the behavioural results revealed an effect of both Collaboration

and Gaze Type where Collaborative and Eye conditions were significantly faster, within their respective

factors. These results demonstrated the impact of a head-mounted display and therefore a difference

between the 2D and 3D presentation of the experiment. In the electrophysiological data, it can be

argued that the neurological response implied that Collaboration effects were largely regulated in

alpha frequencies, whereas theta was dominant in the differences for Gaze Type. However, these are

speculative proposals and would need further investigation to confirm.
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4.5.2 Behavioural summary

The behavioural results showed main effects for both Collaboration and Gaze Type. The main effect of

Collaboration was found throughout the reported series of experiments (Experiments 1.1-2.2), so it

was expected that this effect would be replicated in Experiment 3. However, a significant main effect

of Gaze Type was not consistently found throughout but, was found in Experiment 2.1. Similar to

the effect of Gaze Type in Experiment 2.1, Experiment 3 found significantly faster response times

when the virtual human engaged in eye contact with the participant. Taking both of these results

together, I suggest that engaging in eye contact during joint attention may provide a social influence

that facilitates the process of joint attention.

When replicating Experiment 2.1 in this study with the addition of a virtual reality head-mounted

display, the effect size of both main effects increased in comparison to Experiment 2.1. There was

also a decrease in the probability that the effect of Gaze Type was due to random chance. Thus, it

is possible that being fully immersed in a virtual reality environment amplifies the effects observed

in relation to 2D presentations in online experiments. However, differences between lab-based and

home-based experiments may also have an effect.

In addition to the behavioural effects, my argument is also formed on anecdotal evidence from verbal

accounts of the participant’s experiences. For some, it was their first time using a virtual reality headset

and this may have had an effect on their feeling of presence in comparison to a regular user. A post-

experiment questionnaire, such as Whitmer and Singers ‘Presence Questionnaire’ (Witmer & Singer,

1998), should be incorporated into future experiments to objectively measure the participants’ presence

when using either display. In this study, a measure of presence would have allowed me to explore,

interpret and sharpen my understanding of the results. Altogether, I suggest that head-mounted

displays, in comparison to 2D computer screens, can be advantageous when observing social behaviours

and should be considered in certain cases.

4.5.3 Electrophysiological summary

4.5.3.1 The effect of Collaboration

I had hypothesised that the effect of Collaboration would show theta synchronisation in Collaborative

conditions. This was proposed to reflect the increased integration that is a result of the informative
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gaze shift that is conveyed during these trials. Overall, the results did reveal significantly stronger

theta signatures in Collaborative conditions and supported hypothesis H4. However, the topographies

observed were similar to the signature patterns and timings that were found in the exploratory analysis

of simple effects. As a result of the simple comparisons in Subsection 4.4.4.4.3 I suggest that the theta

signatures observed in the main effect of Collaboration may be driven by Eye conditions within the

effect, however, this requires further investigation.

Additionally, significant alpha power decreases were observed over posterior areas and then later over

anterior areas. This is likely due to alpha power decreases in Non-Collaborative trials which have been

related to increased attention (for reviews see (Ward, 2003; Foxe & Snyder, 2011). In Non-Collaborative

conditions, participants’ attention is heightened once they become aware that the virtual human is not

working collaboratively. I propose that this may be an attempt to gain information from the scene that

may help them to make a decision. Thus, the alpha power decrease is more pronounced compared to

the Collaborative conditions, in which participants are given a clear cue towards the puzzle piece and

are possibly preparing to make their response. As a result, I suggest that less attention is administered

overall during Collaborative conditions as the gaze direction provides a clear cue for participants to

attend to.

Mu rhythms were also investigated as a result of the neural signatures observed in the alpha frequencies.

Although this data is exploratory, I will discuss its implications in relation to the comparison of

Collaboration to further the overall understanding. During Collaborative conditions, significant

differences were revealed in the mu rhythm however, the frequency range is still the subject of debate

(Pfurtscheller et al., 2000; Pineda, 2005). In this study, mu and alpha rhythms were found to have

overlapping frequencies. As a result, the rhythms have been separated based on their characteristic

topographies.

In this experiment, mu clusters exhibit activity differences bilaterally and over central electrodes, which

is a distinct pattern typically seen in studies investigating in preparation and execution of voluntary

limb movement (Pfurtscheller et al., 2000). Mu power decreases are commonly associated with motor

preparation, particularly the movement of the hand (Pfurtscheller et al., 2006). In Study 3, stronger

mu power decreases are initially observed in the Collaborative conditions, during the trial period when

the virtual human provides the informative gaze cue; thus, suggesting that action preparation can

commence in these trials. Later on, at 3.04s (after the trial has finished and participants can respond)

positive mu signatures are present over similar electrodes, showing a stronger mu power decrease in
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Non-Collaborative conditions when the participant must respond. I suggest that the early mu power

mirrors participants’ motor preparation in Collaborative trials. These later mu power effects may reflect

the delayed motor preparation in Non-Collaborative conditions. This is reflected in the behavioural

data that reports significantly faster response times in the Collaborative condition.

A possible alternative, but not mutually exclusive, explanation of the early effects involves beta

rhythm (13-18 Hz) and may suggest an effect of attention. The early topographies in Figure 4.13 are

loosely consistent with the beta coupling network reported by Gross et al (2004) which could imply

an attention-based explanation for the early beta/mu frequency effects at 1.4s and 1.6s rather than a

very early motor preparation explanation. These are the earliest effects that have been observed in the

EEG data and could indicate that the Collaborative gaze shift (1-2s) draws on the participants’ initial

attention compared to Non-Collaborative trials. Then, later effects at 1.80s localises over possible

sensorimotor areas, indicating motor preparation that is coinciding in time with alpha attention and

theta integration effects. This explanation could also be carried across to the later, positive power

differences seen between 2.28-3.04s. The earlier positive signatures (2.28-2.92s) also follow a rough

topography in line with the beta coupling network pattern and therefore possibly reflect attention.

Similarly, later positive effects (3.04s) followed a bilateral, central pattern possibly representing later

motor preparation in Non-Collaborative conditions.

4.5.3.2 The effect of Gaze Type

The hypothesis formed around the effect of Gaze Type predicted that Eye conditions would show a

stronger alpha power decrease over left fronto-central and central electrodes in line with Kompatsiari

et al (2021). This was proposed as a result of the associated pattern of alpha decreases when engaging

in joint attention.

However, in the Gaze Type comparison, significant alpha power decreases were observed over posterior

electrodes only. Anterior electrodes did not display any difference in alpha power. While this was

unexpected, it is a possibility that the Collaboration effects dominated this frequency and overshadowed

any Gaze Type effects. Alternatively, these effects could be interpreted as participants finding NoEye

conditions more difficult and therefore, paying more attention to decipher secondary information in

the scene.

Similar to the theta signatures observed in the main effect of Collaboration, theta patterns in Gaze
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Type present significant increases over posterior electrodes. However, in Gaze Type, these patterns

begin (1.28s) over the left hemisphere and over the central anterior electrodes. During this time point,

participants are being presented with either a Collaborative or a Non-Collaborative trial. However,

before this participants would have just engaged in direct eye contact with the virtual human. I

believe this early effect may be driven by the initial eye contact made at the beginning of the trial and

not the following gaze shift (irrespective of indication). This would be supported by literature that

suggests gaze may facilitate integration in theta frequencies (Gregory et al., 2022). In the analyses of

simple effects (Non-Collaborative, Eye vs. Non-Collaborative, NoEye) a similar pattern of posterior

and anterior theta is observed. The simple comparison showed a potential dominant effect of Eye

conditions in theta oscillations. This is in line with reports of eye-gaze (and its default social effect)

being processed differently from non-social cues (Kampis & Southgate, 2020). I propose that the theta

effects observed in Figure 4.14 may reflect this proposed alternative processing as a result of the rich

and more socially complex information associated with eye-gaze.

4.5.3.3 Simple effects

The aim of analysing the simple effects was to explore the data to better understand the main

effects. Overall, these comparisons illustrated a potential driving effect of Eye conditions. This is seen

throughout the theta signatures in each of the comparisons that include Eye conditions (see theta

topographies in Figures 4.13, 4.14, 4.15, 4.16 and 4.17). Additionally, in Non-Collaborative simple

effects, theta clusters occur during the trial period where Gaze Type does not differ (1-2s). At this

point, the virtual human is looking up or down (Non-Collaborative). This seems to indicate that

there are different expectations based on the initial eye contact or lack thereof. The effect implies

that eye contact may operate as a potential trigger to participants that information is going to be

communicated, thus, expectations to that effect, which on Non-Collaborative trials remain unfulfilled.

This is also in line with the lack of significant theta clusters in the NoEye simple comparison (Figure

4.17).

In addition, Non-Collaborative conditions appear to have an effect on alpha power. In these comparisons,

alpha power decreases are stronger over both anterior and posterior areas. Similar to alpha signatures in

the main effect of Collaboration, these signatures begin at later time points, after the Non-Collaborative

gaze shift has completed (2s onwards). This is particularly interesting for NoEye, Non-Collaborative

conditions. In these scenarios, participants are not engaged in eye contact with the virtual human
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and are given no informative gaze cues to direct them to the correct puzzle board. As a result of this

combination, I stipulate that the participant’s attention is heightened in order to gain information to

make a decision (as discussed in the main effect of Collaboration). This is observed through the late

and stronger alpha power desynchronisation in NoEye, Non-Collaborative conditions.

4.5.4 Future work

The study used the revised paradigm in Experiment 2.1 to investigate the role of eye-gaze in joint

attention within an immersive virtual environment. In itself, this study has demonstrated the feasibility

of using an immersive virtual reality paradigm alongside EEG recordings. The virtual reality head-

mounted display provided the participants with an increased level of immersion that I had proposed

would increase the ecological validity of the experiment. Additionally, it also provided a homogeneous

environment where both agents can be present in the virtual world. Using a virtual world allowed the

expectations of the virtual human’s behaviour to be appropriate to what a member of the general

public might assume. For example, I propose that if the virtual human is non-verbal, this behaviour

would be accepted and within the participants’ expectations. This would be less likely if a human

confederate was being used as an agent. Consequently, I believe the limited behaviour of the virtual

human may be better received in comparison to that same behaviour in a human being. Having

said that, I do believe there are improvements, mainly focused on animation that would enhance the

participant’s experience when interacting with a virtual human. The effects of animation and other

suggested improvements are discussed in further detail in Chapter 5.

Crucially, participants verbally reported that the virtual human was a little bit scary or intense. Some

of this was feedback that was presented to me at conferences and during pilot testing. Future work

may consider an alternative virtual human that is rated as more ‘friendly looking’. This could also

be used as a manipulation to investigate virtual humans e.g. age-matched, gender-matched etc. As

discussed at the end of Study 2, there are many improvements that can be made to the virtual human

pertaining to its aesthetic and animation. In particular, improvements could be made concerning the

human-likeness of the animations or lack thereof. In these experiments, the animation was kept very

simple and only concerned with the gaze shifts of the virtual human. This kept manipulations and

aesthetic changes to a minimum to ensure a high control of validity was achieved. While keeping the

animations simplistic allowed these advantages, it is my intuition that the participant’s presence in the

immersed environment would greatly improve. Specific improvements are explored in Chapter 5.
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This study provides further support for the use of Neuro-VR, particularly in social-based experiments

e.g. (Gregory et al., 2022). The pairing of EEG and virtual reality could provide relevant information

regarding the brain signatures associated with specific behaviours. This can also call attention to

the impact that immersive virtual reality may or may not have in these investigations. Long term,

these tools and techniques could form part of a toolbox that works to support individuals who have

difficulties with social communication. An immersive virtual environment that can be used to provide

training through play or gamified therapy is a natural extension for this type of research. This speaks

to a number of fields that have already found benefits, for example, stroke therapy (Prof Nick Ward

UCL) and dementia (Hugo Spiers, UCL). There are many more areas of research that would benefit

from an immersive environment and with training or therapy through play, for example, ASD (Mei

et al., 2018) and post-natal depression. Developing a global understanding of the technology’s utility

would present opportunities to other fields and researchers to further our knowledge of its benefits.

To conclude, I propose that the use of virtual reality when exploring social paradigms may be a critical

tool in social neuroscience and the data obtained from this study could be beneficial for future work.

With the adoption of this tool in our research, we can better understand these phenomena in atypical

populations, particularly those with difficulties in social communication.
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Chapter 5

General Discussion

In this chapter, I reflect on decisions made in the development of the novel paradigm and potential

design choices that would have been implemented with access to different equipment, budgets and time

constraints. I also discuss the results found and what they mean in the contribution to the literature

and where future research should be headed.

5.1 Overview

The aims of this PhD project were focused on better understanding joint attention and the behaviours

that may drive the ability to successfully engage in this process. Throughout the literature, joint

attention is positioned as a core process in the development of social behaviours that are critical to

everyday communication but also to our development (Bruner, 1974; Bretherton & Bates, 1979). This

makes it an important process to understand on a fundamental level and with increasing complexity.

This project focused specifically on elucidating the importance of eye-gaze within the cluster of

behaviours that underpin joint attention. To achieve this, virtual humans were presented on computer

screens and via a virtual reality headset. The online experiments detailed in this thesis displayed

these virtual humans solely on computer screens and were designed to test, refine and build upon the

paradigm. From these experiments, I built a strong foundation of the paradigm’s validity and reliability

based on the manipulations that I had made. The final version of the paradigm eventually came from

Experiment 2.1, the redesign of the gaze sequences provided the experiment with balanced conditions

and higher experiment control. As a result of these changes, I observed an effect of both Collaboration
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and Gaze Type. The results positioned the experiment version as an appropriate paradigm to replicate

in immersive virtual reality, concurrent EEG acquisition.

Overall, I found that an immersive virtual environment enhances the main effects of Collaboration and

Gaze Type. On a neural level, I found significant differences for the factor Collaboration. The results

revealed stronger alpha decrease in Non-Collaborative conditions compared to Collaborative conditions.

These were present over posterior and anterior clusters towards the end of the trial and suggest that

participants were increasingly attentive in Non-Collaborative conditions. A possible explanation of this

effect may suggest that alpha-power, and it’s association with attention, plays a role in the effect of

Collaboration. This is corroborated by the general effects conveyed in the TFRs calculated in relation

to baseline in Figure 4.12. As a result, I suggest that the of the lack of information presented in

Non-Collaborative trials, increased participants’ attention in order to gain information from the scene

that would help them to make their decision.

Notably, in Collaboration comparison, I have separated the trial into the “beginning sequence” (1.40-

1.80s) and the “end sequence” (2.28-3.04s). Overall, I observed weaker power at the beginning of

the trial and stronger power towards the end of the trial in Collaborative conditions. From these

observations, two potential explanations are discussed. The first explanation is tentatively interpreted

in relation to an overlap of mu and beta frequencies. In both the beginning sequence and end sequence,

earlier topographies (1.40-1.60s and 2.28-2.92s) are loosely consistent with a beta coupling network

of attention (Gross et al., 2004). These early topographies may indicate heightened attention for (i)

Collaborative conditions in the beginning sequence and (ii) Non-Collaborative conditions during the

end sequence, indicative of delayed motor preparation for the latter, which is also consistent with the

longer response times. Whereas later topographies (1.80s and 3.04s) may reflect motor preparation in

mu frequencies for the respective conditions, earlier Collaborative and later Non-Collaborative.

Alternatively, it could be argued that all of the signatures (1.40-3.04s) are representative of mu rhythms

and the bilateral, central oscillations are compatible with sensorimotor areas and therefore illustrates

potential motor preparation. Mu-power decreases were observed during Collaborative trials, which are

in line with the motor preparation to respond in Collaborative conditions. Equally, a similar pattern

is observed during the participants’ response window, illustrating stronger mu-power decreases in

the Non-Collaborative trials. Together, these results corroborate the behavioural data that reports a

significant increase (slower response times) for participants during the Non-Collaborative trials.
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In addition, theta effects appeared to be dominant in the comparisons that include eye contact (Eye).

Early, positive clusters were found in these trials that were not present in NoEye comparisons. The

effects of theta are in line with the literature regarding theta integration with social stimuli (H. Wang et

al., 2016) and lead to my proposal that theta oscillations might play a significant role in the processing

of eye contact and its accompanied social connotations in this experiment (Kampis & Southgate, 2020).

To my knowledge, there are only a few studies that have directly linked eye-gaze and theta rhythms

(Gregory et al., 2022) but, these findings provide additional motivation to decipher these effects further.

Overall, my experimental results, provide further evidence that there is a link between theta rhythms

and eye gaze but this would require further investigation. Further exploration of the paradigm and

potential manipulations for future studies are discussed in Section 5.3.

In recent years, psychology, cognitive science and many other fields interested in human cognition have

begun to explore the use of virtual reality. The utility of virtual reality, in its various different forms,

allows researchers to become more creative with their work and to enhance the paradigms and overall

research in new ways. This is particularly true of immersive virtual reality which aims to increase

the user’s presence in the scene. Researchers that are making use of this tool would need to first

determine whether a user, or participant in this case, is truly feeling immersed in the scene. If it is

agreed that the feeling of presence is high for participants, it is then crucial to investigate a question

that makes full use of the virtual reality headset and/or other equipment. Experiments that focus on

tasks that include embodiment, navigation and agent interactions, all rely on a level of presence that

would potentially benefit from an immersive virtual reality headset. Conversely, tasks that do not

require an immersive environment such as the Stroop test and Wisconsin Sorting Card Test, would be

better suited to a computer screen or physical questionnaire.

5.2 Critical evaluation

5.2.1 Physical set up

The final experiment of this thesis made use of a Neuro-VR setup that used a HTC Vive Pro Eye

head-mounted display. This particular headset weighed ≈ 800g with the head strap. Some participants

did mention the weight of the headset being on the heavier side and this was taken into consideration in

the design of the task (see Chapter 3). One example of such design control is with the total experiment
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time. I restricted time in the headset to a maximum of 30 minutes. For this paradigm, 30 minutes

allowed the experiment to contain enough trials that accounted for the signal-to-noise ratio and also

took the participant’s potential muscle strain into consideration. Not only would muscle strain be

uncomfortable for the participant but, it could also introduce noisy and unwanted electrical signals.

This is particularly problematic for EEG. As a result, I aimed for the participant’s total time spent in

the headset to be 25 minutes. This was made up of 20 minutes for the experiment itself and 5 minutes

for eye-tracking calibration and practice trials. Experiments with longer trial times may consider a

lighter headset in order to run the experiment longer for neuroimaging data quality. However, this

sometimes means a compromise on the screen display and timing quality.

Alternatively, neuroimaging could be used in conjunction with other virtual environments such as the

CAVE. Removing the need for a head-mounted display would be beneficial to experimental testing in

a variety of ways. The 4-wall physical set-up of a CAVE provides a unique, virtual experience, that

captures a participant’s entire field-of-view and peripheral vision (see Figure 5.1). Although the CAVE

immerses the participant in its virtual world, it still allows for interactions with real-world objects

(see Figure 5.2), analogous to augmented reality. An example of this can be demonstrated from a

short project I worked on during my PhD. The project focused on investigating step gait in older

adults and required the creation and development of two scenes (i) a pleasant environment to walk

through (park) and (ii) a gloomy environment to walk through (see Figure 5.2). I developed both of

these scenes from first principles and made them compatible with the use of physical steps, which

were included for participants to walk on. While the environment provided one manipulation of the

task, another manipulation was the type of pattern that was projected onto the physical step. My

Neuro-VR paradigm could be adapted to incorporate such features.

Another strength of CAVE systems are the glasses used. They are lightweight and are a minimal piece

of equipment compared to head-mounted displays (see Figure 5.1). The removal of weighted equipment

on the participant’s head and screens that are further away would allow researchers to run longer

experiments. Some may also argue that CAVE systems have a higher sense of presence as there is no

potential muscle strain associated that could remind participants of there whereabouts. A Neuro-VR

combination that used a CAVE, particularly EEG, would benefit from the minimal disturbance of

virtual reality equipment on the electrodes. Additionally, some CAVEs offer a generous space that the

participant could move around in. The use of fNIRS or OPMs at a later date, would be more preferable

for a movement-based experiment, as, unlike EEG, they are not as sensitive to movement. However,
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Figure 5.1: A picture demonstrating a use traversing a CAVE environment whilst wearing stereoscopic
3D glasses

Figure 5.2: Three still photographs of the CAVE scene. Image A, displays the CAVE scene without
stereoscopic glasses, image B displays the CAVE with stereoscopic glasses and image C displays the
the CAVE scene in addition to a physical step.
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due to the cost, maintenance and space required to own a CAVE, there are only a few facilities that

possess and utilise this equipment.

Using a range of tools required careful consideration of the exclusion criteria to ensure participant

safety. For example, it is not uncommon for virtual reality users to experience motion sickness. In this

experiment, the participant’s real-world motion was matched with movement occurring in the virtual

reality space, which helped mitigate against such a response. As this is the most common cause of

motion sickness, the vast majority of participants would be unaffected with such a change. However,

for some, this can still persist and participants were informed on the information sheet (Appendix A)

and again in person to make the experimenter aware such that the experiment could be stopped.

EEG considerations focused on neurological differences and equipment capabilities. Neurological

differences that may present different EEG recordings (e.g. traumatic brain injury) or present a

potential confound to the study question (e.g. ASD) were excluded. I explored the importance of the

neurological exclusion criteria of Study 3 in detail in Subsection 4.3.4.

With regards to equipment capabilities, EEG as a technique is the gold standard for investigating

social questions but it is not without its challenges. The inclusiveness of EEG as a research modality is

becoming an increasingly discussed concern. The EEG cap used in Study 3 was designed and developed

by ANT Neuro for mobile EEG recording. ANT Neuro provides three adult sizes (small, medium and

large) that were designed to fit heads within a bracket of sizes. For example, the medium cap fits a

circumference of 51 to 56 centimetres. Electrodes are placed around the stretchable cap in line with the

10-20 system (Jasper, 1958). In theory, the caps allow researchers to place the electrodes systematically

on each participant however, this is not the case when taking all hair types into consideration. This

EEG cap and most EEG equipment were designed for, and work best when being placed on European

straight hair. Designs (of most imaging equipment) are typically centred around European phenotypes

which makes it increasingly difficult to use these pieces of equipment on Afro or more curly and coarse

hair textures. This is incredibly exclusionary and reduces the diversity of the population sample used

as these hair textures are typical in people of African descent.

As a direct result of this lack of inclusion and other systemic racist behaviours that are entrenched

within our society, racial disparities continue to prevail in research and clinical settings. This is

particularly apparent with EEG, as it is used as the first step for the diagnosis of many disorders.

Additionally, it presents a non-invasive and inexpensive way to measure neural signatures and so it is
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commonly used in both clinical and research settings (Etienne et al., 2020; Petit, Gagnon, Fantini,

Ferini-Strambi, & Montplaisir, 2004; S. J. M. Smith, 2005). In research studies, these design flaws

are manifested in homogeneous populations that are not representative across race or culture. And

it is these research findings that are then used to support, justify and guide the implementation of

industrial outputs such as pharmaceuticals (Brown et al., 2023), artificial intelligence (Buolamwini

& Gebru, 2018) and healthcare practices (Penner et al., 2023). The lack of diversity as a result of

inclusive equipment typically results in participants being turned away on the day, which is a waste

of time, money and can be embarrassing for the participant. In extreme but not uncommon cases,

it can also lead to misdiagnosis. As a result, it is important to highlight the effects of exclusionary

neuroimaging tools and bring awareness of the need to adapt existing techniques whilst developing

new methods and practises for researchers.

In order to reduce the bias of the population sample, it is critical for the experimenter to research afro

hair textures and plan ahead. This includes becoming familiar with afro hair textures and understanding

the accommodations that may be needed. Part of this is to provide participants with appropriate

information beforehand (in the participant information sheet, an example is included in Appendix A)

and to be prepared to adapt to the hair texture on the day. There may be a tendency to choose a

larger cap to account for thicker and coarser hair texture however, it is sometimes appropriate to plait

or canerow the hair in order to minimise the volume and to allow the cap to fit more comfortably and

closer to the participant’s scalp (see Figure 5.3). More recommendations can be found in a rolling

developed EEG handbook created to address this limitation in neuroimaging research and clinical

trials (Richardson, 2021).

Additionally, novel electrodes have been developed at Carnegie Mellon University, coined ‘Sevo

Electrodes’ (Etienne et al., 2020). Engineers developed a novel electrode that provided a reduced

impedance over the EEG gold standard, gold-cup electrodes. Researchers have combined Sevo electrodes

with an electrode-bearing hair clip that fits neatly within parted hair, depicted on the right hand side

of Figure 5.3. This combination of canerowed hair and using a Sevo electrode resulted in a significant

decrease (>15x lower) in impedance measures compared to uncanerowed and canerowed hair that used

gold-cup electrodes. Broadly speaking, such technological developments are desperately needed in the

neuroimaging field to reduce these disparities and promote conscious diverse data collection.

The need for technological development also transfers over to fNIRS. This is particularly important

in terms of the hardware. For fNIRS, the probes possess two critical issues that are required to
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Figure 5.3: Image adapted from (Etienne et al., 2020). Shows the Sevo electrode and electrode-bearing
hair clip placed between two canerows on Afro hair.

be addressed. Firstly, fNIRS utilises infrared light technology to estimate hemodynamic activity in

response to a task (Scarapicchia et al., 2017). Broadly speaking, the technology uses the amount of

light reflected or absorbed on the scalp to obtain physiological signals (Ba, Wang, Karinca, Bozkurt, &

Kadambi, 2021). However, in the development of fNIRS, differences in melanin and pigmentation were

not taken into consideration. As a result, recordings on darker skin are systematically higher in noise

than on lighter skin due to the greater absorption of light for darker skin (Webb, Etter, & Kwasa,

2022). In addition to the technique used, the physical build of fNIRS is not inclusive of different hair

textures. To record blood oxygenation, probes are used as part of the sensor. However, the length

of the probe was designed with straight, European hair in mind. Longer probes in fNIRS are needed

to penetrate through Afro and coarser hair textures for closer scalp contact (T. C. Parker & Ricard,

2022). This lack of diversity and consideration in the development of medical tools leads to poorer

health outcomes for ethnic minorities (Carter, Lau, Johnson, & Kirkinis, 2017).

Currently, OPMs are the latest mobile, non-invasive neuroimaging tool that are being developed. With

current interest focused on OPMs, it is crucial that diversity is considered and implemented into the

updated designs of the equipment. Progression in neuroimaging is indicative of inclusion. In order to

gain representative samples and accurate measurements, tools need to be developed with those who do

not fit the white European standard in mind.
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5.2.2 Virtual set up

Even with the perfect physical set-up, what is displayed to the participant is just as important for

the successful investigation of my research question. There are therefore many considerations and

adaptations that would ensure the creation of an ecologically valid virtual environment. Animation

is one such modification and a key aspect of the development of virtual environments that contain

dynamic scenes and objects. Throughout this project, there has been a particular focus on the virtual

human’s appearance and mobility. While I consciously focused on the animation of the virtual human’s

eyes, there is a need to attend to the animation of the scene as a whole. This would include the

development of a virtual human with complete rigging and blending shapes. Rigging a virtual human

is essentially the attribution of a skeleton. It connects the virtual human’s “limbs” together so that

animations can incorporate the appropriate areas that are near. In turn, this would help the animations

appear more human-like. Whereas blending shapes provides frame-by-frame positioning, improving the

fluidity of the animation. Had I been afforded the time to learn and develop these skills, they would

have been applied to animating the (i) eyelids, (ii) breathing and (iii) idle behaviour (slight posture

swaying). As a result, the virtual human would have been more advanced which would have added an

additional level of realism to the paradigm. These modifications would be welcome additions to my

Neuro-VR paradigm and would be great starting points for follow up investigations of this research

question.

Within the literature, there are studies that have demonstrated the positive utility of the HTC Vive

Pro Eye’s embedded eye-tracking (Sipatchin, Wahl, & Rifai, 2021). Researchers investigated the

temporal precision of the eye-tracker and reported a 58.1ms delay, deeming it a suitable ready-to-go

tool. However, to make use of the eye-trackers full potential, careful thought into the experimental

design and an expertise in back-end development are required. In Study 3, I recorded gaze movements

and retrieved an unexpected result. Collectively, the gaze of all participants was predominantly focused

on the virtual human’s head. My interpretation of this finding has led me to conclude that the task

was simple enough that participants did not need to alternate between the virtual human and the

puzzle boards. While this result isn’t necessarily rich in data, it does shine a light on how participants

behaved in the head-mounted display. Given more time, I would have appropriately explored, analysed

and refined the way that the data was collected within the headset and virtual environment. This

could have taken the form of a short pilot experiment, where eye-tracking data was collected, which

would have allowed the time to develop this further. Now that I know that the participant’s focused
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on the virtual human’s head, it would have been interesting to adjust the method of collection and

measure which sections of the face, participants mainly centred their gaze. This type of data could

later serve as a comparison between those who score higher on the AQ versus those who score lower.

Research that has compared differences in visual attention to facial features have reported delayed

neural responses in the N170 event-related potential in autistic people (T. Parker et al., 2021). Such

investigations could help us better understand the differences between neurotypical and atypical gaze

behaviour and help develop social and diagnostic tools to help those with ASD.

While critically evaluating my research decisions, attention must also be paid to the overall experi-

mental paradigm. When developing the experiments and reviewing the data afterwards, a range of

alternative routes to investigate joint attention were discussed. Decisions around the design of the

experiment explored its potential gamification. The long-term goal of the project was to create a

toolkit for individuals with difficulties in social communication. The toolkit would have offered a

virtual environment to practise and gain experience in interactions if desired. As a result, the level

at which the paradigm mimicked a game or interactive space could be adjusted. After reviewing

the literature, it was decided to first understand the mechanisms of a key social behaviour, joint

attention. Beginning with the foundations allowed us to pinpoint a particular behaviour (eye-gaze) and

build a novel paradigm that understands its effects within the wider cluster of joint attention-related

behaviours. The methodical analysis that was applied to the conception of the experiment was also

applied to the design of the paradigm.

Fundamental experiment factors were chosen for the paradigm’s design. The factor of Collaboration was

built up of Collaborative and Non-Collaborative gaze shifts. It was clear that Collaborative gaze shifts

would follow the prototypical behaviour that joint attention is described as in the literature. However,

the way that Non-Collaborative conditions would be designed and measured was ambiguous. This is

best demonstrated in the discussion of measuring the ground truth in Non-Collaborative conditions.

In the experiment, the virtual human gaze was equidistant between both puzzle boards and therefore

provided no ground truth (see Figure 3.2). This, in itself, could have been used as a manipulation of

the experiment. Instead of having the virtual human’s eyes gaze directly in between both puzzles, the

angle of the eye-gaze could have been adjusted slightly towards or away from a given puzzle board.

This would have resulted in a technical ground truth, depending on which puzzle board the virtual

human’s gaze was slightly more positioned toward. Having gaze behaviour that does not yield a ground

truth in Non-Collaborative conditions removed the potential of an additional manipulation. Using an
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adjusted gaze location as a manipulation, the degree to which the gaze is directed towards a given

puzzle board could have been increased or decreased. Such a manipulation would give light to whether

there is a threshold angle at which gaze becomes informative enough for a participant to accurately

guess the gazed-at location.

Equally, the speed at which the virtual human gazes at an object, be that the participant or target,

may affect the processing of the gaze. When exploring the effect of the initial sequence in Experiment

1.2, the assumed meaning of faster or slower gaze was considered. For example, exploring whether

there was a speed at which eye-gaze becomes redundant or alternatively, is interpreted as significant

information. Such a manipulation would inform many investigations of eye-gaze and is important as

the field begins to develop increasingly dynamic studies of gaze.

In real-world environments, joint attention and gaze behaviour rarely takes place within a vacuum.

We are regularly interrupted by personal cues such as mobile notifications, other interactions such as

louder conversations and sudden onsets of noise, like car alarms. As we aim to communicate with

other individuals, there are a range of stimuli that can divert our attention. Such exogenous cues

could be incorporated into my paradigm as distractions and are manipulations that were originally

planned for the study. They could be visualised as the inclusion of background objects that had the

potential to be factors of (i) movement (static vs. dynamic), (ii) consistency (always on screen vs.

disappearing) and (iii) size (large vs. small). These distractions would have resulted in exogenous-

driven, Non-Collaborative gaze shifts and could serve as a comparison to Collaborative trials or a

direct comparison within and between their respective factors. This was not explored in the current

project as the main goal was to initially understand the fundamental effect of gaze. However, these

manipulations serve as an increase in complexity where levels of difficulty could be explored and would

support the long-term goal of training through gamification.

The background of real-life interaction is typically busy and levels of difficulty in a gamified version of

the paradigm could offer a gradual introduction to these everyday distractions. A staggered approach

could prove useful to atypical populations and could also be applied to other factors within the

paradigm. For example, the level of collaboration from a virtual human. In real life, varied levels of

collaborative behaviour are displayed as either cooperative or uninterested and distracted behaviour.

Such behaviour from a virtual human may invoke the participant into questioning whether their agent

is paying attention to the task and providing clear and informative cues (gaze shifts) or if are they

looking elsewhere and not engaging with them. In line with this, allows the ability to control the
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number, location and onset of distractions in the environment; sudden appearances may invoke overt

shifts of attention. These manipulations provide scenarios that can then be explored using EEG and

eye-tracking, helping us further elucidate the neural correlates of joint attention and the effects of

disruption in real-time. A Neuro-VR approach, in this case, provides the appropriate tools to answer

these questions.

5.3 Future outlook

Overall, there are a range of changes and considerations that could have been implemented in the

development of my paradigm. However, the decisions that I made, have been detailed in this thesis to

provide a foundation for the further investigation of eye gaze within dynamic virtual environments. If

this work was to be directly expanded upon in the near future, there are a range of changes that could

enhance these studies, both in their immersiveness and data output. Therefore, for researchers that

choose to build on this work, I propose 5 key modifications:

• A multimodal imaging approach to better understand the neural correlates of joint attention.

Multimodal imaging presents the opportunity to explore the neural correlates of behaviour with

high spatial and temporal precision. This is achievable with the pairing of fNIRS and EEG.

As continued tests are conducted to improve the ecological validity of virtual environments, it

is important to gain a good understanding of how this is expressed in oscillatory signatures

in relation to behavioural changes recorded. Measuring cortical changes in response to the

manipulation of factors within a paradigm does not only benefit the research question but also

our understanding of how we, as humans, interact with virtual humans.

• Enhanced animation, specifically applied to the eyelids and an idle animation.

In these foundational experiments, I had chosen to only allow one dynamic feature, the animation

from the virtual human’s eyes. This allowed me to confidently associate behavioural and

neurological changes to the manipulations made. However, now that I have seen a consistent

pattern of results throughout the project, the next step would be to develop new, virtual human

animations. It is my belief that small, yet powerful animations would increase a participant’s

presence in the environment. Specifically, I propose that efforts should be made to incorporate

the virtual human’s eyelids. On a fundamental level, I believe the natural movement of an eyelid
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when looking in different directions should be incorporated into future work. By extension, the

inclusion of eye blinks should also be a consideration. However, variations in speed and length of

a blink could also attribute certain characteristics to the virtual human and should be carefully

thought out. Such modifications would increase the agent’s display of human-like behaviour but

must be balanced against the uncanny valley effect, which may reduce a participant’s connection

to a scene.

• Including a questionnaire to measure the participant’s presence.

In line with these suggested changes to the virtual human’s animation, the inclusion of a

questionnaire to measure the presence of a participant is necessary. Presence is an agent’s

response to a certain level of immersion (Slater, 2003). For example, understanding how aware

an agent is of the real-world events that are occurring around them while viewing a virtual

environment (Witmer & Singer, 1998). This would help to capture a complete understanding of

the differences between 2D computer screens and immersive virtual environments when interacting

with a virtual human. An experiment could be set up where participants are exposed to either

method of presentation followed by a questionnaire that measures their feeling of presence. A

questionnaire can also act as a prompt for participant feedback, encouraging dialogue around

behaviours/animations they deemed strange or noticed were missing in the experiment. Such

feedback is valuable for future developments and manipulations to create a paradigm that will

promote natural interaction in relation to the given environment.

• Development of one of the proposed manipulations.

Recommended manipulations have been detailed above in the critical evaluation of my work

(see section 5.2). In order to push the paradigm to the next step, I believe the complexity of

the paradigm should be addressed. Two examples of how this can be done are (i) by adjusting

the angle at which Non-Collaborative conditions are presented and therefore installing a ground

truth, or (ii) by including exogenous distractions in the environment, with the aim to investigate

the effects of disrupted joint attention and deciphering between intentional and averted gaze.

Both manipulations offer the ability to increase and decrease the complexity of the task and are

complementary to a later gamified version.

• Enhancement of the eye-tracking acquisition.

Lastly, I advise that future work takes time to incorporate eye-tracking. Recording eye-tracking

produces data that can be used to benefit a range of manipulations. This could be exploratory
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when using a new paradigm or when comparing stimulus presentation methods (e.g. 2D vs.

immersive virtual reality). Likewise, it can be used to corroborate findings that are based on

previous literature (e.g. understanding gaze preferences between two population samples (Clin,

Maes, Stercq, & Kissine, 2020)). However, there are many benefits that relate directly to the

aforementioned suggested manipulations. When using distractions, it provides information on

when and where attention is being diverted. This would feedback into the development of the

task to understand which distractions can hinder or potentially aid successful joint attention

and in what kind of scenarios. Equally, in an experiment that utilises a ground truth of Non-

Collaborative conditions, eye-tracking can help determine the angle at which the difficulty level

is rendered useless or useful. Additionally, it can also provide insight into whether there are

troubleshooting sequences, the length of time spent looking at an ROI and the last ROI looked at

before making a decision. Generally, eye-tracking would provide greater insight into the typical

gaze behaviours of joint attention. Importantly, this data could also be used to compare atypical

gaze behaviour and explore any differences that may be present.

Altogether, there are many future avenues that can be expanded upon from this paradigm. This is a

result of the strong foundational experimentation throughout the project that has offered an elementary

design that can be easily built upon. This should appeal to the field’s researchers who are interested in

extending our understanding of joint attention. This work demonstrates a clear benefit to investigating

cognitive questions using a Neuro-VR toolkit and immersive virtual environments. There are clear

pathways to continue this development that leads to the creation of increasingly, ecologically valid

studies.

5.4 Conclusion

To conclude, this project revealed that eye-gaze does have an effect on joint attention. Through a

series of experiments, the results revealed an effect of Collaboration, where participants responded

significantly faster in Collaborative conditions. In regards to Gaze Type, I initially did not see an effect

however, as I began to modify and refine the paradigm the effect became clear. This was reinforced by

the use of an immersive virtual environment which may have increased the participant’s presence in

the scene and working with the virtual human. In particular, engaging in eye contact with the virtual

human appeared to facilitate the participant’s ability to respond during trials. This is also true within
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the Collaborative condition. When participants were given the correct answer, they performed faster

when the sequence included eye contact compared to when the sequence did not include eye contact.

From this, I suggest that eye-gaze and specifically eye contact are influential in successfully engaging in

joint attention and the efficiency of such processes relies on them. From this, future research on joint

attention should carefully consider the latency and frequency that an agent engages in eye contact.

Overall, the literature requires more attention to be paid to the effects of eye contact as from this

research I have found it to be a more fundamental and possibly social behaviour of joint attention.

Crucially, this project has demonstrated the success of Neuro-VR, using the combination of a virtual

reality head-mounted display and EEG. This particular pairing has been fruitful in understanding the

process of joint attention and offered objective data regarding its neural underpinnings. Neuro-VR as an

experimental tool could be transposed to other research questions, particularly those that may require

additional measurements when verbal investigation of the topic is not possible. In these scenarios,

virtual reality offers a tool to circumvent these difficulties by communicating through immersive and

dynamic environments. Developing paradigms with non-verbal behaviours, allows the research to be

inclusive of those with reduced communicative abilities. Therefore, the paradigm not only serves to

comprehend the process of joint attention in typical populations but also in atypical populations as

well.

Ultimately, my research provides a basis for creating more immersive paradigms that investigate

cognitive, social behaviour. It also positions Neuro-VR as a strong experimental tool that sits between

static and naturalistic experiments, providing the right amount of experimental control. I plan to

continue to innovate in this space, creating immersive, inclusive environments that glean rich data

outputs that can be applied to benefiting atypical populations and improving our overall understanding

of cognitive neuroscience.
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Appendix A

Supporting documents

The following appendices are a collection of documents that were used to aid the work undertaken in

this thesis. Documents include a participant information sheet, a poster to recruit volunteers, consent

forms, standard operating procedures, a protocol, debrief sheets and ethical committee confirmation.
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Participant Information Sheet for the Puzzle Joint Attention Task in Virtual Reality
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Appendix B

Poster for the Puzzle Joint Attention Task in Virtual Reality and EEG requesting volunteers
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Appendix C

Consent Form for the Puzzle Joint Attention Task in Virtual Reality and EEG
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Appendix D

The Standard Operating Procedure for EEG Data Collection
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Appendix E

Example of the debrief sheet given to participants.
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Appendix F

Ethics approval.
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Appendix G

An example of the Autism Quotient questionnaire.
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Appendix H

The document outlining the project protocol.
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