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Abstract
Contact centres have been highly valued by organizations for a long time. However, the COVID-19 pandemic has highlighted 
their critical importance in ensuring business continuity, economic activity, and quality customer support. The pandemic has 
led to an increase in customer inquiries related to payment extensions, cancellations, and stock inquiries, each with varying 
degrees of urgency. To address this challenge, organizations have taken the opportunity to re-evaluate the function of con-
tact centres and explore innovative solutions. Next-generation platforms that incorporate machine learning techniques and 
natural language processing, such as self-service voice portals and chatbots, are being implemented to enhance customer 
service. These platforms offer robust features that equip customer agents with the necessary tools to provide exceptional 
customer support. Through an extensive review of existing literature, this paper aims to uncover research gaps and explore 
the advantages of transitioning to a contact centre that utilizes natural language solutions as the norm. Additionally, we 
will examine the major challenges faced by contact centre organizations and offer recommendations for overcoming them, 
ultimately expediting the pace of contact centre automation.
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1  Introduction

Modern contact centres (CCs) are designed to manage all 
customer interactions through multiple channels, includ-
ing telephone, email, web forms, and online live chat. Their 

primary goal is to provide customers with a seamless and 
efficient service while also tracking customer engagement 
and interaction for an enhanced customer experience. How-
ever, CCs face several challenges due to the rising number 
of customer demands and the enormous volume of data they 
generate. To overcome these challenges, innovative and 
smart technologies have become critical success factors for 
CCs. These technologies help CCs meet the evolving expec-
tations of customers and effectively handle the vast amount 
of data they produce.

The growing impact of information and communications 
technologies (ICT) evolution has led to a rapid application 
of recent scientific advances in new ubiquitous and person-
alized products and processes, as well as a shift to more 
knowledge-intensive industries and services [1]. In recent 
years, CC organizations have been busy laying out strate-
gies to adapt advanced technology imminently, from multi-
channel CC capabilities, deploying off-premise cloud ser-
vices and remote working to adopting advanced data-driven 
platforms [2].

Basic data and analytics tools are becoming standard 
practice in most current CCs. While that is a solid first step, 
most organizations are likely not taking full advantage of the 
technology. According to [3], merely 37% of organizations 
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believe that they are using advanced analytics to create value, 
thus revealing significant missed opportunities. In the past 
few years, data analytic and artificial intelligence (AI) tech-
nologies have advanced rapidly and CC organizations now 
have more choices than ever before. Unlike earlier classic 
data analytics solutions, which helped companies understand 
what is currently happening within their CCs, advanced ana-
lytics can help them generate actionable insights about what 
will happen next, through both internal and customer-facing 
applications [3]. This can result in reduced costs, increased 
revenue, and most importantly higher customer satisfaction. 
But to fully reap the benefits of advanced analytics, organi-
zations must have the right foundations in place to make the 
most of their rapidly proliferating data [3].

The continuous growth in computing power, recent break-
throughs in natural language processing (NLP) have further 
increased the potential of generating valuable insights and 
radically improving the range of CC tasks. NLP is the AI 
domain of computer science that understands, learns, and 
generates natural language data. In other words, a compu-
tational technique that deconstructs human language into 
smaller chunks, analyses relationships, and investigates how 
they join together to create a meaningful content [4]. The 
technology combines data science and linguistics to under-
stand language in a similar way to humans. Recently, many 
CC organizations have moved from the traditional interactive 
voice response (IVR) system to the NLP technology [5]. The 
deployment of NLP can help businesses remove day-to-day 
frustrations that customers face with IVR systems [6], and 
therefore provide a better customer experience. It can also 
help organizations collect valuable insights from customer 
data for a better understanding of customers’ demands.

Despite the importance of this topic (i.e. the use of 
NLP technology in CCs), empirical evidence suggests that 
there have not been enough studies reviewing this field of 
research. This finding highlights the motivation and signifi-
cance of the proposed review paper. Only a few relevant 
survey researches papers were found in this area (e.g. [7–9]); 
however, their focus did not completely address the use of 
NLP within the CC domain. The research in [8] compiles 
eighteen definitions of CC from the reviewed literature 
and proposes an updated definition. The authors review 
90 papers and classify them into 2 categories; “analytical” 
and “managerial” studies. The former category contains 
the majority of studies that implement text-mining tech-
niques for customer satisfaction, sentiment detection, trou-
blesome call detection and segmentation, all with the aim 
of monitoring calls. Further, CC administration tasks such 
as logging telephone calls and email routing are included. 
Contrarily, the managerial category discloses studies on 
CC performance, customer service representatives (CSRs), 
and outsourcing the CC. The authors identified two existing 
research gaps, which supports our view as well, i.e. lack of 

studies on CC in current literature and lack of data integrity 
in CCs. The authors recommend using big data analytical 
techniques to extract insights from high volumes of unstruc-
tured CC data to enhance CC performance. However, it does 
not solve the issue of data integrity entirely, which demands 
process changes, from the stage of when the data arrives, 
how and where it is stored. The limitation of this paper is 
that it does not thoroughly discuss major analytical problems 
of CCs and particularizes them with call monitoring.

Another review research in [9] identified four gaps in the 
existing CC domain research. The authors emphasize on big 
data plays a key role in the development of the next genera-
tion of intelligent CCs. The four gaps are lack of mecha-
nisms for cleansing customers’ duplicate profiles, lack of 
interactive CC for recognition of customers with common 
names, lack of decision support system (DSS) for CSRs, 
and lack of studies using advanced techniques to show how 
CCs could decrease the high CSR churn rate. In their litera-
ture analysis, two different techniques, i.e. text mining and 
data mining, were discussed. Other than data issues within 
CC which were also mentioned in this paper, the authors 
recommend incorporating ML and NLP can assist in the 
development of DSS, helping CSRs in completing CC tasks 
efficiently. However, the authors examined the literature and 
highlighted that there is a lack of studies in the development 
of such DSSs. The other research gaps were specific to par-
ticular factors of the CC that are concerning mainly duplica-
tion and commonality of CC data and measurement of CSR 
churn rate. Another recent review article in [7] studies the 
ethical issues and related considerations of using NLP and 
ML techniques in CC systems, which is beyond the scope 
of our research.

The focus of our paper is to conduct a literature review on 
advanced NLP methods and their important applications in 
CCs. We firstly discuss popular existing technologies used 
in CC automation while highlighting their main benefits and 
limitations to the CC business. We then review the state-
of-the-art NLP methodologies and their main applications, 
challenges, and solutions within CCs. The outcome of this 
paper will help CC experts better understand the future 
opportunities of NLP technology, which will facilitate the 
development of the next generation of CCs, that is well 
suited for today’s evolving competitive world. To our latest 
knowledge, we are the first to publish a detailed review of 
using NLP and ML for automating CC tasks. This paper is 
structured as follows: Sect. 2 provides details on the meth-
odology used to conduct the first-ever systematic literature 
review of using NLP in CC. Section 3 explains the main 
highlights in CC automation and Sect. 4 presents a brief 
overview of NLP. In Sect. 5, current applications of NLP in 
CC are discussed. In Sect. 6, the results from an experimen-
tal study are presented. Finally, we conclude and draw some 
perspectives in Sects. 7, 8 and 9.
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2 � Literature review methodology

The papers we collected are from various sources like 
Google Scholar, ScieneDirect, Emerald Insight, IEEE 
Xplore, ACL Anthology, arXiv, and AAAI. The authors 
resorted to the papers, which were published in the period 
between 2003 and 2023. While the interest in research on 
the intersection of natural language processing (NLP) and 
contact centres (CCs) began in the late 90 s, the majority 
of papers in this domain were published during 2000 and 
onwards. The keywords used were “NLP”, “contact centre”, 
“call centre”, “deep learning”, “natural language process-
ing”, and “transformer”. Although a lot of work has been 
published in NLP and ML, however, the number of publica-
tions falls when searching explicitly for, NLP and ML within 
the contact centre or call centre domain. The total number 
of relevant papers identified was 220 and after the removal 
of duplicate papers and papers that were not related to CC, 
the number came down to 125. Finally, we included the most 
relevant 98 following a manual review of all the remaining 
papers (Fig. 1).

We analysed various studies to determine their relevance 
to CC, specifically focusing on whether the data used was 
retrieved from a CC or not. Three reviewers assessed each 
study’s eligibility and any discrepancies were discussed 
extensively to ensure thoroughness and high quality. Many 
studies used a range of methods, algorithms, systems, and 
evaluation strategies. Multiple modelling techniques were 
commonly utilized, while only a handful of studies applied 
a single modelling technique to the data.

3 � Main highlights in CC automation

3.1 � Customer contact channels

CCs traditionally known as call centres are among the most 
important contributing factors to customer relationship 
management (CRM) and serve as the primary interface 

between organizations and their customers. Today CCs are 
referred to as worksites where CSRs interact with custom-
ers over omnichannel platform that integrates channels such 
as phone, email, fax, letter, website, live chat, and social 
media [8]. Typically, customers use three different com-
munication devices to communicate with an organization’s 
CC: traditional phone, computer (laptop or desktop), and 
smartphones. In the early call centres, the only communica-
tion channel was a voice but now because people are more 
tech-savvy and interactions are dominantly widespread in 
the personal communication/social media market, CC has 
become omnichannel. Omni-channel CC is a progression 
from the multi-channel model where various channels of 
communication are supported and integrated, such as voice 
chat, video chat, emails, SMS, webchat, and social media 
messaging [10]. Voice (phone) channel is the most used 
communication channel in a CC and is usually categorized 
into two operational modes: inbound and outbound. Inbound 
is when customers call into CC and outbound is when CSRs 
call customers. Figure 2 provides an example of various 
channels offered by a modern contact centre today.

3.2 � Interactive voice responses (IVRs)–benefits 
and limitations

The two main goals of CCs are improving customer satis-
faction and reducing operating costs, essentially providing 
efficient service at a reasonable cost. There are trade-offs 
in achieving these two goals concurrently as they are per-
ceived as incompatible with each other [11]. It is estimated 
that 70% of all company interactions are from the CCs [12]. 
Another report highlights that it costs organizations\1.3 tril-
lion every year on 265 billion customer service calls glob-
ally [13]. Thus, automating even a fraction of the interac-
tions handled by the CSRs can generate tremendous cost 
savings. Organizations have reduced operational costs by 
focusing mainly on automating critical processes such as 
automatic call distribution using touch-tone interactive voice 
responses (IVRs) or outsourcing CCs to other countries with 

Fig. 1   Prismatically represent-
ing screening and study identifi-
cation process
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lower labour costs, which accounts for 60–80% of total CC 
expenditure [14]. However, this has jeopardized customer 
satisfaction and only resulted in high customer churning 
and employee attrition rates. Outsourcing has several issues 
including language and culture, time zone, geographical 
and legal, and political instability [15]. CCs historically 
have aimed of achieving the lowest cost of customer ser-
vice delivery. This is why most businesses relocated their 
CCs to countries that are inexpensive concerning operations 
costs. CSRs are not valued which leads to high agent churn, 
ultimately adding cost for organizations. Key performance 
indicators (KPs) focused solely on metrics related to cost. 
Businesses are after the shortest possible average handling 
time (AHT) and customers are treated less as individuals 
by subjecting them to generic “scripts” and keeping them 
on hold for longer periods. Repeat calls have become com-
mon as CSR’s focus on minimizing time rather than fixing 
the issue, meaning issues are often not resolved. Further, 
customers shift to competitors providing better services, and 
replacing lost customers with new ones becomes far more 
expensive than retaining the existing ones.

In addition, touch-tone IVRs have led to problems like 
complicated menus, homogeneous service, and poor design 
of user interfaces, and most importantly, customers feel 
neglected [16]. A survey conducted reports that custom-
ers felt frustrated and angry due to the widespread adop-
tion of IVR systems by the CC [17]. As a result, custom-
ers seek CSR assistance at the first opportunity, thereby 
increasing call-waiting time. While touch-tone IVRs are 
widespread, speech-enabled IVRs have made substantial 
headway at replacing them. A study reports that customers 
prefer natural language-based call routing over usual touch-
tone cumbersome menus, therefore delivering significant 
cost savings and meeting customer expectations [18]. The 
study also shows that about 20% of the callers who opted 
for touch-tone-based IVR system routing do not get routed 
correctly to the service department, ensuing in transferred 
calls subsequently.

3.3 � Call routing techniques

In the paper from [19], it is emphasized that skill-based rout-
ing is an important but understudied research area. Wrong 
routing decisions lead to customers being transferred to the 
wrong department which is a major concern for both cus-
tomers and businesses. The study from [20] shows that in an 
outbound call centre context, their proposed algorithm for 
call scheduling improves the Right Party Call (RPC) rate by 
10–15%, which could mean huge savings on cost for a large 
CC. A study from Bain & Company reports that for most 
organizations, a 5% increase in retaining customers could 
mean a 25% to 95% increase in profit [21]. However, unlike 
costs or productivity, it is difficult to measure customer sat-
isfaction. Most CCs conduct a manual survey with a small 
group of customers, typically via a telephone interview or 
mail-in form. As manual surveys are costly to be conducted 
on all customers, only 1–5% of customers end up being 
surveyed weeks after their interactions [22]. A study has 
also found that for decades response rates have been falling 
across all types of survey research [23]. Hence, conclusions 
drawn from manual surveys are not very reliable and do not 
reflect the correct picture of overall customer satisfaction.

3.4 � The need for smarter CCs

Organizations have now realized that by focusing too much 
on minimizing the direct cost of running CCs, they failed 
to factor in the opportunity costs. Thus, resulting in frus-
trated customers, falling customer loyalty, loss of valuable 
cross-sell and up-sell opportunities, and the squandering of 
customer feedback by treating CCs as an afterthought or as a 
silo that is measured outside the range of corporate goals. It 
has become paramount to roll out efficient ways by which the 
expectations of customers and CSRs are realized. It is not 
sufficient to just have a skilled-based group of agents in the 
CC; the total customer experience at every point of contact 
has to be addressed to create a sustainable experience [24]. 

Fig. 2   Various types of com-
munication channels used in a 
modern CC
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Therefore, organizations that recognize the changing cus-
tomer needs and market have already begun the process of 
applying advanced NLP techniques into their CCs. Not only 
it can provide a strong and engaging customer experience 
and a better understanding of their intent but it also offers 
cost-effective ways to add value to current customer service 
offerings, decrease churning rates, and increase sales.

The COVID-19 pandemic has accelerated many trends 
that were due to happen soon. Remote working agents, digi-
tal or social media self-service, messenger bots, and ML 
have started to replace previous business processes. For end 
customers, it means a well-crafted service, boosting their 
experience to a level closer to their expectations. Custom-
ers can move swiftly between channels and pick up any 
error-free, frictionless channels. New technologies such as 
chatbots are rapidly becoming the norm—which orchestrate 
interactions in an automated way without human interven-
tion. It is no longer about effectively managing telephone 
contacts at a lower cost but more about delivering end-to-
end experience, using advanced technology to stimulate 
advocacy and loyalty. However, there is a range of chal-
lenges that can slow that acceleration.

Many scholars have recognized the lack of data integ-
rity [25], lack of conjoint between CRM and CC data [26], 
and complexity of CC’s back-end operations [27] as the 
main challenges of CC. Another issue is the work and effort 
required to program on the back end that is not fine-tuned 
and well-structured [27]. As a result, the majority of the 
data remains in an unstructured format, thus reinforcing 
the significance of adopting modern techniques that can 
efficiently analyse unstructured data. One possible way of 
addressing this is using Big Data tools and technologies and 
the work from [28] is a good example where they propose 
an automated system to measure call centre performance. 
However, the main challenge mentioned by them was the 
lack of call record corpus. Although existing literature holds 
practical methods and examples for mining semi-structured 
and unstructured datasets, the issues of unclean data and het-
erogeneity within the CC domain remain unaddressed and a 
paucity of studies remains prevalent. In addition, enhanced 
NLP applications have progressed significantly and taken 
the market by storm but there are still challenges that need 
to be addressed [29]. Organizations need to address these 
limitations and put in place processes that bridge the gap 
towards CC automation.

4 � Natural language processing (NLP)

Natural language processing (NLP) is the subset of AI 
and can be described as an approach based on both a set 
of theories and a set of technologies that computationally 
manipulates natural language data (text, speech, or video) 

[30]. NLP is a very active research field area and there is not 
a single definition commonly agreed upon yet. For instance, 
IBM’s Watson is designed to answer questions using a vast 
amount of data sources and Google Translate is developed 
for language translation. The field of NLP is deep and 
diverse and contains a collection of techniques to extract 
grammatical structure and meaning from natural language. 
NLP systems can be based on different approaches, i.e. lin-
guistics-focused, statistics-focused, acoustics-focused, or 
hybrid that combines all approaches. NLP system can often 
be explained as a system that processes levels of language 
such as Phonology (deals with the interpretation of speech 
sounds), Morphology (deals with systematically describing 
words), Semantics (deals with collecting vital information 
such as objects and actions from a sentence), and Pragmatics 
(analysis of the real meaning by disambiguating and contex-
tualizing) [31]. NLP systems are also developed considering 
various task-oriented tasks like Translation, Categorization, 
Question-Answering, Dialogue Systems, Summarization, 
Sentiment Analysis, Recommendation Systems, Named-
Entity Recognition (NER), Chatbots, Human–Computer 
Interface (HCI), and Point of Speech (PoS) Tagging [32]. 
There is no single approach yet that performs all tasks satis-
factorily. It depends on the task and data availability to build 
a high-performing NLP system.

4.1 � A brief history of NLP

The history of NLP goes back to the late 1940 s when the 
term was not even in existence; however, work on machine 
translation had started. Weaver and Booth started one of 
the earliest Machine Translation projects in 1946 based on 
expertise in breaking enemy codes in World War II [33]. It 
was their idea of using cryptography and information theory 
for language translation that inspired many projects. It was 
not until the early 1980 s computational grammar theory 
became a prominent research field, which concentrated on 
understanding logic, meaning, and extracting beliefs and 
intentions [34]. By the end of the 1990 s, powerful all-
purpose sentence processors such as SRI’s Core Language 
Engine [35] and Discourse Representation Theory [36] 
came into existence, offering practical resources, grammars, 
tools, and parsers for analysing natural language. The use 
of statistics became a major theme in the 90 s, involving 
automatic summarization and information extraction and 
efforts from cross-disciplines became necessary to prop-
erly address the challenges of NLP [37, 38]. Until 1990, the 
progress was slow due to computational and power limita-
tions and research work was mainly in the development of 
NLP concepts and machine translation. Subsequently, other 
NLP application areas started emerging and are now signifi-
cantly researched such as speech recognition [39]. Recent 
NLP research has evolved majorly with the use of advanced 
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ML algorithms gaining a lot of prominence, especially com-
plex deep learning techniques [40–42]. Current NLP work 
is dominated by recently proposed NLP models by Google, 
OpenAI, Toyota, Facebook, and Carnegie Mellon Univer-
sity such as TransformerXL, GPT versions, BERT, XLNet, 
ALBERT, RoBERTa, and Wav2vec 2.0. They have proven 
superlative when compared with traditional models. This 
has also opened many new opportunities for businesses and 
the open-source community. The reason for their success 
is due to their fast processing speed and completeness in 
representing the language.

4.2 � NLP pipeline steps

NLP helps in organizing natural language and solving a wide 
range of problems—Machine Translation, Text Summari-
zation, Named-Entity Recognition (NER), Topic Model-
ling and Topic Segmentation, Sentiment Analysis, Speech 
Extraction, Semantic Parsing, Question and Answering (Q 
&A), Relationship Extraction, etc. In solving the above-men-
tioned problems, a pipeline needs to be built that follows a 
methodical workflow.

A typical NLP architecture is a pipeline of distinctive 
components that may start from either input speech or text 
data, followed by exploratory data analysis, pre-processing 
steps such as data cleaning, parsing, and feature engineering 
techniques whose purpose is to extract meaningful features 
that help in the task of prediction. There are various steps 
involved in a pipeline such as for text data—it involves seg-
mentation, tokenization, lemmatization, stop words removal, 
dependency parsing, noun phrases, NER, etc. However, steps 
can be skipped or re-arranged depending on the NLP prob-
lem. Figure 3 shows a representation of components of a 
typical NLP system, starting from injecting natural language 
into the system.

Following that, the data passes through the natural lan-
guage understanding stage, which performs various tasks of 
understanding the intent from speech, text, or both. In this 
stage, speech data may undergo transcription if necessary, 

otherwise known as speech-to-text (STT). Depending on the 
problem, deployed modelling and pattern mining produce 
outputs in this stage.

In the next stage, i.e. natural language generation, the 
output of the previous stage helps in generating a response 
with support from the back-end information source (service 
management databases, CRM systems, etc.). Following 
that, natural language communication helps in synthesiz-
ing a response into speech, otherwise called text-to-speech 
(TTS). Combining all the components results in a loop, 
which repeats each time new data is loaded into the system.

5 � NLP applications and methods in CCs

Given NLP and ML algorithms widespread applications in 
various fields such as translation, spam classification, and 
question answering, as shown in Fig. 4, organizations have 
been successfully able to extract customer trends, behaviour, 
detect associations, and predict best actions. CC’s too have 
the potential to become more customer-driven by adopting 
advanced NLP and ML algorithms since it generates tre-
mendous amounts of data from distinct channels. Due to 
NLP and ML attaining high levels of maturity, it is increas-
ingly receiving attention from organizations to help them 
capture customers’ voices, optimize their communication 
channels, and make better-informed decisions. The main 
benefit of NLP in CC is in the time savings associated with 
the automation of various tasks. Automating various tasks 
with NLP and ML can help CC to shift away from rules-
based processes and redundant labour tasks to seamless and 
personalized processes. Ultimately, this will significantly 
increase productivity, customer experience, and satisfaction 
and reduce costs. Research has shown that customer satis-
faction strongly correlates with profitability and customer 
loyalty [43], and drives customer retention [44]. Although 
the benefits are many, few empirical studies have applied 
NLP and ML approaches for automating CC tasks. Most 
of the studies attempted to perform customer satisfaction 

Fig. 3   Representation of various 
stages in a typical NLP pipeline
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analysis in [22, 45–48], reshaping IVR systems in [16, 18], 
and sentiment analysis in [49–51]. Numerous studies have 
used either traditional ML or statistical methods with only a 
handful exploring deep learning models or state-of-the-art 
models in the field of NLP.

In the next section of this paper, a review of studies spe-
cific to their application field is presented. This is to ensure 
each key element of CC where NLP has the potential or has 
already been successfully applied is addressed.

5.1 � Customer sentiment analysis and customer 
satisfaction

Sentiment analysis is to identify, extract, and quantify cus-
tomers’ emotions and intentions, and translate them into data 
in real-time. Sentiment analysis tools have been widely used 
to analyse human feedback and monitor the level of satis-
faction in various NLP applications, including social media 
content (e.g. [52, 53]) as well as in CCs platforms.

Earlier efforts focused on developing an integrated 
approach where CC data can be utilized for enabling busi-
ness intelligence, text classification, and interactive text 
labelling for capturing customer satisfaction [54]. Later, 
[22] proposed a model that estimated customer satisfaction 
categorized as satisfied, neutral, and dissatisfied using a 
5-point classification scheme, comprising of Naïve bayes, 
decision tree, support vector machines (SVMs), and logistic 
regression models. In relation to sentiment analysis, it has 
been widely studied and some studies have notably used 

CC data [49–51, 55–57]. In the last few years, sentiment 
analysis has gained major research interest, mainly because 
of its potential application in dialogue systems to produce 
sentiment-aware and considerate dialogues [58]. However, 
studies using real-life data extracted from CCs are scarce.

In the study conducted by [46], a method proposed pre-
dicted the emotional states (anger or neutral) of the users. 
Their method employs combining features with N-gram, 
sentiment words, and domain-specific words. Their study 
informs on ways in which features can be combined sta-
tistically to predict user sentiments. The result is enhanced 
user satisfaction in a call centre. The dataset that they used 
was of China mobile call centre. A combination of acous-
tic and linguistic rules applied supported the development 
of a multi-dimension model. The classifiers selected were 
SVMs, Maxent entropy, and traditional Bayesian. The main 
contribution of their work lies in how they incorporated the 
results from each of the individual classifiers they used in 
their work and added acoustic and language rules to it as 
well. An evaluation of experiments conducted highlighted 
that their fused system’s F1 measurement result improved 
to 69.1%, outperforming the baseline SVM model whose F1 
measurement was 65.4% (Table 1).

Much attention has been directed to studying the emo-
tional content using speech signals and many systems have 
been proposed. In [83], authors survey speech-led emotion 
classification which addresses three crucial aspects; suitable 
features for speech representation, design of a system, and 
preparation of a database. Numerous other works have also 

Fig. 4   Key capabilities and 
applications of NLP
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Table 1   Summary of studies on customer sentiment analysis and customer satisfaction

Research Year Model Corpus Access

[59] 2003 HMM Burmese and Mandarin non-professional actors Private
[60] 2004 Unigram French banking CC Private
[61] 2004 SVM Global support services survey and knowledge base 

survey
Private

[57] 2005 SVM and logistic model tree (LMT) CEMO Private
[55] 2006 Several classifiers and classification strategies CEMO—French medical emergency CC Private
[62] 2007 Trigram language model and term frequency–inverse 

document frequency (TF–IDF)
Linguistic data consortium (LDC) and real-life CC 

calls
Public & Private

[49] 2007 SVM, multilayer perceptron–artificial neural net-
works (MLP–ANN), K-nearest neighbour (KNN), 
K* instance-based classifier, random forest (RF)

Electrical company CC and Burmese and Mandarin 
non-professional actors

Private

[63] 2007 Continuous density HMM with Gaussian mixtures 
and SVM Gaussian

CEMO—French medical emergency CC Private

[54] 2008 Bayesian and SVM Telecom CC Private
[64] 2008 Bayesian and SVM CC calls Private
[22] 2009 Decision trees (DT), Naïve bayes (NB), logistic 

regression (LR) and support vector machines 
(SVMs)

Automotive company CC Private

[65] 2010 SVMs CEMO and EmoVox—French energy company CC Private
[66] 2011 SVM CC calls Private
[67] 2011 BOW, term frequency (TF), TF-IDF and self-referen-

tial information (SRI), SVMs and MLP
German IVR, US IVR and German WoZ AIBO Private

[68] 2011 LR Greek telecom CC Private
[69] 2012 SVM, Bag-of-Words (BoW), TF-IDF JEMO and EmoVox Private
[70] 2013 SVM Greek telecom CC Private
[71] 2013 Hidden Markov model (HMM) Berlin Emotional Data Corpus (BEDC) Public
[56] 2013 Boosting and SVM Emails Private
[50] 2015 Enhanced pseudo-standard deviation scoring 

(ESDS), adjective priority scoring (APS) with 
hybrid evaluation method (HEM)

Telecom CC Private

[72] 2015 Gaussian mixture models (GMM) and ANN-based 
classifier

Berlin emotional database (BEDC) and speech-
enabled railway enquiry system (SERES)

Public

[46] 2016 SVMs Chinese Telecom CC Private
[73] 2016 SVMs Recorded CC calls Private
[74] 2016 SVM, ANN, and k-NN BEDC and CC calls Public
[75] 2016 Extreme learning machines (ELM), deep neural 

network (DNN) and convolutional neural network 
(CNN)

Chinese CC Private

[76] 2016 CNN SSPNet Conflict Corpus (SC2)—French televised 
political debates and Spanish Latin American CC

Private & Public

[45] 2017 BoW, principal component analysis (PCA), XGBoost 
and CNN

Spanish telecom CC Private

[77] 2017 Rank score and isotonic regression US insurance company CC Private
[78] 2017 NN eNTERFACE’05 and RML Public
[51] 2018 NB, Max Entropy and Boosted Trees Recorded CC calls Private
[58] 2018 Lexicon-based, recurrent neural network (RNN), 

LSTM, Bi-LSTM
NLPCC dataset from Weibo Public

[48] 2020 LSTM-RNNs Japanese CC (acted and real) Private
[79] 2020 RoBERTa, Wa2Vec and FABNET MELD, CMU-MOSEI, CMU-MOSI and IEMOCAP Public
[47] 2021 Graph neural network (GNN) US Company CC and Amazon Product Reviews Private & Public
[80] 2021 Wav2Vec 2.0 IEMOCAP and RAVDESS Public
[81] 2022 NLP, ML and deep learning classification methods CC calls Private
[82] 2022 Unsupervised representation learning techniques CC calls Private
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investigated the estimation of emotion classification and cus-
tomer satisfaction at call level using acoustic features such 
as pitch, duration, energy, intensity, log frequency power 
coefficients (LFPC), and Mel-frequency cepstral coefficients 
(MFCCs) [22, 59, 62, 71–73]. Subsequently, Bag-of-Words 
(BoW) and N-gram are also used in several studies to extract 
sentiment-related phrases [22, 61, 62, 64, 73, 77]. In the case 
of [77], features like call dominance or call–turn overlap that 
reflects customer emotions were exploited. In the work of 
[72], customer dialogue features like answer repetition were 
used. Historical events data on customer interactions and 
in-queue waiting or hold time found in the metadata of calls 
were used in the work of [22, 77]. SVMs have been mostly 
used in the above-mentioned works. In the study of [74], a 
method similar to call level has been utilized for emotion 
recognition, estimating customer satisfaction during the call 
using information from the start to the present call time. 
Features used at call level have proven to be effective [66] 
including call user’s gender as a feature [70]. Some studies 
have also proven the use of linguistic event features such as 
laughing to be also effective [60] as well as the use of visual 
features when it comes to video-based customer interactions 
[78]. A recent study in [81] proposed a framework for recog-
nizing interlocutors’ emotions that are specifically designed 
for CC systems. This approach detects the emotional state 
of clients as well as agents using text and audio interactions. 
The study utilizes actual discussions that occurred during 
the operation of a big commercial CC. They used a wide 
range of NLP approaches including vectorization, word 
embedding, transcription methods, dictionaries of emotional 
expressions as well as multiple machine learning and deep 
learning classification methods for emotion detection. The 
detection accuracy obtained for the textual interactions was 
70% for agent utterances and up to 60% for client utterances. 
Whereas, the detection accuracy obtained for the combined 
interactions (textual as well as audio) exceeds 68%. This 
method was utilized in [84] to develop an emotion detection 
method for CC conversations taking into account a wide 
range of emotions including, anger, fear, happiness, sadness, 
and neutral. The obtained results were in line with the previ-
ously achieved results for both textual and audio channels.

Since call-level customer satisfaction captures the global 
characteristics of calls, it often becomes too complex for it 
to work accurately on some real CC calls. For instance, some 
calls could contain both positive and negative customer reac-
tions as the customer could be dissatisfied with the service 
at first and then might be either neutral or satisfied at the 
end of the call [48]. Another method where much atten-
tion has been given is an estimation of customer satisfac-
tion and emotion recognition at turn level. Turn level can 
be explained as several unique segments by the speaker in a 
given call. It is detectable by identifying each customer turn 
from other turns between channels. Acoustic and linguistic 

features at the lexical level are most commonly applied in 
the turn-level task [49, 63, 65, 67–69, 74, 78]

A study in [45] assessed the significance of acoustic fea-
tures from customer-agent interactions to predict customer 
satisfaction using deep neural architecture. They investigated 
whether speech prosodic features can be complementary 
to speech transcriptions. Convolutional neural networks 
(CNNs) were trained on an amalgamation of acoustic fea-
tures and word embedding for the binary classification task 
of “high” and “low” satisfaction. The real call centre dataset 
of a large Spanish corporation was used. A range of experi-
ments conducted using various modelling approaches BoW, 
principal component analysis (PCA), XGBoost, and CNN 
were used. Their study first highlighted the point that lin-
guistic features more accurately predict satisfaction than 
low-level prosodic and conversational descriptors such as 
fundamental frequency (F0), loudness and articulation rate. 
Secondly, turn-level features generally outperform call-
level features. Lastly, on the application of fused linguistic 
and prosodic features using CNN, they reported the best 
performance of F-score 73.3% compared without prosodic 
which stood at 60.05%. Other similar works using CNNs 
also incorporate low-level acoustic features or Automatic 
Speech Recognizer (ASR) metadata as part of training data 
for their chosen models [75, 76]. In the study of [76] con-
volutional neural networks (CNNs) were used on audio fre-
quencies to automatically learn valuable features and predict 
self-reported customer satisfaction from Spanish CC data.

Another study of [48] employs both turn and call-level 
features for estimating customer satisfaction. For turn level, 
they utilized prosodic, lexical and interactive features. They 
proposed a method that utilizes long-range sequential infor-
mation and jointly optimizes them to assess the relationship 
between call–turn-level customer satisfaction. Long short-
term memory recurrent neural networks (LSTM-RNNs) 
were used on call and turn levels to capture long-range 
sequential call contexts. Both were stacked hierarchically 
such that turn-level outputs can be utilized for call-level 
estimation directly. Three experiments highlighted that their 
proposed framework outperforms SVM and fully connected 
neural network (NN)-based classifiers for both turn level 
and call level. More recently, graph neural networks (GNN) 
was proposed to predict customer satisfaction in a real-life 
US corporate call centre that takes into account the relative 
satisfaction scores during training. Their experiments proved 
more accurate compared with standard regression or clas-
sification models [47].

The study from [80] used pre-trained Wav2vec 2.0 
embeddings to detect emotions. The authors reported supe-
rior performance compared to the result in the literature for 
two open-source datasets. The authors proved that the Wav-
2vec 2.0 model performs better when Wav2vec features are 
combined with a set of prosodic features. Also, the work 
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from [79] focused on a prominent research direction in rep-
resentation learning, i.e. using pre-trained self-supervised 
learning (SSL) models as feature extractors to improve the 
task of emotion recognition. To achieve this, a transformer-
based multimodal fusion mechanism was employed. Their 
results suggest that SSL features can be effectively used 
from pre-trained models and the SSL algorithms allow to 
leverage the potential within largely accessible unsupervised 
data. Upon evaluation, their approach outperforms the state-
of-the-art models on four datasets.

Despite recent advancements in the automatic detection 
of customer satisfaction, it remains a challenging task due 
to the scarcity of labelled training data. Collecting large 
amounts of CC interaction data with customer satisfaction 
annotations is costly and time-consuming. Recently, authors 
in [82] have addressed this problem by proposing a customer 
satisfaction estimation method using unsupervised repre-
sentation learning techniques. The method demonstrated its 
effectiveness using real-life CC data interactions.

5.2 � Call routing

Call routing also referred to as an automatic call distribu-
tion (ACD) can be explained as the process of placing live 
calls in a queue and distributing them to the relevant depart-
ments or agents based on pre-established rules and criteria 
as shown in Fig. 5. The rules can be based on both customer 
and agent behaviour, including common routing factors like 
the reason for the customer’s call or the amount of time an 
agent has gone without speaking to a caller. Intelligent call 
routing involving various routing strategies such as skills-
based, longest available agent, and first available agent 
allows to instantly connect the caller to a specific phone line 
or extension without placing the caller on hold. Call routing 
impacts customer experience significantly as it can benefit in 
faster resolution, reduced wait time, decreased call abandon-
ment rate, and a more balanced agent workload.

Several works have been published previously on routing 
calls using natural language call processing. Among many 
methods and approaches proposed were those using a boost-
ing-based system [85], a vector-based information retrieval 

technique [86–88], and a probabilistic model with salient 
phrases [89]. In [19], various CC functions are reviewed 
including call routing, skill-based routing, and networking. 
The authors outline important unaddressed problems and 
provide promising future research directions.

An article by [90] described a Markov queueing model 
with three groups of specialized agents and two customer 
classes. The authors believe that skills-based routing with 
priority-based rules produces both performance measures 
and steady-state probabilities. In the work of [86], a rout-
ing matrix was trained on statistics of word sequences and 
the occurrence of words in a training corpus following 
morphological and stop-word filtering. New user requests 
represented as feature vectors were routed based on the 
cosine similarity score with the model destination vec-
tors encoded in the routing matrix. The performance of the 
above-explained routing system often depends on the routing 
matrix quality. In the work of [91], the use of discriminative 
training on the routing matrix was also proposed to improve 
accuracy and robustness. Instead of simply counting in con-
ventional max likelihood training as shown in the work of 
[86], they use the min classification error (MCE) criterion 
in discriminative training of the routing matrix parameters. 
Discriminative training proved an effective technique when 
experiments were conducted, outperforming max likelihood 
classifiers by reducing error rate and increasing robustness. 
For evaluation, USAA call routing task consisting of 4000 
calls belonging to a banking domain and QASIS task involv-
ing calls to the UK’s British Telecom (BT) operators were 
used.

Automating call routing has been a challenging task and 
complexity comes in combining several classifiers to opti-
mize the process as well as when the process scales and 
involves many different classes (or decisions). This has been 
a complex problem that has only received little attention 
as discussed by [85] and [92]. The work of [93] provides a 
substantial solution to this problem by proposing a global 
optimization process based on an optimal channel commu-
nication model allowing for a combination of heterogene-
ous binary classifiers. The approach adopted was inspired 
by Markov modelling in which computational feasibility 
is achieved through simplifications and easy-to-interpret 
independent assumptions. The experiments showed call-
type classification error rate decreased in a natural language 
dialogue system by 50%.

The discriminative term selection method has been 
explored in which the discriminative power of the term 
is measured. This is calculated by measuring the average 
entropy variation on the topic when the term is either absent 
or present. This helps in assigning a numeric value indi-
cating its importance as shown in the work of [94]. The 
work from [95] highlights the benefits of improving a single 
classifier’s functionality by applying automated relevance 

Fig. 5   Typical call routing based on IVR and skills-based rules
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feedback, boosting as well as discriminative training. The 
study aimed to construct a more accurate classifier. Their 
proposed algorithm performs by studying each iteration and 
using the one which is more accurate to minimize training 
errors. Results were compared to the baseline classifiers and 
41–50% improvement in the classification error rate (CER) 
was observed. More importantly, synergised outputs of dis-
criminative training on the boosting algorithm were also 
demonstrated and reduced the CER of re-weighted trained 
classifiers by an average of 72%.

A study from [96], experimented with four models—gen-
eralized linear model (GLM), NN, SVMs, random forest. 
Their study evaluated all four models’ performance and NN 
and SVMs were reported as better performers than the rest 
for the task routing calls. Similarly, the work from [97] used 
seven models to predict the most appropriate call operator 
for the customers. Their results highlight LightGBM as the 
best model and authors point out that using large amounts 
of business data can further improve the performance when 
using innovative algorithms. The work from [98] applied 
seven various term weighting techniques for feature selec-
tion tasks based on a self-adaptive genetic algorithm (GA). 
k-NN, linear SVM, and NN methods were used as classi-
fication models. Experiments demonstrated that the most 
effective term weighting is term relevance ratio (TRR) and 
the classification model is NN. Selecting features with self-
adaptive GA proves highly effective for classification and 
dimensionality reduction.

In most natural language-based routing systems, the 
main purpose of an ASR is to transcribe a user’s request 
in a speech-to-text (STT) so that analysis on the transcrip-
tion can be performed to determine the most appropriate 
service destination (agent). Given the level of uncertainty 
in accurately recognizing words by an ASR, the call can 
often be incorrectly transcribed, thus raising the possibil-
ity of calls being routed to the wrong agent. To tackle this 
issue, the study from [99] proposes a technique for using 
confidence scores that an ASR metadata contains to reweigh 
query vectors in a latent semantic indexing (LSI) classifier. 
Their results show that it can reduce the number of wrongly 
routed calls by a significant margin.

More recently, the study from [100] presents an intel-
ligent call routing system that integrates text processing 
and speech processing. Their system route calls to the most 
suitable agent using routing rules built by the text classi-
fier. It includes various components: telephone communica-
tion network, speech recognition, text classifier, and speech 
synthesizer. When evaluating the system in the real-world 
environment, the system proves its accuracy by achieving 
more than 95%. In call routing problems, understanding the 
context of customer requests or customer intention holds 
high importance and any context not understood well could 
potentially lead to problems. In a study conducted by [101], 

context analysis in call routing was investigated and an adap-
tive neuro-fuzzy inference system and HMM was proposed 
for solving this problem. Their system can be implemented 
in any language call routing domain since there are no syn-
tactic or lexical features used in the classification task. Their 
proposed system reduces errors and increases accuracy to 
93% on their dataset.

Yang et al. [102] proposed an automated call routing sys-
tem that monitors all active live chat conversations in real-
time to identify unsatisfied clients who wish to escalate their 
issues before they end their calls. The intention is to auto-
matically direct their calls to a specialized agent who can 
help them address their issue before they end the interaction 
with the original agent. They use a hybrid model by inte-
grating recurrent neural networks with manually engineered 
features. Experiments show that this method outperforms 
competitive baselines improving customer service.

The work from [103] proposed an automated triage 
design that reduces transfer rates and improves routing accu-
racy in a live chat using combined results from five ML algo-
rithms (SVM, neural network, random forest, Naïve bayes, 
and adaptive boosting) and text analytics. For evaluation, a 
real-world large-scale dataset was used and it is noted that 
routing performance improved by 14%. However, many pos-
sible real-world scenarios such as customers with multiple 
questions that are handled by different CC service categories 
were ignored as stated by the authors  (Table 2).

5.3 � Optimizing customer–agent interactions 
via data analysis

Several works have been completed on analysing customer 
interactions data that help automate different CC tasks. For 
instance, areas where customer interactions data has been 
analysed, include call-type classification for categorizing 
calls [104], acquiring call logs summaries [105], monitor-
ing and assisting CC agents [28, 106], and development of 
domain models [107]. Identifying and filtering controversial 
dialogs from the automatic speech recognizer has also been 
explored [108–110].

Another area well studied is insight mining patterns 
in databases where associations are made through struc-
tured dimensions [111]. For textual data, many ML-based 
approaches to mining and classification have been studied 
[112, 113]. In the research of [114], a method has been pro-
posed to automate the process of extracting knowledge from 
emails. Their paper reviewed four generations of building 
systems and their challenges. Their approach used NLP 
techniques and the results were encouraging; however, they 
argue user intervention is still required for the system to be 
accurate enough in providing substantial results. Topic uni-
gram language model has also been explored on counting the 
word occurrences for each topic as well as storing all words 
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for each topic. The probability of the query in every topic is 
calculated and the optimal and most resembling is selected 
[115, 116]. The study performed [117] an analysis on agent 
entered call summaries of customers by extracting words 
based on domain-specified standpoint. In another analy-
sis, insights were extracted based on the usage frequency 
of the dialogue patterns within customer interactions [118] 
and [119] analysed and attempted mining from a collection 
of complete interactions (recorded calls data) from a rental 
car reservation office to predict whether a customer intends 
of making a booking or not. Their work identified accurate 
standpoints and nominated expressions for every standpoint, 
thus resulting in the chance discovery of valuable insights.

Alternatively, the study from [28] proposed a system 
that automatically analyses a large number of CC conversa-
tions to provide an interface to CC managers measuring CC 
agent performance. Similarly, the study of [120] assessed 
the performance of call centre agents like time management 
or quality by adopting a variety of decision trees, neural 
networks, and statistical techniques. Also, the study from 
[121] developed a continuous-time Markov chain model that 
optimizes the call centre queuing process, thus promising to 
reduce hold time.

A recent call summarisation study for CC platforms was 
proposed in [122]. The study applies and compares the sum-
marisation performance of various extractive summarisation 

methods. These techniques work by selecting key/important 
sentences from a given text and present them in the summary 
verbatim. Unlike abstractive summarisation techniques, 
extractive summarisation tools are unsupervised methods; 
hence, they are easy to develop and deploy as they do not 
require labelled data for training. The paper conducted a 
comparative analysis of such methods by comparing the 
summarisation performances of CC calls using subjective 
and objective evaluation measures. The study reveals that 
TopicSum and Lead-N methods outperform the baseline 
summarisation methods as they can produce meaningful 
summaries of CC interactions.

Although text and audio mining of call centre data have 
been researched, sequential analysis of the same has not 
been thoroughly explored. Sequential models have distinct 
applications but rarely do they appear to be focused on 
business intelligence. Their most common applications are 
within telecommunication systems, game strategies, inven-
tory management, and maintenance problems as discussed 
by [123]. The model proves effective for decisions where 
outputs are partially controlled and random, thus helping 
to depict problems and compare strategies objectively. 
The study from [120] and [121] although adopt sequential 
techniques they focus precisely on staffing instead of an 
evaluation of CSR strategies that facilitate conversational 
flow and outputs. The study from [124] adopted distributed 

Table 2   Summary of studies on call routing

Research Year Model Corpus Access

[89] 1997 Neural network (NN) AT &T calls Private
[86] 1998 n-gram and IDF Financial services CC Private
[85] 2000 Adaptive Boosting—AdaBoost.MH and AdaBoost.MR Reuters-21450, AP Titles, UseNet Public
[87] 2000 n-gram and IDF US insurance company CC Private
[92] 2000 SVM and AdaBoost, LR and decision trees UCI Public
[88] 2001 Discriminative training (DT) OASIS Private
[94] 2002 Discriminative training (DT) USAA Banking Private
[91] 2003 Discriminative training (DT) USAA Banking and OASIS Private
[93] 2003 Boostexter and SVM AT &T calls Private
[95] 2003 Automatic relevance feedback (ARF), boosting and DT OASIS Private
[90] 2004 Markov Numerical experiments Private
[99] 2004 Latent semantic indexing (LSI) Recorded calls Private
[96] 2011 Generalized linear model (GLM), NN, SVMs, and RF Acxiom’s customer data integration 

(CDI), Census and CSR surveys
Private

[100] 2016 SVM and Definite Clause Grammar (DCG) Recorded calls Private
[98] 2017 k-NN, SVM, and ANN Speech Cycle Private
[101] 2018 ANFIS and HMM Azerbaijani Education company Private
[102] 2019 Hybrid model by integrating recurrent neural networks with 

manually engineered features
Recorded CC calls Private

[97] 2020 LR, NB, RF, NN, AdaBoost (AB), XGBoost (XGB), and 
LightGBM (LGBM)

Portugese Telecom CC Private

[103] 2020 SVM, RF, NN, AB, and NB S &P 500 services company Private
[103] 2022 Unsupervised extractive summarisation tools Recorded calls Private
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computing in the development of topic models from call 
centre conversations. Although the NLP technique used 
produced high-level insights, it did not help identify the 
sequential insights and proved insufficient for turn-level 
process improvement. In contrast, the work from [125] took 
into account the sequential nature of agent–customer con-
versations and used a Markov decision process (MDP) to 
identify customer states and agent actions. This helped them 
to identify the most frequent sequence from successful con-
versations and estimate outcomes when an agent performs 
a particular action for a customer in that given state. This 
helps in process improvement and training agents as ideal 
outcomes can be often used to direct customer conversation 
flow such that it concludes positively, thereby providing an 
overall better experience to customers.

Concerning call-type classification, the work from [126] 
put forward a method enabling automatic identification of 
calls that were problematic and required managerial evalua-
tion for call centres. In the work of [106], a call centre moni-
toring system was proposed which facilitates text analytics 
and information gathering. Their system analysed the con-
tent of call centre data and detected the main issues pointed 

out in the data. In [110], a system was presented which 
could recognize speech and apply text-mining techniques for 
French call centre data. Whereas, the work of [126] shows 
an interactive mining tool built on pragmatic analysis and 
applied to a data corpus containing manually transcribed call 
centre interactions within the banking domain. Meanwhile, 
the author mentioned the limitations of the transcription pro-
cess as not accurate and incapable of identifying phrases that 
accompany emotions such as gratitude or sarcasm  (Table 3).

5.4 � Customer service chatbots

Another area of research interest in the domain of CC has 
been the use of chatbots or virtual agents and speech-enabled 
IVRs. Chatbots are essentially part of a system with dedi-
cated components such as a dialogue manager, responsible 
for communicative goals, which is interfaced with a task 
manager that knows the underlying goals of the communica-
tion. Regardless, both are responsible for natural language 
generation to produce meaningful language utterances which 
fit the circumstances and specific goals are achieved by fol-
lowing appropriate courses of exchanges. Such a system is 

Table 3   Summary of studies on optimizing customer–agent interactions via data analysis

Research Year Model Corpus Access

[115] 1994 HMM, contingency table and multinomial Switchboard Public
[116] 1997 HMM with Estimate-Maximize (EM) Broadcast News (available on CDROM) Public
[117] 2001 Text analysis and knowledge mining (TAKMI) US PC CC Private
[108] 2002 Classification and regression trees (CART) DARPA Communicator dialogues Public
[109] 2002 RIPPER—incremental reduced error pruning 

(IREP) algorithm
HMIHY—AT &T CC Private

[104] 2003 n-gram, Naïve bayes, TF-IDF and SVMs University of Colorado CC Private
[120] 2004 Linear NN, MLP, probabilistic NN, CART, decision 

tree-ANN, SVM
Insurance company CC Private

[105] 2005 BoosTexter AT &T CC Private
[106] 2005 Juru Information Retrieval engine British National Corpus (BNC) and IBM internal 

CC
Public and Private

[107] 2006 n-gram IBM internal CC Private
[118] 2007 K-Means and AprioriAll Internal IT CC Private
[121] 2007 Continuous-time Markov chain (CTMC) Bell Canada CC Private
[110] 2008 GMMs, context-dependent HMM, n-gram and 

Insight Dicoverer Clusterer (IDC)
EDF—French Energy company CC Private

[111] 2008 Typical patterns mining (TPM) German Financial services CC Private
[112] 2008 Information granulation and latent semantic index-

ing (LSI)
UCI Machine learning repository Public

[113] 2008 Latent semantic analysis (LSA) and probablistic 
latent semantic analysis (PLSA)

BizBlogs07 Private

[119] 2009 SVM Car rental CC Private
[114] 2012 Email knowledge extraction process (EKE) Academic emails, UK &I company and Enron email Private & Public
[28] 2016 Hadoop MapReduce—Cosine and n-gram Turkish CC Private
[124] 2017 Latent dirichlet allocation (LDA) China Central Television CC Private
[125] 2019 Markov decision process (MDP) Customer experience management company Private
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often part of a large spoken dialogue system as well such 
as speech-enabled IVRs in CCs. The workflow of a typical 
chatbot is illustrated in Fig. 6.

In an early study of [127], technical innovation within AT 
&T’s eContact space focused on voice-enabled CC automa-
tion highlights VoiceTone, an intelligent virtual agent that 
uses speech and language technology. It acts as a replace-
ment for an existing IVR system and converses naturally to 
complete customer requests. It emphasizes replacing a cum-
bersome, menu-based interaction with a more natural and 
flexible user experience. For the development of a conver-
sational agent, the MDP framework has often been applied. 
Another early study in [128] proposed a learning dialogue 
system that used stochastic MDP for an Airlines information 
system. While the model could successfully reveal optimal 
strategies, it was not used on the human-human dialogue 
system but a man–machine system that has less variability 
than the former.

Over the last ten years, there has been a growing interest 
around chatbots in CC systems (e.g. [129, 130]). Chatbot 
technologies gained further attention following the COVID-
19 pandemic, which transformed the model of interpersonal 
communication. A chatbot implementation in [131] was pro-
posed to improve virtual communication with people and 
provide them with answers about the COVID-19 disease. 
Another recent work in [132] developed chatbot tool to help 
with the daily screening of healthcare workers to prevent the 
spread of COVID-19 in the healthcare setting.

One of the key challenges in modern chatbot systems is to 
design accurate automatic models for customer intent detec-
tion. Early work in [133] proposed a hidden Markov model 
(HMM) system to model the intention of a sentence using 
the Viterbi algorithm. The model not only considered the 
phrase frequency but the syntactic and semantic structure 
of a phrase frequency. It is substantiated that an accurate 
determination of the caller’s intention helps significantly in 

conversing functionality. The experiment results showed a 
correct response rate of 80.3%. A method that combines 
two different approaches (Hidden Markov and neuro-fuzzy 
models) has also been suggested which automatically identi-
fies user intention in a dialogue. The results show that the 
overall performance of a human–computer dialogue system 
improved [134]. Other approaches have also been suggested 
[135–137]. The work from [138] surveys several past and 
present computational approaches to natural language that 
generate utterances by using speech acts or words as particu-
lar types of actions in solving a problem.

In contrast to other approaches, reinforcement learning 
(RL) is suited particularly for such tasks where the best strat-
egy to achieve a goal is unknown and the system tries to 
automatically find an optimal policy from interactions with 
the user and the environment. An interesting study is from 
[139] in which hierarchical reinforcement learning (HRL) is 
used for jointly optimizing spatial behaviours and dialogue 
behaviours. The proposed method learns to provide navi-
gation instructions by making use of the customer’s prior 
knowledge into account. To improve AHT or response times, 
CCs need to build systems that can categorize user requests, 
complaints, and questions and filter them by priority key-
words. Also, an automated process that works like a search 
engine and recommends possible solutions to CC agents. 
The automated process must have the capability to surface 
content quickly and offer insights by identifying the relevant 
patterns from the data. One such publication presents a novel 
approach in which HRL is utilized for natural language gen-
eration in a dialogue system that learns the optimal utter-
ance through reward function [140]. The proposed method 
optimizes content selection, utterance planning, and surface 
realization decisions in a joint fashion, otherwise strictly 
interdependent. Results show that their combined approach 
outperforms baselines that followed the independent opti-
mization approach. More recently, [141] conducted a study 

Fig. 6   Typical chatbot workflow
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in which a Markov process describing a model function was 
constructed. The numerical assessment of their model high-
lights a positive effect of chatbot usage particularly when CC 
is experiencing an overload of customer queries.

Modern CC systems are increasingly using intent rec-
ognition systems in their chatbots systems to improve the 
quality of their virtual assistance. Recent studies have 
focused more on this direction by proposing more accu-
rate and robust models for recognizing customer intent. For 
example, [129] proposed an intent recognition system in CC 
platforms that takes into account certain human emotions 
in customer-agent interaction. They used inference rules to 
detect human emotions regarding the actual intentions of the 
customer using recorded CC calls given in the Polish lan-
guage. Another work in [142] introduced an evidence-based 
machine learning framework for the automatic detection of 
subjective calls. They used deep neural network to assess a 
corpus of seven hours of recorded calls from a real-estate 
CC and achieved an accuracy of 75% for subjectivity detec-
tion  (Table 4).

6 � Sentiment analysis experiments

This section aims to outline the sentiment analysis experi-
ments conducted on the publicly available dataset that reso-
nates with the structure and form of the CC data, demon-
strating the effectiveness of well-known algorithms. The 
code has been uploaded on GitHub1 and can be used for 
reproducing the experiments.

6.1 � Dataset description

A Multimodal Multi-Party Dataset for Emotion Recogni-
tion in Conversations (MELD)—an enhanced and extended 
EmotionLines dataset has been selected for this experiment 
[143, 144]. MELD contains similar dialogue instances that 
are available in EmotionLines, but it encompasses audio and 
visual modality along with text also. MELD contains about 
13,000 utterances from 1,400 dialogues from the TV series 
called ’Friends’. The textual part of the dataset included 
two label columns. The column ’Emotion’ contained seven 
labels: neutral, joy, sadness, anger, surprise, fear, and dis-
gust labels. The column ’Sentiment’ contained three labels 
(positive, negative, and neutral) which are what were used 
in our experimental study. The audio part of the dataset 
was retrieved from converting MPEG-4 Part 14 files into a 
WAVE format. Our experiments used 9988, 1108, and 2608 
audio files and textual utterances for training, development, 
and testing. The data was passed as a CSV file with columns 
for text and sentiment label and an audio file directory path. 
The statistics of the MELD dataset are presented in Table 5.

Table 4   Summary of studies on customer service chatbots

Research Year Model Corpus Access

[133] 1998 HMM and Viterbi algorithm ATIS Public
[128] 2000 Markov decision process (MDP) and reinforcement learning 

(RL)
Air travel information system (ATIS) Public

[137] 2001 Text mining and Fuzzy logic News reports and movie reviews Public
[127] 2005 n-gram and HMM, GMM, continuous-density HMM, SVM 

and augmented transition network (ATN)
AT &T CC Private

[136] 2007 Fuzzy theory Knoma simulation Private
[135] 2009 LDA and HMM Simulated ASR-Channel: Tourist Information (SACTI) Private
[139] 2011 Hierarchical RL Wayfinding domain dialogue system Private
[134] 2012 HMM, LDA, and hybrid neuro-fuzzy Azerbaijan Education company Private
[140] 2015 Hierarchical RL Giving Instructions in Virtual Environment (GIVE) Public
[141] 2021 Markov process Numerical assessment Private
[129] 2022 Inference rules Polish CC platforms Private
[142] 2022 Evidence-based machine learning, deep neural network Seven hours of recorded calls from a real-estate CC Private

Table 5   Description of the 
MELD dataset used in the 
experiments

Data type Description

Sentiment classes Positive, 
neutral, 
negative

#training set 9988/8.72 h
#development set 1108/0.96 h
#testing set 2608/2.31 h
Elicitation Play-acted1  https://github.com/SShah30-hue/sentiment-analysis-review.



838	 Pattern Analysis and Applications (2023) 26:823–846

1 3

6.2 � Results

Different models were experimented individually on two 
different data formats, i.e. audio and text. For audio—2D 
CNN and Wav2vec models were experimented, whereas 
for text—ALBERT, BERT, and RoBERTa models were 
experimented with. This eventually helped in comparing 
the model results of the MELD dataset and shortlisting 
the best-performing model for the fusion experiment. 
For audio data, 2D CNN was trained and deployed with 
MFCC and spectrogram features. The outperforming 
model was the one trained on Wav2vec 2.0 large, followed 
by Wav2vec 2.0 base and 2D CNN MFCC as shown in 
Table 6. For text, RoBERTa’s performance was notably 
better than the rest of the models as shown in Table 7. 
The RoBERTa model performed even better when the 
output of its last four hidden layers was concatenated and 
used for predictions as opposed to using the last layer 
only, i.e. pooler output. Following individual model train-
ing and deployment, the audio and text embeddings from 
best-performing models were fused and then loaded into 
the RoBERTa model. Despite our initial expectations, 
the fused embeddings (audio and text) loaded RoBERTa 
model did not exhibit any improvement over the text-only 
RoBERTa model, as demonstrated by the results in 8. 
We evaluated all models using multiple metrics such as 
weighted accuracy, loss, and F1-score. The number of 
training epochs used was set to 10, the learning rate was 
set to 2e-5 and the batch size was set to 16 for pre-trained 
models—text input and 20 training epochs, 0.001 learn-
ing rate, and 16 batch size for 2D CNN and Wav2vec 
2.0—audio input.

6.3 � Discussion

The primary objective of this experiment was to showcase 
the advantages of using pre-trained transformer models 
for sentiment analysis. We first used audio and text data 
separately and then combined their features to evaluate the 
performance of different models as shown in Table 9. The 
results presented in this study clearly demonstrate the poten-
tial of utilizing the latest NLP techniques to achieve better 
results. This experimental study could serve as a guiding 
framework for developing sentiment analysis systems in the 
future. It can also help CC organizations in driving innova-
tion by leveraging the latest models. However, it should be 
noted that this experiment is a proof of concept, and more 
research is needed to develop a production-ready sentiment 
analysis system.

The results of this study indicate that transformer models 
perform better than classical ML and language models, par-
ticularly for textual data. Hence, we recommend the use of 
transformer models for sentiment analysis tasks. However, 

Table 6   Experimentation results of MELD audio dataset

Model Loss Weighted 
accuracy (%)

F1-score

2D CNN MFCC 1.04 50.3 0.46
2D CNN Mel spectrogram 1.02 51.3 0.42
Wav2vec 2.0 base 1.02 49.0 0.46
Wav2vec 2.0 large 1.02 50.0 0.47

Table 7   Experimentation results of MELD text dataset

Model Loss Weighted accuracy 
(%)

F1-score

BERT 0.84 70.0 0.70
ALBERT 0.85 69.1 0.69
RoBERTa 0.84 71.0 0.71

Table 8   Experimentation results of fusion of audio and text MELD 
dataset

Model + Configuration Loss Weighted 
accuracy 
(%)

F1-score

RoBERTa-1 layer 0.92 62.9 0.60
RoBERTa-2 layer 0.87 66.9 0.66
RoBERTa-3 layer 0.86 68.2 0.67
RoBERTa-4 layer 0.86 68.4 0.68
RoBERTa-5 layer 0.86 68.2 0.67
RoBERTa-last four hidden layers-3 

layer
0.85 68.7 0.68

RoBERTa-last four hidden layers-4 
layer

0.85 68.4 0.68

RoBERTa-last four hidden layers-5 
layer

0.86 68.3 0.68

Table 9   Comparison table of all models experimented

Model Weighted 
accuracy 
(%)

2D CNN MFCC 50.3
2D CNN Mel spectrogram 51.3
Wav2vec 2.0 base 49.0
Wav2vec 2.0 large 50.0
BERT 70.0
ALBERT 69.1
RoBERTa 71.0
RoBERTa-last four hidden layers (audio+text) 68.7
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the performance of the audio data was not satisfactory, 
indicating a need to explore a wider range of features in 
future studies. Some of the limitations of this experiment 
include the small dataset size, transcription quality, and lack 
of better audio-quality data. Future studies could focus on 
addressing these limitations to further improve the accuracy 
of sentiment analysis systems. Also, the focus should be 
given to implementing newer advanced transformer-based 
language models. Overall, this study has shown the potential 
of transformer models in the field of sentiment analysis and 
offers valuable insights for future research.

7 � Challenge and solutions of NLP in CCs

In this study, a systematic review of a wide variety of NLP 
techniques applied in CCs was completed. Our findings indi-
cate that NLP methods have been applied more on a few 
key precise tasks of the CC operations. The outcome of this 
study does not apply necessarily to all other NLP-related 
studies but to those studies that have been shortlisted for this 
review paper. Despite the continuous and rapid improvement 
in NLP technology, its application in the CCs domain is 
still limited. In this section, we discuss various challenges 
in integrating NLP in CCs and highlight some potential 
solutions.

Firstly, multiple publications [8, 9, 54, 64] have cited the 
challenge of using massive amounts of CC data. This review 
paper conforms with those publications as it is a critical 
gap that needs to be addressed to steer CC automation. Spe-
cifically, CC data face labelling issues and thus require an 
organizational policy to be enacted and an efficient method 
to be utilized that automatically labels the data. The avail-
ability of labelled data is extremely scarce. Even when 
labelled data is available, it is either acted out, which may 
sound different than genuine emotions, or labelled indepen-
dently, which is highly time-consuming and/or subjective. 
While there may be different databases for each interaction 
type, there are no studies that have shown a method in which 
data can be merged with their associated customer survey 
results and agent monitoring scores from CC supervisors to 
overcome the labelling issue. One of the most reoccurring 
themes identified in publications is that there is no unified 
database for CCs wherein all important data variables for 
each type of customer interaction are stored.

Second, there is a lack of data sharing and insufficient 
interoperability capabilities that has limited NLP and ML 
automation. Further, the existence of the data protection 
policy has made it difficult for organizations to share pri-
vate data with 3rd parties including research institutions. 
Organizations store CC data mostly to aid them in case of 
legal lawsuits and other litigation fronts [9]. The demand for 
using the same data for enabling automation, personalisation 

of services, and gaining a competitive advantage has grown 
in the last few decades only. Most organizations are still 
unclear on how to shift from their previous data storage and 
processing policies to new policies that essentially aid NLP 
and ML development [3].

Third, the issue of data quality also restricts the produc-
tion of outputs from the NLP system such as transcription or 
audio processing [141]. Therefore, a number of techniques 
have been proposed in the open-source community related 
to enhancing the quality of standard telephony audio calls. 
However, it remains an issue hindering achieving high per-
formance and is simply just not good enough, particularly 
when it comes to audio processing. Industry-wide efforts are 
needed to recognize this challenge and promote the use of 
tools and systems that can generate and store quality data.

Validating externally is crucial to ensuring model accu-
racy but it was not conducted in all studies reviewed in this 
paper. There could be many reasons but it is suspected it 
is mostly down to the unavailability of suitable datasets 
or unawareness of the gravity of external validation. The 
publications covered in this review paper have resorted to 
either private or publicly available data corpus mostly. The 
publicly available data corpus is mostly either acted data, 
i.e. actors who have recorded sentences and scripts from 
movies, news, or TV shows. A resemblance can be drawn in 
a few of them as their nature correlates with the CC domain 
generated data, i.e. conversational nature. In our study, we 
did not evaluate the quality of the real-life dataset used in 
some publications to build, assess, or test their proposed 
models. While not exactly related to this review, it must 
be noted that all real-life data limitations apply despite the 
approach employed. Nonetheless, when such data is used 
for ML-based research, how dependent proposed methods 
are on the data availability and structure must be known 
and a comprehensive evaluation of a data source helps in 
ensuring its appropriateness for the ML work. Similarly, it is 
recommended that all data variables present in the databases 
should be completely understood, including those variables 
that might possess predictive/prognostic value.

Beyond data complexities, there are a number of modelling 
strategies proposed that have been employed given specific CC 
tasks. The range of strategies that have been identified in the 
review papers implies there are many approaches, each prov-
ing beneficial to an extent. It has also been long known that 
there is no single algorithm that can produce desired results, 
instead of utilizing only one algorithm can often lead to uncer-
tainty and variability. Also, due to the growth of multimodal 
data generated from CCs, it has become necessary to set a 
standard where multiple algorithms are considered while pro-
totyping. While in some cases—depending on the CC task, 
one model may be enough to overcome data fitting issues as 
well as produce a more accurate output, the surety of that one 
model can be made through its novelty. Until more and more 
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advanced models are introduced in the future, the best practice 
would be to assess the quality of each language and machine 
learning model and evaluate their performance as well as when 
combined. Also, as NLP and ML development within the CC 
domain extends, the need to externally validate becomes more 
important. It would be otherwise difficult to generalize models 
without their application on CC domain data precisely.

Due to the nature of language, it keeps evolving and a 
set of rules-based inputs assigned to CC tasks have proven 
to be leading towards customer dissatisfaction [24]. On the 
other hand, it is now vastly demonstrated that NLP and ML 
algorithms can help to switch towards more cognitive-based 
systems that allow for more intelligent prediction and early 
reaction to customer needs [31]. However, the notion of 
NLP and ML completely replacing a human CSR team is 
still a long way off, especially until the CC data challenges 
are solved. Also, the attitudes of many towards AI in cus-
tomer service are not widely favoured yet. For instance, 9/10 
people have stated that chatbots should have the option to 
transfer to a human agent in the CC [145]. This means that 
there is still a need for human intervention. Having said that, 
there is no denying that NLP and ML have the potential 
to significantly improve the CC customer service capabili-
ties but to truly fulfil its potential, cross-domain efforts are 
needed wherein experts from different core disciplines col-
laboratively solve its challenges and integrate NLP and ML 
models based on sophisticated linguistic and acoustic pro-
cessing that is closer or even better than human agent [146]. 
This will help in minimizing the flaws in its implementation, 
ensure risks are efficiently managed, and deliver services 
efficiently.

Having reviewed papers that are directly related to the 
CC, it has become clear that significant research efforts are 
severely needed to precisely tackle the areas where recent 
breakthrough NLP and ML models can add value and at 
the same time suggest solutions for the above-mentioned 
issues. The challenges that have been mentioned above 
should be at the forefront while developing new strategies. 
While at the designing stage, state-of-the-art NLP and ML 
methods should be adopted that allow flexibility in integra-
tion. To ensure high-performance of those methods, new 
CC management policies and processes, especially regard-
ing CC data labelling and conjoint, must become a frequent 
practice within CC, particularly when it comes to back-end 
processes.

8 � Future directions for CCs

Organizations are constantly challenged to keep pace with 
the changing needs and expectations of their customers. 
Among all departments, customer service has had to adapt 
and evolve the fastest in response to the new era of customer 

requirements, the use of multiple communication channels, 
and the challenges posed by younger (“millennial” and “gen-
eration z”) employees. As the bridge between employees and 
customers, the customer service department plays a crucial 
role in continuously improving service delivery. Today’s 
customer service centres are modern and have progressed 
from voice-only channels to multi-channel and omnichan-
nel platforms, from simple to multi-skilled workforce man-
agement, and from random to interaction-based analytics 
that captures the voice of the customer (VoC). The intro-
duction of performance management, desktop guidance, 
automation of traditional customer service tasks, real-time 
authentication, bots, and customer journey analytics offer a 
range of solutions for the efficient functioning of call centres 
in today’s market [2]. Most organizations now offer cloud 
services, while providing distributed models of operation, 
allowing greater flexibility and silos opportunities within the 
business. Gartner forecasts that by 2024, there will be more 
cloud contact centre agents (9.2M) than premises-based 
agents (7.2M) [147]. While so many changes have emerged 
over the years, customer needs keep constantly changing. 
Therefore, continuous innovation is required from the CC 
organizations to help advance towards CCs that can provide 
idiosyncratic and cutting-edge customer service. The fol-
lowing points are worth considering when envisaging future 
CCs:

•	 In tomorrow’s customer service landscape, automation, 
analytics, workflow technology, and bots will play a sig-
nificant role. However, organizations must not rely on 
assumptions but instead gather and utilize data effectively 
to stay updated and understand their customers’ percep-
tions [3]. To provide proactive support and personalized 
services, both historical and real-time data from various 
sources must be utilized. While smart bots may eventu-
ally provide optimal support, human agents with a wide 
range of skills will remain as valuable problem-solvers 
for situations that bots are not capable of resolving [29]. 
Consequently, future customer service will combine 
human and machine efforts, including automation and 
machine learning, with the option of escalation to human 
agents if necessary.

•	 Organizations must also understand the new demands 
from the next generation of agents who prefer decentral-
ized operations [19]. It becomes paramount to recruit 
and retain the best agents and provide sufficient training, 
especially technical support in handling an array of chan-
nels while fulfilling customer needs. Therefore, agents 
will effectively play a defining role in the next era of 
CCs.

•	 CC data holds invaluable information, which can support 
organizations to build a connected enterprise and drive 
operations. CCs in the future will no longer solely focus 
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on problem resolution or campaign-based selling but 
more focused on promoting interactive experience hub, 
which can have profound effects on customer experiences 
[19, 148] (see Fig. 7). CC data can be both an opportu-
nity and a threat. This means if the organization lacks the 
ability to analyse infinite volume, variety, and velocity 
of CC data for operational improvements and business 
performance, it could become difficult to strengthen its 
position in the market.

•	 Like most publicly accessible IT systems, call centres 
(CCs) are highly susceptible to cyber-attacks. Criminal 
enterprises find customer personal information particu-
larly attractive, making CCs a prime target. This is mainly 
due to the various customer-account-related issues that 
call centres need to handle, which often require access 
to sensitive information, particularly financial data like 
billing details linked to a customer’s account. As a result, 
CCs are vulnerable to both internal and external secu-
rity threats, including denial of service (DoS) attacks, 
hacking and data breaches, social engineering, and inap-
propriate access by internal CC staff [149, 150]. Shock-
ingly, 30% of agents have access to customer payment 
information, even when not on the phone with them, and 
42% of agents do not report data breaches [151]. For this 
reason, businesses need to improve their data privacy 
protocols. To prevent these threats, effective measures 
such as organizational practices, staff training, cultural 
changes, and secure technological solutions are essential 
[152].

•	 Just as the CC has evolved, NLP and ML in parallel have 
also significantly progressed. The recent advancements 
have brought a wide range of capabilities to CCs such 

as ASR-based IVR systems have evolved to route calls 
with good accuracy. Newly proposed NLP models have 
demonstrated state-of-the-art results and are continu-
ously being researched and implemented. Going forward, 
these models and more advanced models of the future 
will provide a real opportunity to precisely understand 
language and mine customer data [141]. Early adoption 
of these models into the CCs will help organizations in 
coping with the changing demands, delivering unique 
services, assimilating knowledge when employing new 
technologies, and supporting the transfer of efforts from 
people to intelligent systems, thus leading towards effi-
cient automation of human tasks.

9 � Conclusion

The purpose of this paper is to present a detailed study 
on the utilization of NLP and ML techniques in the CC 
domain. To the best of our knowledge, this is the first 
effort made towards achieving this goal. The paper aims to 
assist researchers and practitioners in comprehending the 
current gaps, overcoming challenges, and obtaining direc-
tion for developing an intelligent NLP system for CC. We 
have explored a range of models, techniques, and strategies 
employed in the application of ML and NLP. Additionally, 
we have assessed the effectiveness of the latest language 
models on the MELD dataset. Although NLP and ML are 
becoming standard practices for future CCs, they must tackle 
various issues outlined in Sect. 8. Furthermore, extensive 
research efforts are required to ensure that potential solutions 
are experimented with using CC domain data since this area 

Fig. 7   Evolution of CC service
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remains mostly unexplored. CC is on track to become the 
interaction hub for the digital enterprise, managing support, 
interaction, and data gathering in an increasingly complex 
and connected world. Organizations need to make structural 
reforms and address all complex issues to ensure the suc-
cessful implementation of CC automation.
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