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Abstract 

To model the complex reality, it is necessary to develop a powerful semantic model. A rational 

approach is to integrate a relational view and a multi-dimensional view of reality. The Semantic 

Link Network (SLN) is a semantic model based on a relational view and the Resource Space 

Model (RSM) is a multi-dimensional view for managing, sharing and specifying versatile 

resources with a universal resource observation.  

The motivation of this research consists of four aspects: (1) verify the roles of Semantic Link 

Network and the Resource Space Model in effectively managing various types of resources, 

(2) demonstrate the advantages of the Resource Space Model and Semantic Link Network, 

(3) uncover the rules through applications, and (4) generalize a methodology for modelling 

complex reality and managing various resources.    

The main contribution of this work consists of the following aspects: 

1. A new text summarization method is proposed by segmenting a document into clauses 

based on semantic discourse relations and ranking and extracting the informative clauses 

according to their relations and roles. The Resource Space Model benefits from using 

semantic link network, ranking techniques and language characteristics. Compared with other 

summarization approaches, the proposed approach based on semantic relations achieves a 

higher recall score. Three implications are obtained from this research. 

2. An SLN-based model for recommending research collaboration is proposed by 

extracting a semantic link network of different types of semantic nodes and different types of 

semantic links from scientific publications. Experiments on three data sets of scientific 

publications show that the model achieves a good performance in predicting future 

collaborators. This research further unveils that different semantic links play different roles in 

representing texts. 

3. A multi-dimensional method for managing software engineering processes is 

developed. Software engineering processes are mapped into multiple dimensions for 

supporting analysis, development and maintenance of software systems. It can be used to 

uniformly classify and manage software methods and models through multiple dimensions so 

that software systems can be developed with appropriate methods.  Interfaces for visualizing 

Resource Space Model are developed to support the proposed method by keeping the 

consistency among interface, the structure of model and faceted navigation. 

Keywords – Resources Space Model; Semantic Link Network; Resource Management; 

Classification Dimensions; Software Engineering Models; Probabilistic Graphical Model; 

Discourse Structure; Text Summarization 



M A Rafi, PhD Thesis, Aston University 2022  3 

  



M A Rafi, PhD Thesis, Aston University 2022  4 

Acknowledgements 

 

I would like to thank the following people, without whom I would not have been able to 

complete this research work. 

First of all, I would like to express my best regards and thanks to my supervisor Professor 

Albert Hai Zhuge for giving me the opportunity to undertake this research study and to 

persevere and complete it satisfactorily. Without his valuable guidance, this achievement 

would not have been possible. My deep thanks to my Associate Supervisor Dr Xiaorui 

Jiang for his advice and guidance throughout the duration of this study. I have been very lucky 

to have a supervisor who cared so much about my work, and who responded to my questions 

and queries so promptly. 

I would particularly like to thanks the research and administrative staff at the School of 

Engineering and Applied Sciences for their support during my study. Many thanks to Kanchan 

Patel, Sandra Mosley, and Helen Yard. 

I would like to thanks to my friend Mr Muhammad Babar Ali Khan for his frequent help, support 

and encouragement. For that, I am eternally grateful. I am truly lucky to count you amongst 

my friends Dr Mazhar Hussain Malik, thank you for all the support and the encouragement. I 

am forever thankful for their friendship and support, and for creating a cordial working 

environment. 

Finally, I would like to say thanks to my family, parents and grandparents for their infinite love, 

care and support. I wish to thank all the people whose assistance was a milestone in the 

completion of this research project. 

The work in the thesis would not have been productive without the support of my parents, 

teachers and friends.  

  



M A Rafi, PhD Thesis, Aston University 2022  5 

 

Table of Contents 

Abstract ........................................................................................................................ 2 

Acknowledgements ......................................................................................................... 4 

Table of Contents ............................................................................................................ 5 

List of tables, figures and equations .................................................................................... 8 

List of Abbreviations ...................................................................................................... 10 

1 CHAPTER ONE: INTRODUCTION ............................................................................. 13 

1.1 Background ........................................................................................................ 13 

1.2 Resource Space Model ......................................................................................... 14 

1.2.1 Basic definition of Resource Space Model ........................................................... 15 

1.3 Semantic Link Network ........................................................................................ 18 

1.4 Research Contributions ........................................................................................ 19 

1.5 Motivation for this study ...................................................................................... 20 

1.6 Organisation of this thesis .................................................................................... 20 

2 CHAPTER TWO: A LITERATURE REVIEW ................................................................. 23 

2.1 An Overview of the Text Summarisation ................................................................ 23 

2.2 EFFORTS TO INCORPORATE SEMANTICS INTO PROBABILISTIC GRAPHICAL MODEL 25 

2.3.1 Associating Probabilistic Graphical Model with Semantics ..................................... 34 

2.3.2 EFFORTS TO INCORPORATE UNCERTAINTY INTO GRAPH-BASED KNOWLEDGE 

REPRESENTATION .................................................................................................... 37 

2.3.3 Discussion ....................................................................................................... 43 

2.3.3 To Sum Up ...................................................................................................... 49 

2.4 Software Engineering Approaches Background ...................................................... 50 

2.4.1 The Plan Driven Approach ................................................................................. 54 

2.4.1 The Agile Approach .......................................................................................... 55 

2.5 Summary ............................................................................................................ 58 

3 CHAPTER THREE: EFFECTIVE SUMMARIZATION BASED ON SEMANTIC LINKS............ 59 

3.1 Introduction........................................................................................................ 59 



M A Rafi, PhD Thesis, Aston University 2022  6 

3.2 Related Work ...................................................................................................... 60 

3.3 Proposed Model .................................................................................................. 61 

3.4 Extract and parse into RST tree ............................................................................ 61 

3.5 Choose informative text clauses ........................................................................... 62 

3.6 Refine summary by ranking on Semantic Link Network ........................................... 63 

3.7 Evaluate the performance of summaries................................................................ 64 

3.8 Dataset .............................................................................................................. 64 

3.9 Experimental Results ........................................................................................... 65 

4 CHAPTER FOUR: RECOMMENDING RESEARCH COLLABORATORS BASED ON SEMANTIC 

LINK ........................................................................................................................... 67 

4.1 Introduction........................................................................................................ 67 

4.2 Related Work ...................................................................................................... 68 

4.3 Building the SLN ................................................................................................. 69 

4.4 Semantic Paths ................................................................................................... 70 

4.5 The Framework of Recommending Future Collaborators ......................................... 72 

4.6 Experiment – Dataset .......................................................................................... 73 

4.7 Experiment Setting .............................................................................................. 73 

4.8 Results and Analysis ............................................................................................ 74 

5 CHAPTER FIVE: A MULTI-DIMENSIONAL METHOD SPACE FOR MANAGING SOFTWARE 

PROCESSES ................................................................................................................. 77 

5.1 Introduction........................................................................................................ 77 

5.2 RSM use to Manage Multiple Types of Software Processes from Multiple Dimensions 77 

5.3 Property Inventory Tracker .................................................................................. 80 

5.4 Eclipse Project .................................................................................................... 83 

6 CHAPTER SIX: VISUALIZATION OF MULTI-DIMENSIONAL RESOURCE SPACE MODEL . 87 

6.1 Introduction........................................................................................................ 87 

6.2 Architecture ........................................................................................................ 89 

6.3 Technology ......................................................................................................... 90 

6.4 Interface Implementation .................................................................................... 91 

6.5 Test ................................................................................................................... 93 

7 CHAPTER SEVEN: CONCLUSIONS AND FUTURE WORK ............................................. 97 

Appendices .................................................................................................................. 99 



M A Rafi, PhD Thesis, Aston University 2022  7 

6 References .......................................................................................................... 100 

 

  



M A Rafi, PhD Thesis, Aston University 2022  8 

List of tables, figures and equations 

Table 2.1 Six common kinds of semantic networks ............................................................. 40 

Table 2.2 Brief Comparison of Models. ............................................................................... 48 

Table 2.3 Various types of the software applications. .......................................................... 51 

Table 3.1 The Words Amount of Papers in Dataset ............................................................ 64 

Table 3.2 The Performance of RST Summary..................................................................... 65 

Table 3.3 The Performance of Different Models .................................................................. 65 

Table 3.4 The Examples of Proposed model. ...................................................................... 65 

Table 4.1 Five semantic paths. ........................................................................................... 71 

Table 4.2 Details of three datasets. ..................................................................................... 74 

Table 4.3 Results of experiment. ......................................................................................... 75 

Table 4.4 Details of SLNS. .................................................................................................. 76 

 

Figure 1-1 Search in Multi-dimensional classifications map [3]. ......................................................... 15 

Figure 1-2 Email Resource Space example [135] ................................................................................. 16 

Figure 1-3 Thesis modules and research workflow. ............................................................................. 21 

Figure 2-1 A basic structure of an ATS. [143] ..................................................................................... 24 

Figure 2-2 A Bayesian network for Example 1. ................................................................................... 28 

Figure 2-3 An example of Markov random field. ................................................................................. 31 

Figure 2-4 Propositions, first-order formulas, constants, and ground MRF in Example 2. .................. 36 

Figure 2-5 A Semantic Link Network of a paper [53]. ......................................................................... 43 

Figure 2-6 A timeline of the efforts ...................................................................................................... 45 

Figure 2-7 Software Engineering Models ............................................................................................. 53 

Figure 2-8 Waterfall Model .................................................................................................................. 54 

file:///D:/Dropbox/Aston%20Uni%20Research/Impt%20Thesis/Box%20Submission/Rafi,%20Muhammad%20Adnan-159220687-2022.docx%23_Toc121744945
file:///D:/Dropbox/Aston%20Uni%20Research/Impt%20Thesis/Box%20Submission/Rafi,%20Muhammad%20Adnan-159220687-2022.docx%23_Toc121744951


M A Rafi, PhD Thesis, Aston University 2022  9 

Figure 2-9 Incremental Model .............................................................................................................. 55 

Figure 2-10 Extreme Programming Model ........................................................................................... 57 

Figure 2-11 Scrum Model ..................................................................................................................... 58 

Figure 3-1 SLN-based extractive summarization pipeline .................................................................... 61 

Figure 3-2 An example of RST ............................................................................................................. 62 

Figure 4-1 The schema of the initial SLN ............................................................................................. 69 

Figure 4-2 Training part and test part. .................................................................................................. 71 

Figure 4-3 Framework of the Model. .................................................................................................... 72 

Figure 5-1 Software Engineering Processes of the Property Inventory Tracker in RSM. .................... 81 

Figure 5-2 Eclipse Project in Multi-Dimensional Resource Space. ...................................................... 84 

Figure 6-1 An example of 3-Dimensional Resource Space. ................................................................. 88 

Figure 6-2 Architecture for visualization .............................................................................................. 90 

Figure 6-3 User Input Form. ................................................................................................................. 92 

Figure 6-4 Circular view of inputs. ....................................................................................................... 92 

Figure 6-5 Dimensions with attributes for letting agencies. ................................................................. 93 

Figure 6-6 Comparison with other Interfaces. ...................................................................................... 96 

  



M A Rafi, PhD Thesis, Aston University 2022  10 

List of Abbreviations 

 

RS   Resource Space 

RSM  Resource Space Model 

SN  Semantic Network 

SLN  Semantic Link Network 

PSLN  Probabilistic Semantic Link Network 

ANNs  Artificial Neural Networks 

AI  Artificial Intelligence 

NLP  Natural Language Processing 

TS   Text Summarization 

PGM  Probabilistic Graphical Model 

FOL  First Order Logic 

MRFs  Markov Random Fields 

BNs  Bayesian Networks 

MLN  Markov Logic Network 

PSL  Probabilistic Soft Logic 

OWL  Web Ontology Language 

RDF  Resource Description Framework 

ADF  Active e-Document Framework 

KG  Knowledge Graph 

DAG  Directed Acyclic Graph 

CRF  Conditional Random Field 

GBKR   Graph‐Based Knowledge Representation 



M A Rafi, PhD Thesis, Aston University 2022  11 

CPSoSLN Cyber-Physical-Social Semantic Link Network 

GRASP GRowth-based Approach with Staged Pruning 

HHMM  Hierarchical Hidden Markov Model 

HBN   Hierarchical Bayesian Network 

SMEs  Small and Medium Enterprises 

GBKR  Graph-based Knowledge Representation 

CSS   Cascading Style Sheets 

HTML   Hypertext Markup Language 

PHP  Hypertext Preprocessor 

JS  JavaScript 

D3  Data-Driven Documents 

SVG  Scalable Vector Graphics 

MIT  Massachusetts Institute of Technology 

ACL  Association for Computational Linguistics 

RUP  Rational Unified Process 

OOP  Object Oriented Programming 

SE  Software Engineering 

XP  Extreme Programming 

IXP  Industrial Extreme Programming 

PIT  Property Inventory Tracker 

IDE  Integrated Development Environment  

SDK  Software Development Kit 

JDT  Java Development Tools 



M A Rafi, PhD Thesis, Aston University 2022  12 

SRS  Software Requirements Specification 

PMC  Project Management Committee 

API  Application Programming Interface 

PDE  Plug-in Development Environments 

SDD  Software Design Document 

TPTP  Test and Performance Tools Platform 

RST  Rhetorical Structure Theory 

ROUGE Recall-Oriented Understudy for Gisting Evaluation 

CPS  Cyber-Physical Society 

URL  Uniform Resource Locator 

RDBM  Relational Database Mode 

ROM  Read Only Memory 

PC  Personal Computer 

SDLC  Software Development Life Cycle 

ATS  Automatic Text Summarisation 

TF-IDF  Term Frequency – Inverse Dense Frequency 

 

 

 

 

 

 

 

https://www.nist.gov/el/cyber-physical-systems
https://www.nist.gov/el/cyber-physical-systems


M A Rafi, PhD Thesis, Aston University 2022   13 
 

1 CHAPTER ONE: INTRODUCTION 

1.1 Background 

Classification is an elementary methods for humans to identify resources. Single dimensional 

classification is generally used in real life. For example, shops classify and arrange the stock 

according to customers purchasing habit and for their facility. The computer file system is 

another example of the single-dimensional classification. There are some scenarios where we 

need more than one dimension to classify resources. For example, Two-dimensional space 

or three-dimensional space is used to locate the location on the map. The web browsing is 

another example of the multidimensional space. Humans recognized classification spaces in 

minds throughout the learning process. They have established consensus on classification on 

physical sections and social functions. 

The Resource Space Model (RSM) is a resource organization model which has a complete 

method, theory and model based on multi-dimensional classifications. RSM is used to 

establish an appropriate classification space for the resources. The resources managed by 

the RSM could be any form. The classification nature of the RSM enables it to automatically 

generate the resource space by using classification or clustering algorithms on a given set of 

resources. 

A systematic theory on RSM has been published. These studies and formal characteristics 

make it valiant to adopt it. One purpose of this study is to assess the extent to which these 

factors and solutions can solve the real-world problems. RSM is a multi-dimensional, content-

based and classification-based space model for efficiently and effectively managing various 

resources. RSM is a non-relational data model, which has a relatively complete theoretical 

foundation and has significant applications in cyber-physical society and faceted search. 

There are some applications in picture resources and email resources [135] that are presented 

by the implementation of the RSM. The email resources application is described in section 1.2 

for further consideration which shows the relationship between RSM and SN help to build the 

application. Emails can be automatically added into the email resource space through semantic 

relationships [135]. 

As a multi-dimensional semantic model for uniformly managing various resources, RSM can 

be used to uniformly classify and manage software methods and models through multiple 

dimensions so that software systems can be developed with appropriate methods. This 

research will apply the RSM to classify existing software engineering models and features 
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from multiple dimensions so that software methods can be utilized in the most effective way 

to build real-time systems. Real-time system respond to external events in a timely fashion 

and the response time is guaranteed. Real-time systems are defined as those systems in 

which the overall correctness of the system depends on both the functional correctness and 

the timing correctness. Examples are, Multimedia streaming DVD Player must decode both 

the audio and the video streams from the disk simultaneously [146]. 

Two cases of applying the Resource Space Model in managing the software engineering 

projects are studied and show that RSM can map the software engineering activities into one 

space for easy management. New dimensions and coordinates can be easily adopted for 

managing new features found during the software process. It offers a new way to manage the 

whole lifecycle of the project. 

A Resource Space (RS) is used for accurately finding and efficiently organizing resources that 

can also be the integration of the Resource Space Model and the Semantic Link Network. An 

SLN can be constructed from text, where the nodes represent text units and the semantic links 

signify semantic relations between language units. SLN was used to summarize texts by 

extracting diverse semantic links from texts and then ranking the network. Therefore, a multi-

dimensional resource space model can represent both link semantics and classification 

semantics [81]. 

Modelling is a basic but vital task in computer science. Graph model, uncertainty, and 

semantics are three key aspects for building a comprehensible, credible, and efficient model 

of the real world [5][6]. They enable computers to represent and analyse information logically, 

discover new relationships and generate new knowledge, in a complex environment with 

unknown, imperfect and even contradictory information. The combination of these three 

aspects can provide a systematic and effective method for modelling the reality. This research 

presents the efforts towards combining these aspects furthermore Visualization of multi-

dimensional Resource Space Model can provide a user friendly interface when applying it to 

manage various resources [2]. 

1.2 Resource Space Model 

An important part of human intelligence is to think and understand the real world through 

dimensions. Automatically discovering of the dimensions from a set of resources provides the 

multi-dimensional observations for operating resources effectively and efficiently. A multi-

dimensional approach can be a space of methodologies for accomplishing, mapping, 

coordinating and combining procedures as well as leading the application procedure to build 

and predict the development process. Figure 1.1 is an example of using the resource space 
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model. Users can search accommodations from four dimensions:  time, region, function and 

location, which can reduce the search space prominently.  

“Classification is one of the most basic methods for humans to recognize and organize 

various resources. The Resource Space Model is a resource organization model based on 

multi-dimensional classifications.” (P-211) [3]. 

Figure 1-1 Search in Multi-dimensional classifications map [3]. 

1.2.1 Basic definition of Resource Space Model 

The Resource Space Model (RSM) is used to manage versatile resources with a multi-

dimensional classification space. It supports generalization and specialization on 

multidimensional classifications [1-16]. Resource Space RS of n-dimensional characterizes n 

kinds of classification method X1, X2, … , and Xn on a set of resources represented as RS(X1, 

X2, … , Xn). The resource set denoted by dimension Xi (1≤i≤n) is the union of the resource 

sets represented by all of its coordinates denoted as R(Xi)=R(Ci1)∪R(Ci2) ∪ …∪R(Cim), in 

simple Xi = {Ci1, Ci2, …, Cim} [3][4]. One coordinate at every axis specifies a point p in the space 

represented as p(C1,j1, C2,j2, …, Cn,jn) or (C1,j1, C2,j2, …, Cn,jn). 

R(p)=R(C1,j1)∩R(C1,j2)∩…∩R(C1,jn) [2]. RSM has been integrated with the Semantic Link 

Network model to form a semantic space with the features of self-organization and multi-
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dimensional classification [34-36]. Therefore, RSM is based on classification and links, which 

are elementary mechanisms in forming and evolving spaces [11][12].  

RSM has further been utilized to manage various resources in complex space by coordinating 

the physical space, cyber space, mental space and social space [1] [4]. RSM has been 

developed into a methodology for managing various resources from multiple dimensions [4]-

[17].  

RSM is a multi-dimensional, content-based and classification-based space model for efficiently 

and effectively managing various resources. RSM is a non-relational data model, which has a 

relatively complete theoretical foundation and has significant applications in cyber-physical 

society and faceted search. There are some applications in picture resources and email 

resources [135] that are presented by the implementation of the RSM. 

Electronic mail (e-mail or email) is a way of communication between individuals using 

electronic devices. Now a days email is became a universal method for communication. Email 

address is an elementary and essential part of numerous processes in commerce, business, 

administration, training, entertainment, and other daily life routines. Every day we 

communication through emails and this number is increasing with the passage of the time. 

How to competently attain the amount of emails becomes a question to be addressed. Figure 

1.2 shows an email resource space model, the dimensions of which are Contactor, Topic, 

Time, and State. Time and Topic are hierarchical dimensions. All of these four dimensions are 

orthogonal with each other, i.e. R(Topic)=R(Contactor)=R(State)=R(Time) [135]. Each 

resource could be acquired from any of the dimensions. When a new email is added to the 

Figure 1-2 Email Resource Space example [135] 
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resource space, its corresponding coordinates on each axis should be specified. Emails can 

be automatically added into the email resource space through semantic relationships. For 

example, it is practical that emails are categorized and added into the same topic. Responding 

emails have strong relation with initiating emails, so they should be in the same category 

[135]. Towards the future interconnection environment ideal, a complex semantic space is 

proposed by integrating the RSM with the Semantic Link Network to utilize advantages of the 

both models [135]. 

A. Dimension 

Humans created numerous spaces while living in the real world which helps them to observe 

and think through different aspects. Physical spaces include homes and buildings, parks and 

roads, and cities. Managing and recognizing physical objects humans create dimensions of 

space such as location and time [135][136]. 

A set of objects of the dimensions can have both subjective view and the objective view [4]. 

The subjective view is the way to represent and recognize real-world objects. For example, 

clients and customers write reviews related to buying products such as quality, price and 

service. The natural features of a set of objects are presented by the objective dimension such 

as colour, size and shape of the product. Subjective dimensions could be changed as 

dependent on the human observations while the objective dimensions are comparatively 

stable.    

One concept that is closely associated to the dimension is the category that philosophy, 

linguistics, mathematics and computer science define it in different ways. Aristotle defined ten 

categories [4] to classify all the major things. The prime categories are substance, quality, 

quantity and relation. The subordinate categories are time, place, action, situation, and 

passion. They further reduce the ten categories into five categories which are relation, 

substance, motion, quantity, and quality. Finally, they are reduced to two categories: relation 

and substance. In the twentieth century some philosophers started to move from the 

metaphysics of categorization in the direction of the linguistic problem of describing the words 

being used. A category and a sub-category can’t be the two dimensions for the same space.  

B. Dimension and Resource Space 

A dimension is a partitioning of a set of objects from the algebra point of view. In text 

summarization, various dimensions are used to establish efficient operations. For Example, in 

the Vector Space Model each dimension represents a word with a weight [4]. In the resource 
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space model (RSM) different dimensions denote the different categories of different 

procedures of categorization on the identical set of representations. Multiple dimensions that 

are dependent on each other with the same interest space. There are two main scenarios in 

which we need to expand the existing dimensions. The first one is that the existing dimension 

does not meet the current requirements of the application. The second one is that category 

hierarchy is general for the construction of the resource space. The resource space needs to 

be adapted when the resources change quickly. 

A Resource Space (RS) is different from conventional distance space because it is a multi-

dimensional classification space where the dimensions (axes) and coordinates are discrete 

[136]. A coordinate on a dimension presents an abstract class of a set of resource with a 

definite classification technique. In order to develop and manage the resources more 

rigorously and accurately, the integrity constraints and normal forms theory of the RSM was 

proposed [136]. To make the future interconnection environment ideal, a complex semantic 

space is proposed by integrating the RSM with the semantic link network to take advantage 

of both models [135]. 

C. Multi-dimensional Evaluation 

A systematic determination of the merit, value and significance of a method is based on the 

evaluation by using the comparison with the existing methods or the objective criteria [4] and 

common practice where formal methods are not appropriate. Previous evaluation approaches 

are based on human experience and focus on the result. In the text summarization application, 

criteria-based method is used to evaluate the internal structure (e.g. coverage and coherence) 

and its impact on the summary. 

1.3 Semantic Link Network 

The Semantic Link Network (SLN) is a graph-based semantic model, which was initially 

proposed for managing Web resources. An instance model of SLN mainly consists of four 

components: semantic nodes, semantic links, rules on semantic links, and operations 

performing on nodes and semantic links. Different from the Semantic Net, the SLN model 

supports self-organization operations of a complex system, emerging semantics, and 

automatic discovery of semantic links [95]. 

A. Uncertainty on semantic link 

There are various types of the semantic links that helps understanding and representation. In 

general, the semantic links are uncertain between the natural language representations due 
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to the following reasons [4]: (1) people often misunderstand the meaning and representations 

while chatting online and when emailing;  (2) in natural language representation there are 

several way to present the same meaning;  (3) different writers have different knowledge of 

content and different ways to present it; (4) readers have different level of knowledge of 

content on different topics and different level of understating; and, (5) different cultures and 

different fields of a subject have different effects on understating both writers and readers [4]. 

1.4 Research Contributions  

Classification and link are the most basic methods for humans to know, organize and manage 

resources in multiple spaces i.e., socio space, physical space, mental space and cyber space. 

It is a fundamental approach to creating a semantic space based on classification and links 

for organizing resources in various spaces. The complex semantic space integrating the 

Resource Space Model and Semantic Link Network based on multidimensional classifications 

is a promising model for managing various resources. Semantic Link Network, which is more 

capable of modelling semantics than traditional graph structure [53] a study has been 

presented. We adopt the SLN and present the effective way of summarization and chapter 3 

and chapter 4. 

Previous studies have specified [18], there is no single software engineering method that fulfils 

all requirements and present a methodology that is most suitable to build a specific type of 

application [31]. RSM develops new approaches and methods for achieving the ultimate goals 

which is presented in the chapter 5. The research work contribution is based on analysis of the 

challenges facing the present software engineering and text summarization research with an 

indication of the problems addressed in the current work and those contributed to their solution 

by adopting the SLN and RSM. 

The main contribution of this work consists of the following aspects: 

1. An SLN-based text summarization method is proposed by segmenting a document into 

clauses based on semantic discourse relations and ranking and extracting the 

informative clauses according to their relations and roles.  The model benefits from using 

semantic link network, ranking techniques and language characteristics when building 

the SLN on the scientific papers for recommending research collaboration by 

constructing three types of semantic nodes. Compared with other summarization 

approaches on different granularity, the proposed approach achieves a higher recall 

score. 

2. An SLN-based model for recommending research collaboration is proposed by 

constructing different types of semantic nodes and semantic links extracted from 
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scientific publications.  Experiments on three data sets of scientific publications show 

that the model achieves good performance in predicting future collaborators.  Research 

also unveil that different semantic links play different roles in representing texts. 

3. A method for managing software engineering processes based on multi-dimensional 

Resource Spaces are proposed to manage software processes.  Software engineering 

processes are mapped into multiple dimensions for supporting analysis, development 

and maintenance of software system. It can be used to uniformly classify and manage 

software methods and models through multiple dimensions so that software systems 

can be developed with appropriate methods.  Interface for visualizing Resource Space 

Model was developed to support the method. 

1.5 Motivation for this study 

The Resource Space Model is to discourse the concern of how to competently build an 

applicable classification space for the resources of an application domain to enable users to 

easily operate the space to accomplish the contents of a number of resources and to normalize 

the space. Previous resource management approaches only concern the efficiency of 

managing resources [135], in this research we explore a complex space involved in many 

different resources with indeterminate behaviours. In this research, we will present 

background research and a review of the literature on RSM, managing and classifying the 

resources (taking software engineering models as experimental data), described the semantic 

link and discovering dimensions from texts (taking scientific papers as experimental data). 

The motivation of this research consists of the following four aspects:  

o Verify the roles of Semantic Link Network and the Resource Space Model in effectively 

managing various types of resources.  Although the two models have solid theory basis, 

it is necessary to verify and complete them in various applications.  

o Demonstrate the advantages of the models so as to provide application experiences. 

o Explore the rules of the Resource Space Model that enhance the knowledge of 

representations and understanding through applications i.e. software engineering 

process and text summarization. 

o Generalize a methodology for modelling complex reality and managing various 

resources. The methodology can help transform tradition methods in real applications. 

1.6 Organisation of this thesis  

The thesis consists of seven chapters. The first and seven chapter is written with the 

introduction and the conclusion correspondingly. Chapter two contains the review of the 
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existing literature and the other four chapters include the comprehensive description, 

experiments and evaluation of the thesis innovative contributions, and present the research 

work which has been done further down this study. The particular structure of the thesis is 

described and presented in Figure 1.3.  

 

Figure 1-3 Thesis modules and research workflow. 

 

Chapter 01 introduces the Resource Space Model (RSM) and the Semantic Link Network 

(SLN), and defines the objectives of the research, motivation and structure of the thesis. 

Chapter 02 presents the elementary concepts of the text summarization, and the graphical, 

uncertain and semantic approaches to building models. The combination of different 

approaches is a way to develop a stronger modelling method. We present background 

research and a review of existing literature for managing and classifying the resources (taking 

software engineering models as experimental data), followed by the instruction and 
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background description of the existing software engineering techniques. That background 

knowledge plays a very important role to understand the research (Chapter 05) and purposes 

of a novel approach for developing the software engineering projects while implementing the 

Resource Space Model RSM. 

Chapter 03 presents a clause-based extractive summarization algorithm by ranking and 

extracting semantic clauses from the original document. We segment the document into 

clauses and evaluate the importance of clauses based on semantic relations, and then, rank 

and extract them coarsely, and utilize graph rank to refine the extracted clauses. Based on 

this research we sum up the following two conclusions. Firstly, compared with the other 

summarization algorithms on different granularity, the clause-based summarization achieves 

higher recall score; and, secondly different discourse relations have different importance.  

Chapter 04 proposes to build the SLN on scientific papers for recommending research 

collaboration. In this research, we propose a scientific recommendation approach to utilize 

semantic link networks to gain the required results. The SLN is constructed by three types of 

semantic nodes including author, paper and keyword and three types of semantic links 

including write link, cite link and contain link. 

Chapter 05 introduces the way to manage the existing software methods through multiple 

dimensions so that software systems can be developed with appropriate methods.  The main 

aim of this chapter is to apply the RSM to classify existing software engineering models and 

features from multiple dimensions so that software methods can be utilized in the most 

effective way to build real systems. Two case studies of applying the Resource Space Model 

to manage software engineering projects are studied, which show that RSM can map the 

software engineering activities into one space for management effectively. It offers a new 

approach to managing the whole lifecycle of a project to help software engineers to develop 

and design the solutions according to customers’ requirements.  

Chapter 06 presents a visualization of the multi-dimensional interface by adopting the 

Resource Space Model and demonstrates its advantages while purposing a user-friendly 

interface. The purpose visualization of multi-dimensional resource space is based on the 

theory of the Resource Space Model. 

Chapter 07 is the summary of the thesis, including the main contribution of this research work 

and future research work.  
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2 CHAPTER TWO: A LITERATURE REVIEW 

In this chapter, we present background research and a review of existing literature on the 

software engineering processes, text summarisation, semantic network models and a review 

of existing literature for managing and classifying the resources. This includes a definition of 

text summarization, elementary concepts of text summarization, and the graphical, and 

semantic approaches to building the models. The combination of different approaches and 

models is a way to develop a stronger modelling method. That background knowledge plays 

a very important role to understand the research that purposes a new approach for developing 

and building the application. 

2.1 An Overview of the Text Summarisation  

This section describes a review of existing literature and background research on text 

summarisation. It covers a definition of automatic text summarisation, categorisation of 

machine generated summaries based on context and language factors, approaches used to 

summarize text documents. 

Text Summarization is the reduction of source text to produce a summary of a text by selecting 

and simplifying the most important sentences of the text. It presents a concise summary 

description of the text while maintaining the original concepts. Humans are the best 

summarisers for they possess the knowledge to understand and interpret the meaning of text 

documents. Automatic Text Summarisation (ATS) is the automation of this process by 

equipping computers with the knowledge required to carry out the summarisation. 

Research on text summarisation started nearly 6 decades ago when Luhn [138] investigated 

the summarisation of scientific documents using statistical features such as the frequency of 

words. He used this frequency information to identify the salient sentences through the 

importance of their constituent words. Luhn’s work has been extended by other researchers 

who used alternative shallow features such as the position of a sentence within a document, 

pragmatic words (e.g., significant, impossible and hardly), and heading/title words. These 

earlier pioneering works showed that summarising texts using machines is feasible. Since 

then, the field has been continuous evolved from simple statistical approaches to the 

application of robust NLP and artificial intelligence (AI) methods including machine learning, 

graph representation linguistic knowledge-based approaches and heuristic methods. 

Human summarization is about knowledge, understanding and language use while automatic 

summarization concerns the modelling of text. There are two models of streams on texts: one 

stream (including the vector space model and topic model) assumes that words are 
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independent of each other, and the other stream (including semantic link network) assumes 

that words are inter-related to render themes (this work distinguishes theme from topic 

according to the semantic link  point of view). Human reading involves different strategies in 

different cases.  Integrating the two streams of models is a way to establish a powerful model 

for summarization.  

The Basic architecture of the ATS is shown in Figure 2.1. The input layer contains two types 

of documents which are single documents and multi-documents. Single-document 

summarization (SDS) converts a source text into a condensed, shorter text in which the 

relevant information is presented in a concise way. Multi-document summarization (MDS) 

where multiple documents are processed as input to generate the summary. 

Figure 2-1 A basic structure of an ATS. [143] 

A text summarization system usually consists of the following components: 

A. PRE-PROCESSING in the pre-processing phase, the linguistic techniques are used to 

pre-process input texts using crucial techniques such as sentence segmentation, 

punctuation marks removal, filtering stop-words, stemming (reducing common root 

words), etc. 

B. FEATURE EXTRACTION is vital for the entire summarization process by selecting 

different features within the source text. Selected features are applied to each 

sentence, and the highly scored sentences are chosen for the summary at the feature 

extraction phase. 

C. SUMMARIZATION APPROACH is to determine an efficient methodologies. Some 

methods involve selecting the essential words and lines from the texts, while others 

involve paraphrasing one sentence and condensing the original content. 
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D. ALGORITHM or method is a more definite way of defining text summarization. Different 

algorithms and methods under various approaches are applied to obtain a better 

version of the summarized text. 

2.2 EFFORTS TO INCORPORATE SEMANTICS INTO PROBABILISTIC 

GRAPHICAL MODEL 

A. Probabilistic Graphical Model 

A probabilistic graphical model (PGM, sometimes also called a graphical model or structured 

probabilistic model) is a probabilistic model that encodes probability distributions in a 

diagrammatic representation, where each node represents a random variable (or a group of 

random variables), and edges signify direct probabilistic interactions between these variables 

[54]. 

PGM provides a graph-based framework for manipulating large probability distributions 

efficiently. The role of the graph structure of PGM can be interpreted from two perspectives 

[54]: One perspective is that the graph is a compact representation of a set of conditional 

independences that hold on the distribution. Conditional independence describes which 

observations are irrelevant or redundant when evaluating the certainty of a hypothesis. It is 

usually formulated in terms of conditional probability: If A is a hypothesis, and B and C are 

observations, conditional independence can be stated as 𝑃(𝐴 | 𝐵, 𝐶) = 𝑃(𝐴 | 𝐶) , where 

𝑃(𝐴 | 𝐵, 𝐶) is the probability of A given both B and C, and 𝑃(𝐴 | 𝐶) is the probability of A given 

only C. This equation expresses that B contributes nothing to the certainty of A given C, 

because the probability of A given C is the same as the probability of A given both B and C. 

In this case, A and B are said to be conditionally independent given C, denoted by (𝐴 ⫫ 𝐵 | 𝐶), 

or sometimes (𝐴 ⊥ 𝐵 | 𝐶). Since conditional independence indicates which random variables 

are uninformative, it is useful for reducing redundant model parameters and unnecessary 

calculations. Conditional independence in PGM can be induced by simple graphical 

manipulations on its graph. 

The other perspective is that the graph defines a skeleton for compactly representing a high-

dimensional distribution, Rather than encoding the probability of every possible assignment to 

all variables in the domain, this “breaks up” the distribution into smaller factors, each over a 

much smaller space of possibilities, and then it defines the overall joint distribution as a product 

of these factors. This factorization lets us only process the factors that are much smaller than 

the overall joint distribution, so the number of parameters of the model is reduced, as well as 

the computational complexity. Such factorization in PGM can be achieved by inspection of its 

graph. 
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It has been turned out that these two perspectives are equivalent in a deep sense. The 

independence properties of the distribution are precisely what allow it to be represented 

compactly in a factorized form; a particular factorization of the distribution guarantees that 

certain independences hold [54]. 

Compared to the pure algebraic manipulation in traditional probability theory, PGMs offer 

several useful properties [55]: (1) They provide a simple way to visualize the structure of a 

probabilistic model and can be used to design and motivate new models; (2) Insights into the 

properties of the model, including conditional independence properties, can be obtained by 

inspection of the graph; (3) Complex computations, required to perform inference and learning 

in sophisticated models, can be expressed in terms of graphical manipulations, in which 

underlying mathematical expressions are carried along implicitly. 

PGMs have two major families: Bayesian networks and Markov random fields. We introduce 

these two families by showing the graph representation, factorization, and conditional 

independence of each family. Then, we compare these two families. Finally, we introduce 

some extensions of them. 

B. Bayesian Network 

A Bayesian network (BN, also known as Bayes network, belief network, decision network, 

Bayesian model, and probabilistic directed acyclic graphical model) is a PGM whose network 

structure is a directed acyclic graph (DAG) [56]. The edge of BN describes a direct causal 

influence (or cause-effect relationship) between two random variables, pointing from the 

“cause” side to the “effect” side. The strength of this influence is quantified by conditional 

probability. 

For random variables 𝑥1, … , 𝑥𝑛, BN encodes a joint distribution as a product of local conditional 

distributions, denoted by 𝑃(𝑥1, … , 𝑥𝑛) = ∏ 𝑃(𝑥𝑖|𝑆𝑖)𝑖 , where 𝑆𝑖 is the set of parents for variable 

𝑥𝑖 (i.e., the variables that have direct causal influences on 𝑥𝑖). 

The conditional independence properties that hold in a BN can be induced according to a 

criterion called d-separation (where “d” stands for “directed”) [57]. It states as follows: Consider 

a DAG in which A, B, and C are arbitrary nonintersecting sets of nodes (whose union may be 

smaller than the complete set of nodes in the graph). A path between any node in A and any 

node in B is said to be blocked by C if it includes a node such that either (1) the arrows on the 

path meet either head-to-tail (in the form of 𝑎 → 𝑐 → 𝑏) or tail-to-tail (𝑎 ← 𝑐 → 𝑏) at the node, 

and the node is in the set C, or (2) the arrows meet head-to-head (𝑎 → 𝑐 ← 𝑏) at the node, and 

neither the node, nor any of its descendants (a node x is said to be a descendant of a node y 
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if there is a directed path from y to x, i.e., 𝑦 → ⋯ → 𝑥), is in the set C. If all paths between A 

and B are blocked by C, then A is said to be d-separated from B by C, and the joint distribution 

over all of the variables in the graph will satisfy that A and B are conditionally independent 

given C. 

Here is an example of BN to show its graph representation, factorization, and conditional 

independence specifically. This example is about the medical diagnosis, which is a typical 

application of BN. 

Example 1. Consider a simple medical diagnosis setting. There are two diseases: bronchitis 

and lung cancer. They are not mutually exclusive, i.e., a patient can have both, either, or none. 

They respectively correspond to two 2-valued random variables, Br and Ca (possible values: 

present, absent). There is a symptom and a medical test result: dyspnea and chest X-ray 

result, respectively corresponding to two 2-valued random variables, Dy (possible values: 

present, absent) and Xr (possible values: normal, abnormal). Besides, there is a 2-valued 

random variable Sm standing for smoking (possible values: smoker, nonsmoker) and a 4-

valued random variable Se standing for the season (possible values: spring, summer, autumn, 

winter). Our task is to construct a joint distribution over this probability space to support 

principled probabilistic reasoning. Overall, corresponding to the possible assignments to these 

six variables, the probability space has 2 × 2 × 2 × 2 × 2 × 4 = 128 values. Because the sum 

of the probabilities of all these values must be 1, the probability of the last value is fully 

determined by the others. So, there are 127 non-redundant parameters to model this 

distribution. 

Specifying such a joint distribution with 127 parameters seems fairly daunting. Fortunately, we 

can use BN to encode this distribution more simply. With domain knowledge, we know that 

both bronchitis and lung cancer can cause dyspnea, but only lung cancer can cause abnormal 

chest X-ray results. Smoking can cause both bronchitis and lung cancer, but the season is 

only correlated with bronchitis. With these causal relationships, we can construct a BN as 

shown in Figure 2.2. 

The BN enables us to model the joint distribution with much fewer parameters, which is helpful 

to represent the distribution compactly and manipulate the distribution (such as querying and 

inference) efficiently. As shown in Figure 1(b), the BN decomposes the overall joint distribution 

into six small factors ( 𝑃(𝑆𝑚) , 𝑃(𝑆𝑒) , 𝑃(𝐶𝑎 | 𝑆𝑚) , 𝑃(𝐵𝑟 | 𝑆𝑚, 𝑆𝑒) , 𝑃(𝑋𝑟 | 𝐶𝑎) , and 

𝑃(𝐷𝑦 | 𝐶𝑎, 𝐵𝑟)). Corresponding to the possible assignments to the variables in these factors, 

there are respectively 2 (i.e., (𝑆𝑚 = 𝑠𝑚𝑜𝑘𝑒𝑟) and (𝑆𝑚 = 𝑛𝑜𝑛𝑠𝑚𝑜𝑘𝑒𝑟)), 4 (i.e., (𝑆𝑒 = 𝑠𝑝𝑟𝑖𝑛𝑔), 

(𝑆𝑒 = 𝑠𝑢𝑚𝑚𝑒𝑟) , (𝑆𝑒 = 𝑎𝑢𝑡𝑢𝑚𝑛) , and (𝑆𝑒 = 𝑤𝑖𝑛𝑡𝑒𝑟)), 2 × 2 = 4  (i.e., (𝐶𝑎 = 𝑝𝑟𝑒𝑠𝑒𝑛𝑡 | 𝑆𝑚 =
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𝑠𝑚𝑜𝑘𝑒𝑟) , (𝐶𝑎 = 𝑎𝑏𝑠𝑒𝑛𝑡 | 𝑆𝑚 = 𝑠𝑚𝑜𝑘𝑒𝑟) , (𝐶𝑎 = 𝑝𝑟𝑒𝑠𝑒𝑛𝑡 | 𝑆𝑚 = 𝑛𝑜𝑛𝑠𝑚𝑜𝑘𝑒𝑟) , and (𝐶𝑎 =

𝑎𝑏𝑠𝑒𝑛𝑡 | 𝑆𝑚 = 𝑛𝑜𝑛𝑠𝑚𝑜𝑘𝑒𝑟)), 2 × 2 × 4 = 16, 2 × 2 = 4, and 2 × 2 × 2 = 8 possible values for 

each factor. Because the sum of the probabilities of all outcomes must equal 1, for each factor 

and each given condition, the probability of the last possible value is fully determined by the 

others. For example, for the factor 𝑃(𝐶𝑎 | 𝑆𝑚) , the probability 𝑃(𝐶𝑎 = 𝑎𝑏𝑠𝑒𝑛𝑡 | 𝑆𝑚 =

𝑠𝑚𝑜𝑘𝑒𝑟) = 1 − 𝑃(𝐶𝑎 = 𝑝𝑟𝑒𝑠𝑒𝑛𝑡 | 𝑆𝑚 = 𝑠𝑚𝑜𝑘𝑒𝑟) , and 𝑃(𝐶𝑎 = 𝑎𝑏𝑠𝑒𝑛𝑡 | 𝑆𝑚 = 𝑛𝑜𝑛𝑠𝑚𝑜𝑘𝑒𝑟) =

1 − 𝑃(𝐶𝑎 = 𝑝𝑟𝑒𝑠𝑒𝑛𝑡 | 𝑆𝑚 = 𝑛𝑜𝑛𝑠𝑚𝑜𝑘𝑒𝑟). So, to model this factor, there are 2 nonredundant 

parameters. Therefore, to model these six factors, there are respectively 1, 3, 1 × 2 = 2, 1 ×

2 × 4 = 8, 1 × 2 = 2, and 1 × 2 × 2 = 4 nonredundant parameters.  

As the overall joint distribution is simply a product of these six factors, no more parameter is 

needed and the total number of parameters to model this overall joint distribution is the sum 

of them, i.e., 1 + 3 + 2 + 8 + 2 + 4 = 20. This parameterization is significantly more compact, 

as opposed to 127 nonredundant parameters for the original joint distribution. 

 

Figure 2-2 A Bayesian network for Example 1. 

The BN also enables us to obtain conditional independences that hold in the distribution by 

inspection of its graph. The conditional independence properties in Example 1 are shown in 

Figure 2.2 (c). It is induced from the graph according to the d-separation. For example, 

(𝐶𝑎 ⫫ 𝐵𝑟 | 𝑆𝑚) holds because all the paths between Ca and Br are blocked by Sm (the path 

𝐶𝑎 ← 𝑆𝑚 → 𝐵𝑟  is blocked according to the condition (1), and the path 𝐶𝑎 → 𝐷𝑦 ← 𝐵𝑟  is 

blocked according to the condition (2)), whereas (𝐶𝑎 ⫫ 𝐵𝑟 | 𝑆𝑚, 𝐷𝑦) does not hold because 

the path 𝐶𝑎 → 𝐷𝑦 ← 𝐵𝑟  is not blocked by {𝑆𝑚, 𝐷𝑦} according to the condition (2). These 

conditional independence properties indicate which variables are irrelevant, so that we can 

simplify our manipulations on the distribution. For example, as the conditional independence 
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(𝐶𝑎 ⫫ 𝐵𝑟 | 𝑆𝑚)  holds, we have the equation 𝑃(𝐶𝑎 | 𝐵𝑟, 𝑆𝑚) = 𝑃(𝐶𝑎 | 𝑆𝑚) . So, when we 

calculate the probability of a patient having lung cancer given that the patient smokes, we can 

ignore whether the patient has bronchitis, because it is irrelevant to the lung cancer in this 

case. Besides, considering the joint distribution of 𝐶𝑎 and 𝐵𝑟 conditioned on 𝑆𝑚, we have 

𝑃(𝐶𝑎, 𝐵𝑟 | 𝑆𝑚) = 𝑃(𝐶𝑎 | 𝐵𝑟, 𝑆𝑚)𝑃(𝐵𝑟 | 𝑆𝑚) = 𝑃(𝐶𝑎 | 𝑆𝑚)𝑃(𝐵𝑟 | 𝑆𝑚).  

This equation demonstrates that, conditioned on 𝑆𝑚, the joint distribution of 𝐶𝑎 and 𝐵𝑟 can be 

factorized into the product of the marginal distribution of 𝐶𝑎 and the marginal distribution of 

𝐵𝑟. So, when we calculate the probability of a patient having both lung cancer and bronchitis 

given that the patient smokes, we can separately calculate the probability of a patient having 

lung cancer given that the patient smokes and the probability of the patient having bronchitis 

given that the patient smokes, and finally simply multiply these two probabilities to get the 

answer. It allows us to avoid the complexity caused by the join of probabilities. 

C. Markov Random Field 

A Markov random field (MRF, also known as Markov network and undirected graphical model) 

is a PGM, where random variables have a Markov property described by an undirected graph. 

The edge of MRF describes a symmetrical relationship between two random variables. The 

prototype of MRF is the Ising model (a mathematical model of ferromagnetism in statistical 

mechanics) [58]. The theory of the MRF may trace to [59][60]. We introduce the conditional 

independence in MRF first, and then the factorization. To illustrate them intuitively, we give a 

simple example of MRF as shown in Figure 2.3. 

Conditional independence in MRF can be directly induced from the graph simply according to 

the graph separation. In detail, for three nonintersecting node sets A, B, and C, the conditional 

independence property (𝐴 ⫫ 𝐵 | 𝐶) is satisfied by a probability distribution defined by an MRF 

if all paths connecting nodes in set A and nodes in set B pass through at least one node in set 

C. An alternative view of this conditional independence test is to imagine removing all nodes 

in set C from the graph together with all edges connecting to these nodes. Then the conditional 

independence property (𝐴 ⫫ 𝐵 | 𝐶) must hold if there is no path connecting any node in set A 

and any node in set B. In our MRF example, the conditional independence properties obtained 

from the graph are shown in Figure 2.3 (c). For example, (𝑥1 ⫫ 𝑥3, 𝑥4 | 𝑥2, 𝑥5) holds because 

all paths connecting 𝑥1  and the nodes in {𝑥3, 𝑥4}  pass through {𝑥2, 𝑥5} , whereas (𝑥1 ⫫

𝑥3, 𝑥4 | 𝑥2) does not hold because the path (𝑥1, 𝑥5, 𝑥4) connects 𝑥1 and 𝑥4 but does not pass 

through 𝑥2. 

According to the above conditional independence test, we know that two nonadjacent nodes 

must be conditionally independent given all other nodes in an MRF. Therefore, the 
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factorization of the joint distribution must be such that nonadjacent nodes do not appear in the 

same factor to guarantee that the conditional independence property can hold for all possible 

distributions belonging to the graph. This leads us to consider decomposing the joint 

distribution according to the cliques (a clique in a graph is a subset of the nodes such that 

every two distinct nodes are adjacent) in an MRF. Furthermore, without loss of generality, the 

joint distribution of an MRF can be defined as a product over functions of the variables in the 

maximal cliques (a maximal clique is a clique that cannot be extended by including one more 

adjacent node), because other cliques must be subsets of maximal cliques and including 

another factor defined over them would be redundant. (Note that some authors define cliques 

in a way that requires them to be maximal and use other terminology for complete subgraphs 

that are not maximal.) The functions over the cliques are usually called potential functions, 

denoted by 𝜙(… ) or 𝜓(… ). In our MRF example, there are 4 maximal cliques, as shown in 

Figure 2.3(a), out by dotted lines. The factorization is shown in Figure 2.3(b). In general, for 

discrete random variables 𝑥1, … , 𝑥𝑛, with cliques 𝐶1, … , 𝐶𝑚 over them, MRF encodes a joint 

distribution as a product of potential functions over these cliques and normalizing, denoted by 

𝑃(𝑥1, … , 𝑥𝑛) =
1

𝑍
∏ 𝜙𝑗(𝑋𝑗)𝑚

𝑗=1 , where 𝑋𝑗 ⊆ {𝑥1, … , 𝑥𝑛} is the set of random variables in clique 𝐶𝑗, 

𝜙𝑗(𝑋𝑗)  is the potential function over clique 𝐶𝑗 , 𝑍 = ∑ ∏ 𝜙𝑗(𝑋𝑗)𝑚
𝑗=1𝑥1,…,𝑥𝑛

 is a normalization 

constant called partition function. By considering only potential functions that satisfy 𝜙𝑗(𝑋𝑗) ≥

0, we ensure that 𝑃(𝑥1, … , 𝑥𝑛) ≥ 0. Although this factorization is defined for discrete variables, 

the framework is equally applicable to continuous variables, or a combination of the two, in 

which the summation is replaced by the appropriate combination of summation and 

integration. 
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Figure 2-3 An example of Markov random field. 

In principle, not all MRFs can be factorized according to the cliques. A simple example can be 

constructed on a cycle of 4 nodes with some infinite energies, i.e., configurations of zero 

probabilities [61]. An MRF can be factorized if at least one of the following two conditions is 

fulfilled: (1) the joint distribution (or density) is strictly positive (by the Hammersley-Clifford 

theorem); (2) the graph is chordal (a chordal graph is one in which all cycles of 4 or more 

nodes have a chord, which is an edge that is not part of the cycle but connects two nodes of 

the cycle) (by equivalence to a BN). 

D. Comparison 

The difference in the underlying graphs lets BN and MRF have their own strength. The DAG-

based structure makes BN good at supporting inter-causal reasoning. It is used for a wide 

range of tasks related to causality, including prediction, anomaly detection, diagnostics, 

automated insight, reasoning, time series prediction and decision making under uncertainty. 

In contrast, the undirected structure makes MRF good at capturing symmetrical relationships. 

It is often used in areas such as spatial statistics, statistical natural language processing, and 

communication networks, in which there is little causal structure to guide the construction of a 

directed graph. 

From the perspective of factorization, BN and MRF decompose the joint distribution into 

different formalisms. The factor (or parameter) in BN is the conditional distribution of the 

corresponding variable, conditioned on the state of its parents. It has a specific probability 

interpretation and is easy to estimate. Sometimes it can be set manually, which makes it easy 
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to build models not only from data but also from expert opinions. In MRF, the factor is the 

potential function. It may have no specific probabilistic interpretation as marginal or conditional 

distributions. It is trickier to estimate than in BN, and usually learned from samples. But in 

special cases where the undirected graph is constructed by starting with a directed graph, the 

potential functions may have a probabilistic interpretation. 

From the perspective of conditional independence, BN and MRF provide different ways to 

describe the conditional independences that hold in the distribution. The DAG-based structure 

brings asymmetry between parent and child nodes to BN. It asks to consider not only the 

connectivity but also the directionality in the graph when testing conditional independence in 

BN. Fortunately, the entire set of conditional independence properties in a BN can be obtained 

in polynomial time by d-separation [57], which is still efficient. In MRF, the edges have no 

directionality so conditional independence can be determined simply by the graph separation, 

which is easier than in BN. 

E. Some Extensions of Bayesian Network and Markov Random Field 

Some efforts extended the typical BN and MRF to enhance their expressiveness and handle 

uncertainty with more information. 

One important kind of these extensions is to enable PGM to deal with hierarchical information 

and structured domains. Hierarchical Bayesian Network (HBN) is an extension of BN, which 

uses knowledge about the structure of the data to introduce a bias that can contribute to 

improving inference and learning methods [62]. Unlike the typical BN that can only deal with 

propositional domains, HBN is able to deal with structured domains. It defines the types of 

data in a tree-like structure to reflect the hierarchical information, where the elementary types 

are called atomic types, corresponding to the external nodes of the tree, and the composite 

types (or called aggregative types) are defined as Cartesian products of atomic types, 

corresponding to the internal nodes of the tree. The graph of HBN represents not only the 

probabilistic dependences between the random variables but also the “part-of” relationships 

that describe the hierarchical structure of variables. The nodes in HBN may represent 

variables of atomic types (like nodes in typical BN) or that of (possibly nested) aggregations 

of atomic types (corresponding to a group of nodes in typical BN, but with more structural 

information). Every aggregate node is itself an HBN that models the relationships inside a 

subset of the whole world under consideration. The edges in HBN signify probabilistic 

dependences the same way as in typical BN, but these edges may lie at any level of nesting 

into the data structure. Like HBN extends typical BN to support structured domains, 

hierarchical hidden Markov model (HHMM) generalizes the standard hidden Markov model 
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(HMM, which can be viewed as a special case of BN) to support structured multi-level 

stochastic processes [63]. The main idea of HHMM is simple: It recursively defines each 

hidden state as an HHMM as well, so that through a recursive activation process, the states 

of an HHMM can emit sequences rather than a single symbol. This recursively defined 

structure brings many advantages to HHMM, such as better modelling the different stochastic 

levels and length scales, and better inferring correlated observations over long periods in the 

observation sequence via the higher levels of the hierarchy. Recently, to make PGM able to 

model hierarchical data and meanwhile scalable enough to be suitable for big data problems, 

an efficient and scalable probabilistic-based model for massive hierarchical data (PGMHD) 

was proposed [64]. The model structure of PGMHD is simply a multi-level directed graph, 

where nodes are partitioned into different levels, and each edge is restricted to only connect 

from one level to the next. Although the model can be seen as a special case of BN, the 

experiments show that PGMHD improves the scalability of typical BN. The leveled directed 

graph that explicitly defines one node per outcome of the random variables leads to an easily 

scalable implementation, improves the readability and expressiveness of the implemented 

network, and simplifies and facilitates the training of the model. 

Another kind of the extensions is to consider the temporal information. Time Delayed 

Probabilistic Graphical Model (TD-PGM) is a model designed for detecting global behaviour 

anomalies in multiple disjoint cameras (e.g., detecting traffic accidents via several cameras 

monitoring different road junctions) [65]. Each node in TD-PGM represents activities in a 

semantically decomposed region from one of the camera views, and the directed links 

between the nodes encode the causal relationships between the activities. By associating 

each observation with a time index and using time delayed mutual information [66] analysis, 

temporal information is leveraged in this model. And with its novel learning method, TD-PGM 

finally models the causal relationships between the observations at different moments, which 

is called time-delayed dependences. Time-dynamic Markov random field (TD-MRF) is an 

extension of typical MRF, designed for uncertain reasoning in the detection and tracking of a 

hazardous plume (e.g., poisonous smoke from a chemical plant) with a sensor network [67]. 

Each node in TD-MRF represents a random variable. For each sensor location and each time 

step, there is a pair of random variables: One represents the true state (a Boolean value); the 

other represents the output of that sensor (a continuous value between 0 and 1). Edges in TD-

MRF indicate dependences between the random variables. There are three kinds of 

dependences in TD-MRF: The first is the dependence between a true state and its 

corresponding sensor output. The second represents the spatial correlation, which connects 

the nodes for the true states that correspond to the sensors at different but neighbouring 

locations in the same time step. The last represents the temporal correlation, which connects 
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the nodes for the true states that correspond to the sensors with time-delayed influence. 

Intuitively, when wind blows at a certain speed and toward some direction, it carries the plume 

from one location to another location after some time steps, so the sensors at these two 

locations may be related in a time-delayed manner. However, the temporal correlation 

depends on some additional conditions, such as the wind condition, and there may be no 

sensor in the network to detect these conditions. Therefore, unlike the typical MRF where the 

structure is known before inference, part of the structure of TD-MRF is unknown and needs to 

be determined dynamically during the inference. TD-MRF has a new inference algorithm to 

achieve this without the knowledge about the additional conditions. 

2.3.1 Associating Probabilistic Graphical Model with Semantics 

In practice, many applications require both representing domain knowledge and handling 

uncertainty, so there is a need to associate PGMs with semantics. Since around 2000, the 

interest in this problem has grown due to its relevance to statistical relational learning [68]. 

Nowadays, this issue becomes more and more general and important in many areas, including 

machine learning, natural language processing, computer vision, social networks, biological 

networks, and the Web. 

To handle uncertainty in first-order knowledge bases, some work tries to combine PGM and 

first-order logic (FOL, which can compactly represent a wide variety of knowledge) into a new 

representation. One representative of these efforts is the Markov logic network (MLN) [68]. 

The basic idea in MLNs is to soften the constraints of the formulas in a first-order knowledge 

base. In detail, a first-order knowledge base can be seen as a set of hard constraints on the 

set of possible worlds: If a world violates even one formula, it has zero probability. MLNs soften 

these constraints: When a world violates one formula in the knowledge base it is less probable, 

but not impossible. The fewer formulas a world violates, the more probable it is. Each formula 

has an associated weight that reflects how strong a constraint it is: the higher the weight, the 

greater the difference in log probability between a world that satisfies the formula and one 

does not, other things being equal. 

An MLN is a single representation combining MRFs and FOL without restrictions other than 

the finiteness of the domain. It is a first-order knowledge base with a weight attached to each 

formula (or clause). Together with a set of constants representing objects in the domain, it 

specifies a ground MRF containing one feature for each possible grounding of a first-order 

formula in the knowledge base, with the corresponding weight. (In MRFs that are represented 

as log-linear models, each clique potential is replaced by an exponentiated weighted sum of 

features of the state of the variables in that clique, leading to 𝑃(𝑋 = 𝑥) =
1

𝑍
𝑒𝑥𝑝(∑ 𝑤𝑗𝑓𝑗(𝑥)𝑗 ), 
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where 𝑓𝑗(𝑥) is the feature function for the clique indexed by j, and 𝑤𝑗 is the weight associated 

with this feature; a feature may be any real-valued function of the state, but MLN only focuses 

on binary features, 𝑓𝑗(𝑥) ∈ {0,1}) The ground MRF contains one binary node for each possible 

grounding of each predicate (or called ground atom) appearing in the first-order formulas. The 

value of the node is 1 if the ground atom is true, and 0 otherwise. The MRF contains an edge 

between two nodes if and only if the corresponding ground atoms appear together in at least 

one grounding of one of the formulas. Thus, the atoms in each ground formula form a (not 

necessarily maximal) clique, and each possible grounding of a formula can correspond to one 

feature of the MRF. The value of this feature is 1 if the ground formula is true, and 0 otherwise. 

The weight of the feature is the weight associated with its corresponding formula. The 

probability distribution over possible world x specified by a ground MRF is given by 𝑃(𝑋 = 𝑥) =

1

𝑍
𝑒𝑥𝑝(∑ 𝑤𝑗𝑛𝑗(𝑥)𝑗 ) =

1

𝑍
∏ 𝜙𝑗(𝑥{𝑗})

𝑛𝑗(𝑥)
𝑗 , where 𝑤𝑗 is the weight associated with the formula 𝐹𝑗, 

𝑛𝑗(𝑥) is the number of true groundings of 𝐹𝑗 in x, 𝑥{𝑗} is the state (truth values) of the atoms 

appearing in 𝐹𝑗, and 𝜙𝑗(𝑥{𝑗}) = 𝑒𝑤𝑗. 

Here is an example to illustrate how MLN constructs an MRF for a simple first-order knowledge 

base. The propositions, first-order formulas, constants, and the ground MRF in this example 

are shown in Figure 2.4. 

Example 2. Consider a simple knowledge base consisting of 3 propositions: (1) One who 

studies hard will get high scores. (2) Friends of one who studies hard will also study hard. (3) 

Friends of friends are friends. These propositions can be represented in FOL, as shown in 

Figure 2.4(b), where 𝑆ℎ(𝑥) stands for “x studies hard”, 𝐻𝑠(𝑥) stands for “x gets high score” 

and 𝐹𝑟(𝑥, 𝑦) stands for “x and y are friends”. They can convert to clausal form, as shown in 

Figure 2.4(c). Each formula has an associated weight. By applying the formulas to the 

constants Alice(A), Bob(B) and Charles(C), a ground MRF can be constructed as shown in 

Figure 2.4(e). In this MRF, there is a node for each ground atom (e.g., 𝐹𝑟(𝐴, 𝐵)) and there is 

an edge between two nodes if and only if the corresponding ground atoms appear together in 

at least one grounding of one formula (e.g., there is an edge between 𝑆ℎ(𝐴) and 𝐻𝑠(𝐴) 

because these two atoms appear together in the grounding of formula as shown in Figure 

2.4(c.1) by applying x to constant A). This MRF can be used to infer the probability such as 

that Alice and Bob are friends given their scores, and that Charles studies hard given his 

friendship with Alice and Bob, and whether Alice and Bob study hard, etc. 
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Figure 2-4 Propositions, first-order formulas, constants, and ground MRF in Example 2. 

MLN represents abundant semantics by FOL and handles uncertainty by MRFs, thus setting 

up a common bridge between MRFs and FOL. It can soundly handle uncertainty, tolerate 

imperfect and even contradictory knowledge, and reduce brittleness. It can be regarded as a 

first-order knowledge base with a weight for each formula, or a template for constructing MRFs 

according to the first-order knowledge base. It has been used for a variety of statistical 

relational learning tasks at first and has wide usage in AI. 

Some work combines MLN with other models or techniques to improve its expressiveness. 

For example, LPMLN is a combination of logic programs under the stable model semantics 

and MLNs in a single framework [69]. It enhances the ability of MLNs to represent defaults, 

causal relations, inductive definitions, and aggregates. 

Another notable work is probabilistic soft logic (PSL) [70][71]. Like MLN, PSL relaxes the 

constraints of the formulas in the knowledge base. Furthermore, it relaxes the truth values of 

random variables. Its motivation is that many problems addressed by statistical relational 

learning, such as ontology alignment and collective classification, have a characteristic called 

imprecision, which can’t be reflected well in the general frameworks for probabilistic reasoning 
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at that time, including MLNs and Bayesian logic programs. PSL softens the truth values of 

random variables to continuous values in the interval [0,1] via fuzzy logic. To relax the truth 

values of random variables in MRFs, a new kind of PGM based on Łukasiewicz logic, called 

hinge-loss Markov random field (HL-MRF), was proposed [70][72]. Then PSL was developed 

for making HL-MRFs easily applied to a broad range of structured machine learning problems 

by defining templates for potentials and constraints. Now PSL keeps being developed to 

satisfy the growing need for modelling rich, structured, and highly scalable data and is used 

in many problems in machine learning, including social networks, biological networks, the 

Web, natural language, computer vision, sensor networks, and so on [70]. 

Similar to that MLN can be regarded as a template for constructing MRFs that are defined 

over Boolean variables, PSL can be regarded as a templating language for HL-MRFs, which 

are defined over continuous variables. Compared to Boolean MRFs and MLNs, HL-MRFs and 

PSL scale much better while retaining the rich expressivity and accuracy of their discrete 

counterparts [70]. In addition, HL-MRFs and PSL can directly reason about continuous data. 

MLN and PSL provide an efficient way to deal with uncertainty in first-order knowledge bases 

via PGMs. They associate PGMs with FOL, which enriches the semantics and enhances the 

expressiveness of the model. Compared to classical PGMs, MLN and PSL not only represent 

the structure of dependences via their MRFs but also represent the semantics of knowledge 

via their logic formulas. Compared to FOL, MLN and PSL enable us to treat issues via logic 

as well as statistics, which is helpful for inductive reasoning. 

However, MLN and PSL only represent domain knowledge as logic formulas. Their graphs are 

just MRFs, where the complicated semantic information carried by the predicates of formulas 

is uniformly rendered as the nodes in MRFs. It is good for focusing on handling uncertainty. 

But on the other hand, it is inconvenient to distinguish different types of information shown on 

the nodes. And it is difficult to discover new relationships and represent further deep 

knowledge structures. 

2.3.2 EFFORTS TO INCORPORATE UNCERTAINTY INTO GRAPH-BASED 

KNOWLEDGE REPRESENTATION 

People have a long history of using graphs to describe knowledge. Nowadays, graph-based 

knowledge representation (GBKR) becomes an important field in artificial intelligence, 

computer science, and cognitive science. Generally, the nodes of a GBKR model can 

represent anything, including entities, objects, events, concepts, classes, and so on, and the 

edges signify various relationships between the nodes. Both nodes and edges can have rich 
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semantics, which is typically indicated by the associated labels or tags.  It can be regarded as 

a combination of graphics and semantics. 

A. Semantic Network, Semantic Web, and Knowledge Graph 

The semantic network (SN, also called a semantic net) is one of the influential GBKR models. 

An SN is a graphic notation for representing knowledge in patterns of interconnected nodes 

and edges. It consists of nodes representing concepts, and edges representing semantic 

relations between concepts, mapping or connecting semantic fields [73]. 

The earliest documented use of SNs is the Greek philosopher Porphyry’s commentary on 

Aristotle’s categories in the third century AD. In computer science, SN was first implemented 

by Richard Hook Richens as an “interlingua” for machine translation of natural languages in 

1956 [74][75].  

SNs were summarized as the following six types: definitional networks, assertional networks, 

implicational networks, executable networks, learning networks, and hybrid networks (Sowa, 

2006). A brief description of these six kinds is shown in Table 2.1. The common point of all 

SNs is a declarative graphical representation that can be used to represent knowledge and 

support automated systems for knowledge reasoning. 
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 Brief description Main feature 

Definitional 

network 

It emphasizes the subtype or “is-a” relation 

between a concept type and a newly 

defined subtype. The resulting network, 

also called a generalization or 

subsumption hierarchy, supports the rule 

of inheritance for copying properties 

defined for a supertype to all its subtypes. 

The information in these networks is often 

assumed to be necessarily true since 

definitions are true by definition. 

Its purpose is to define 

concepts. It describes the 

intension and extension of a 

concept, the relationship 

between concepts, and the 

characteristics and attributes of 

an object. 

Assertional 

network 

It is designed to assert propositions. The 

information in an assertional network is 

assumed to be contingently true unless it 

is explicitly marked with a modal operator. 

Some assertional networks have been 

proposed as models of the conceptual 

structures underlying natural language 

semantics. Note that in computer science, 

another one of the influential GBKR 

models, the conceptual graph, first 

introduced by Sowa in 1976 [76], can be 

considered as a kind of assertional 

networks. 

Its purpose is to assert 
propositions. It represents 
logical relationships and natural 
language semantics with 
graphs. 

Implicational 

network 

It uses implication as the primary 

relationship for connecting nodes. It may 

be used to represent patterns of beliefs, 

causality, or inferences. It can be regarded 

as a special case of propositional SNs (a 

kind of assertional networks) as well. 

It draws the implicational 

structures but ignores other 

relationships or nests them 

inside the propositional nodes 

to highlight the relationships 

that are useful for inference and 

reasoning. 
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Executable 

network 

It includes some mechanisms, such as 

marker passing or attached procedures, 

which can perform inferences, pass 

messages, or search for patterns and 

associations. 

It essentially describes events 

or procedures and simulates 

their execution. It contains not 

only the semantic graphs but 

also the mechanism that cause 

some change to the network 

itself. 

Learning 

network 

It builds or extends its representation by 

acquiring knowledge from examples. The 

new knowledge may change the old 

network by adding or deleting nodes and 

edges or by modifying numerical values 

(called weights) associated with the nodes 

and edges. 

It can respond to new 

information by modifying its 

internal representations. It 

enables the system to respond 

more effectively to its 

environment. 

Hybrid 

network 

It combines two or more previous 

techniques, either in a single network or in 

a set of separate but closely interacting 

networks. 

Its features depend on the 

combined technologies. 

Table 2.1 Six common kinds of semantic networks 

The Semantic Web proposed in 2001 can be regarded as an application of SN on the Web 

[77]. The ultimate goal of Semantic Web is to make computers understand Internet data. To 

encode the rich semantics with data, some well-known technologies were proposed, including 

Resource Description Framework (RDF) and Web Ontology Language (OWL). These 

technologies formally represent the semantics of information. In 2006, Linked Data was 

proposed to enable computers to share and explore the information on the Web, read 

information automatically, and deal with semantic queries. 

SNs provide a graph-based formalism for describing information with plentiful semantics. They 

represent the structures of knowledge visibly and describe various semantics logically, which 

is useful to explore the information automatically and achieve reasoning. However, most 

research on SNs only focuses on how to represent semantics and build links between data. It 

lacks a systematic theory to manage diverse semantics. 
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Uncertainty is less considered in the study of SN. However, it is important to deal with 

uncertainty when applying SNs to knowledge bases in practice. Many common issues such 

as relationship completion (completing missing relationships according to observed facts) and 

entity disambiguation (assigning a unique identity in the knowledge base to the mention of an 

ambiguous entity in text) may need to cope with uncertain information. Such issues have been 

studied under the new cap of Knowledge Graph (KG). 

The term Knowledge Graph was introduced as a restricted SN in the 1980s (Van de Riet & 

Meersman, 1992).  It was reintroduced by Google as an enhancement of Google Search 

engine with semantics in 2012. The existing definitions of KG are vague and even 

contradictory. KG seems to describe semantics in a graph-based formalism, which inherits SN 

in nature. It is often used to store interlinked descriptions of entities, including real-world 

objects and events and abstract concepts, where the descriptions have formal semantics that 

allow both people and computers to process them in an efficient and unambiguous manner. 

Moreover, most KGs are assigned some functions of traditional knowledge bases such as 

knowledge acquisition, integration, and reasoning. Some examples that are generally 

considered KG are Google Knowledge Graph, DBPedia, Geonames, WordNet, and 

FactForge. 

To deal with uncertainty in tasks such as completion, disambiguation, and inference, there are 

two main categories of methods. One is representing information stored in KG by FOL, and 

then using MLN, PSL, or other probabilistic logic programming languages to handle the 

uncertainty. These approaches are able to leverage domain knowledge with FOL and 

meanwhile handle the uncertainty with PGM, but they are usually difficult to inference because 

of the complicated and large-scale graph structures. The other is applying machine learning 

methods to handle the uncertainty by using KG embedding methods such as TransE [78] and 

ComplEx [79] to convert the KG to the distributed representation so that it can be used as the 

input of machine learning methods, or using the graph neural network [80] to directly process 

the KG in machine learning models (e.g., [80][82]. These approaches can carry out reasoning 

more efficiently than PGM, but they are hard to utilize domain knowledge because logic rules 

cannot be applied to these approaches, and they may ask to retrain the machine learning 

models to leverage additional domain knowledge.   

Although many research works have been done under the cap of KG, the model has no 

significant difference from the SN and Semantic Web in nature.  Moreover, they lack in-depth 

understanding of knowledge.  More exploration on modelling knowledge was introduced under 

the framework of the Knowledge Grid [3]. 
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B. Semantic Link Network 

Research on SLN can trace to the definition of inheritance rules for flexible model retrieval [42] 

and the development of Active e-Document Framework (ADF) [139]. The systematic theory 

and model were created for the first time in 2004 [13]. Since then, research has developed 

towards a self-organized social semantic networking method [140][36]. 

The self-organized SLN is integrated with a multi-dimensional concept space to form a 

semantic space to support advanced applications with multi-dimensional abstractions and 

self-organized semantic links [2][5]. SLN has been successfully used in many applications, 

e.g., a general summarization method [4]. It has been verified that SLN plays an important 

role in understanding and representation through text summarization applications [3][53]. 

Compared to the SN, SLN focuses more on diverse semantic links (including 12 types of 

general semantic links) and opens to incorporate more semantic links and linking rules, 

especially the social linking rules, reflecting uncertain and inconsistent characteristics of social 

intelligence [141]. It has been verified that these semantic links play an important role in 

applications, e.g., the cause-effect link is important for understanding text and summarization 

on scientific documents [3]. Interaction, reasoning, community, and automatic discovery of 

implicit links play an important role in SLN [14][34]. 

To reflect and handle uncertainty, a Probabilistic Semantic Link Network (P-SLN) was 

proposed [3]. It associates each semantic link with a lower probability bound and an upper 

probability bound and associates each rule with a certainty degree to introduce uncertainty 

into SLN. In addition to the typical relational reasoning rules, P-SLN adds some new kinds of 

reasoning rules, including statistical inference rules, assertion rules, classification rules, and 

attribute-to-resource rules, to deal with more kinds of reasoning caused by uncertainty. 

SLN represents a kind of emerging semantics with the evolution of semantic link network with 

operations on nodes and links as well as reasoning on the network through its semantic space. 

P-SLN makes it possible to reflect and deal with uncertain semantic links. SLN emphasizes 

on social semantics and interactive semantics [34]. Previous models such as SN and PGM 

can be regarded as a special case of SLN. 

The notion of Cyber-Physical-Social Intelligence is the natural extension of the original insight 

of the Future Interconnection Environment [37]. Cyber-Physical-Social Semantic Link Network 

(CPSoSLN) reflects the basic structure in cyber-physical-social space, where nodes can be 

objects in different spaces [141][142]. 
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SLN maintains a semantic space to systematically manage the complex and diverse 

semantics of its nodes and links. It enables SLN to work across different spaces and different 

applications and provides an infrastructure for studying the role of different semantics. The 

semantic space also holds several kinds of reasoning rules, which supports reasoning on SLN 

to complete missing links and discover new links. The applications of SLN in text 

summarization show that it can help find the core representation of text through transforming 

texts into SLN [3][53]. P-SLN has the ability to describe unknown, imperfect, fake, and 

contradictory information through introducing uncertainty into SLN. 

A scientific paper can be represented as a Semantic Link Network of semantic nodes (e.g., 

sections, sub-sections, paragraphs, sentences and words) and semantic links (e.g., is-part-of, 

similar-to and co-occurrence) between nodes [53]. An example is shown in Figure 2.5. All 

those components can be easily parsed out from the paper in HTML.  

 

A semantic node can be anything including a concept, a set, and a physical object. Various 

semantic links, category hierarchies, and the reasoning rules on semantic links constitute the 

basic model of the Semantic Link Network, which is more capable of modelling semantics than 

traditional graph structure [53]. 

2.3.3 Discussion 

A timeline of the development of the techniques is shown in Figure 2.6. A brief comparison of 

the models is shown in Table 2.2. 

Figure 2-5 A Semantic Link Network of a paper [53]. 
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In the last century, some tasks that involve probability, such as inference, required efficient 

analysis of the relationship between random variables. PGMs introduced graphics into 

probability theory to clearly describe the relationships through the graph-based structure. For 

example, BN uses DAGs to represent the causal relationship and MRF uses undirected 

graphs to show symmetrical relationships such as the co-occurrence relationship and the 

spatial adjacent relationship. These PGMs provide a way to decompose large probability 

distributions into small factors and reveal the independences between random variables, 

which is helpful to reduce redundant parameters and unnecessary calculations. Their graph-

based structure enables us to replace complex algebraic operations with simple graphical 

operations. Also in the last century, SN introduced graphics into natural language processing 

to describe the information in propositions and highlight the relationships between concepts. 

After that, the graph-based formalism was generalized to express various knowledge 

structures. For example, the Semantic Web uses graphs to represent the relationships on 

Internet data. SLN models the social relationships with semantic links and reasoning on 

semantic links. The recent SLN model includes richer semantics and social space [141]. The 

graph-based representation is intuitive and is beneficial to discover new relationships, support 

reasoning, and motivate new models. 

Since the 1990s, the rapid development of the World Wide Web has led the era of big data 

and brought vast requirements for efficient information analysis and data mining. The Web 

makes it easier for researchers to communicate and exchange ideas as well. Therefore, as 

shown in Figure 2.6, since the ubiquity of the World Wide Web, the evolution of the models 

has accelerated significantly. 

The fast-growing data brought new research issues and new requirements. For example, 

statistical relational learning requires both representing domain knowledge and handling 

uncertainty, and some issues of constructing GBKR models in practice, such as relationship 

completion and entity disambiguation, ask to deal with uncertainty in graph-based knowledge 

bases. These issues lead us to develop previous techniques and combine their advantages, 

i.e., to develop a combination of graphics, uncertainty, and semantics. MLN combines PGM 

and FOL to efficiently handle uncertainty in first-order knowledge bases that are defined over 

Boolean variables. Similarly, PSL combines PGM and Łukasiewicz logic to handle uncertainty 

in knowledge bases that are defined over continuous variables. To deal with uncertainty in 

GBKR models, KG uses MLN or machine learning methods, and SLN is extended to P-SLN. 

The models based on PGM provide an efficient way to handle uncertainty but lack rich 

semantics to describe domain knowledge. The models based on GBKR provide an excellent 

way to represent various knowledge and highlight the relationships but lack a systematic way 
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to handle uncertainty. A possible approach is to combine the strengths of these two kinds of 

models, more precisely, a simple approach uses GBKR models with probability to model 

abundant knowledge and constructing PGMs on the GBKR models to compute the probability. 

In this way, the GBKR part uses graphics with plentiful semantics to represent domain 

knowledge and describe relationships in one formalism; the PGM part uses graphics to 

represent dependences between undetermined information and handle uncertainty efficiently. 

But some work is still needed to integrate GBKR models and PGMs systematically. Another 

approach is evolving a systematic method to handle uncertainty in GBKR models to develop 

a model that can use rich-semantic graphics to describe the world and can handle both 

determined and uncertain information. P-SLN is a promising idea, which can develop with 

incorporating the techniques for the automatic discovery of links and rules. 

 

 

Figure 2-6 A timeline of the efforts 
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 Goal Graph semantics 
Can handle 

uncertainty? 
Strength 

Classic 

PGMs 

(BN and 

MRF) 

To obtain, 

represent, and 

query large 

probability 

distributions 

efficiently. 

Node: random 

variable. 

Edge: direct 

probabilistic 

interaction between 

these random 

variables. 

Yes 

They provide an effective 

formalism for obtaining, 

representing, and 

querying large probability 

distributions. 

The visible structure is 

helpful to design and 

motivate new models. 

The inspection of the 

graph can provide 

insights into the 

properties of the model, 

including conditional 

independence properties. 

Extensions 

of Classic 

PGMs 

(HHMM, 

HBN, 

PGMHD, 

TD-PGM, 

TD-MRF, 

etc.) 

To handle 

probability with 

more information. 

Node: random 

variable, or group of 

random variables. 

Edge: direct 

probabilistic 

interaction between 

these random 

variables. 

Yes 

They enable PGMs to 

represent the 

dependences with 

structured domains and 

handle probability with 

more information such as 

time and hierarchy. 
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MLN and 

PSL 

To handle 

uncertainty in 

knowledge bases. 

Node: random 

variable 

corresponding to 

possible grounding of 

predicate appearing 

in the first-order 

knowledge base. 

Edge: direct 

dependence between 

these random 

variables, yielded 

according to the 

knowledge base. 

Yes 

They provide an efficient 

way to deal with 

uncertainty in first-order 

knowledge bases via 

PGMs. 

They not only represent 

the structure of 

dependences via their 

PGMs but also represent 

the semantics of 

knowledge via their logic 

formulas. 

They handle issues via 

logic as well as statistics, 

which is helpful for 

inductive reasoning. 

SN 

To represent 

knowledge in 

graphs, build links 

between data, 

and then discover 

new links. 

Node: concept or 

resource. 

Edge: semantic 

relations between 

these concepts and 

resources. 

No 

It provides a graph-based 

formalism to describe the 

information with rich 

semantics. 

It represents the 

structures of knowledge 

intuitively and describes 

various semantics 

logically, which is useful 

to explore the information 

automatically, deal with 

semantic queries, and 

achieve reasoning. 
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Basic SLN 

To describe and 

understand self-

organized social 

semantics, with 

relational 

reasoning, and 

pursue semantic 

richness. 

Node: anything, 

including text, image, 

individual (human or 

agent), event, 

concept, class, or 

even an SLN. 

Edge: semantic 

relation between the 

semantic nodes, 

indicated by a 

relation indicator. 

No 

It represents rich 

semantics of knowledge 

in a graph-based 

formalism, especially the 

diverse semantics of 

relationships. 

It provides a way to 

manage various 

semantics, do reasoning 

on the network, and 

discover new 

relationships effectively. 

P-SLN 

To reflect and 

handle uncertainty 

in SLN. 

Node: resource or 

resource cluster, 

which can represent 

anything, just like 

nodes in the basic 

SLN. 

Edge: semantic 

relation with a 

probability range to 

reflect the probability 

of the semantic 

relation derived from 

multiple semantic 

paths. 

Yes 
It enables SLN to reflect 

and deal with uncertainty. 

Table 2.2 Brief Comparison of Models. 

The development of these models benefits from insights into human-cognition processes. For 

example, BN is inspired by the characteristics of human inference [56]: Human judgments are 

issued swiftly and reliably for a small number of propositions, but difficultly and hesitantly for 

a conjunction of many propositions. This suggests that the elementary building blocks that 

make up human knowledge are not entries of a giant joint-distribution table, but rather low-

order probabilistic relations between small clusters of semantically related propositions. 

Besides, a person who is reluctant to give a numerical estimate for a conditional probability 

𝑃(𝐴 | 𝐵), can normally state whether propositions A and B are dependent or independent given 
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C without hesitation. Evidently, the notion of conditional dependence is more basic than the 

numerical values attached to probability judgments. This suggests that the fundamental 

structure of human judgmental knowledge can be represented by dependency graphs and 

that the mental tracing of links in these graphs is responsible for the basic steps in querying 

and updating that knowledge. These insights into human judgments led Pearl to introduce 

graphics to describe the influences between the propositions and use graphical operations to 

query and update the probability distributions. New models could be developed with in-depth 

understanding of some human-cognition processes. Relevant work concerns the philosophy 

and future AI [141]. 

2.3.3 To Sum Up 

A combination of graphics, uncertainty and semantics can form a stronger model to help 

efficiently understand complex reality and support applications. 

Probabilistic graphical model is a combination of graphics and uncertainty. It can efficiently 

obtain, represent, and query large probability distributions. Its visible structure is beneficial to 

design and motivate new models. The inspection of its graph provides insights into the 

properties of the model, such as conditional independence properties. Its two major families, 

Bayesian networks and Markov random fields, render probability distributions in different 

forms. The Bayesian network renders the probability distribution as a product of local 

conditional distributions and is good at describing the causal relationship. Whereas the Markov 

random field renders the probability distribution as a product of potential functions defined over 

the cliques in its graph, and it is good at representing symmetrical relationships. The 

extensions of Bayesian network and Markov random field enhance their expressiveness. 

Hierarchical hidden Markov model and Hierarchical Bayesian Network enable Bayesian 

networks to deal with hierarchical information and structured domains. Time Delayed 

Probabilistic Graphical Model and Time-dynamic Markov random field enable probabilistic 

graphical models to consider the temporal information and reflect the time-delayed 

dependences. Probability graphical models lack the capability to carry plentiful semantics. 

Therefore, they cannot represent domain knowledge, and some methods are needed to apply 

probability graphical models to deal with the uncertainty in knowledge bases. 

Markov logic network combines Markov random fields and first-order logic in a single 

representation. Probability soft logic combines probability graphical models and fuzzy logic. 

They provide a way to apply probability graphical models to first-order knowledge bases and 

can be regarded as a combination of graphics, uncertainty, and semantics. They can describe 

domain knowledge by their logic formula part and meanwhile handle uncertainty by their 
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probability graphical model part. They treat issues via logic as well as statistics, which is 

helpful for inductive reasoning. As the domain knowledge is only listed as logic formulas, it is 

tricky to further explore the relationships hidden in the formulas, especially the semantic 

information. 

Graph-based knowledge representation models (including the semantic network, conceptual 

graph, Semantic Web, Knowledge Graph, and Semantic Link Network) combine graphics and 

semantics. They try to represent domain knowledge in a graph-based formalism. They provide 

an infrastructure for reasoning, discovering new relationships, and processing semantic 

queries. To handle uncertainty, some Knowledge Graph implementations provide methods 

that use Markov logic network to deal with probability, and some use machine learning 

methods. The methods based on the Markov logic network are usually difficult to inference on 

large-scale graphs because of the high computational complexity. The methods based on 

machine learning cannot apply logic rules and are hard to interpret. To reflect uncertainty, the 

Semantic Link Network is extended to Probabilistic Semantic Link Network by associating its 

semantic links and reasoning rules with probability.  The recent development of the Semantic 

Link Network is the Cyber-Physical-Social Semantic Link Network model, which unveils the 

structure of the emerging cyber-physical society. 

2.4 Software Engineering Approaches Background 

Software engineering is a systematic approach to developing the software systems. The 

methods, techniques and tools used depend on the organization which is developing the 

software according to customer’s needs. Previous studies have reported [18], there is no 

single software engineering method that fulfils all requirements so the most significant aspect 

is to determine which software engineering methodology is most suitable to build a specific 

type of application. Table 2.1 gives some types of software applications [18]. 

Stand-alone Application These are the applications that are run on a personal computer or on a 

mobile. 

Interactive transaction-

based application 

Interactive transaction-based application systems are the web based 

application that can be accessed from a mobile device or personal 

computer through the internet. 

Embedded control 

systems 

These are the software used to control hardware devices.  
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Batch processing 

systems 

Batch processing systems are used to process data in large batches and 

are normally used to support business systems which are used to process 

the payments, salaries and bills.  

Entertainment systems These are systems which are related to computer games and films. 

These systems normally need high resolutions hardware to support the 

best quality.  

Systems for modelling 

and simulation 

These systems normally need parallel execution for high performance 

and are used to map the real-world scenarios.  

Data Collection and 

analysis systems 

Data collection and analysis systems collect data from the environment 

using sensors and send it to the central system for further processing. 

System of systems These systems are used by the enterprises, in which some are generic 

and some are specially developed for the companies.  

Table 2.3 Various types of the software applications. 

Each software type given in the Table 2.1 requires a specific type of software engineering 

approach. 

A. Internet based software engineering 

The development of the World Wide Web (WWW) has had special effects on our lives. Initially, 

the WWW was used to run a software system which is only accessible within an organization. 

In 2000 [18], the web-based software systems start to evolve and more enhanced versions 

started to develop. Web server-based approach makes the development of software very 

easy. Programmers and engineers need to upgrade only the main server system and 

customers and users can access the updated information from the main server while 

accessing on the Web. This approach is much easier and cheaper as there was no need to 

install the software on each and every customer Personal Computer (PC). During that time a 

lot of business shifted on to the web-based software systems. This software as a service 

approach was first proposed in the early 21st century [18] recent evidence suggests that is 

nowadays used as a standard approach. The customer can access the software and use the 

application software while using the web-based software systems remotely. The cloud 

computing approach is a huge number of linked computers and much cheaper for the user as 

they do not need to buy whole software system. Customers can pay how much they access 
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and use the software. The server-based approach is very suitable where the customer gets 

information or uses the software online, but it’s not feasible when the customer needs to 

process data on client-side, i.e. when the customer has to process the large scale of data on 

client-side. 

B. Cyber Physical System based software engineering systems 

Software systems now operate globally and in a rapidly changing environment. The issue has 

grown in importance in light of recent large system development. They have to respond to and 

fulfil the requirements of these changing markets, changing economic conditions, and 

competing services. These systems are operating in a changing environment, so it is 

practically impossible to rely on traditional software development approaches. Plan-driven 

software engineering is a software engineering approach that is completely based on the 

customers’ requirements and it design could not compete for this fast-moving development 

process in the current environment. There is a need for a semantics-based software 

engineering approach which can handle these changes and predict and purpose the suitable 

solutions for developing the software projects. 

Large software systems such as air traffic control systems generally have an extended lifetime, 

For example, the military system has an average lifetime of 30 years and successful software 

products and applications are usually developed many years ago. The first version of the 

Microsoft Word was introduced in 1983 its more than 30 years [18]. Business changes and 

user expectations are accomplished by releasing with new versions every few years. Software 

system adapts evolution during their initial development to the final phase. It is suggested by 

the data that between 60% to 90% cost of the software are evolution costs so companies have 

to use the software for the long run to recover the investment cost. Questions have been 

raised about the safety of prolonged use of these systems that’s why the development of these 

software systems requires development methodologies.  

C. Managing Software Processes  

A software system is a production of a set of associated activities, which are important pillars 

of software engineering models. Four general high level software activities are discussed in 

this section which are the main parts of all software production process. These are the four 

essential software process activities: specification; development; testing; and evolution [18].  

Four major activities have further sub-activities such as user requirements, design, testing and 

maintenance. Software processes are multifaceted in nature and it’s often difficult to choose 

the right software engineering model to build the solution. It’s usually based on the software 
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engineer’s judgment to select the most effective and suitable model according to the nature of 

a software product. The classification characteristic of RSM makes this job easier for the 

development team. 

There are many different types of software engineering models existing to develop the software 

systems, However there is no universal software model invented which could apply to build all 

types of software systems [18]. Several attempts have been made to design a universal model 

for software development. Many companies even build and design their own software models 

to solve the specific problem but not suitable for the general purpose to find a solution for all 

kind of software projects. There is a scope to improve the existing models and also to purpose 

the new software models and techniques. 

 

Figure 2-7 Software Engineering Models 

There are two main software engineering approaches, Plan-Driven Approach and Agile-

Approach established on software engineering models shown in Figure 2-7. Each approach 

has software engineering models some of which are shown in Figure 2-7 have the inherent 

nature of their own methodology. 

Many efforts have been made to develop a universal software engineering model to cover all 

the major returns of the existing models. Rational Unified Process (RUP) is one of the best 

model developed by the United States software engineering company called Rational. RUP 

was created on the most known and widely used software engineering methods but not gain 
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more acceptance. But it left a gap and scope to develop new approaches and methods for 

achieving the ultimate goals [31]. 

2.4.1 The Plan Driven Approach  

The Plan-driven approach is a “traditional” way to develop the software. This approach has 

numerous advantages to avoid severe economic damage and provide high assurance, 

predictability and stability [32]. Traditional methods are preferred due to advance planning, 

documenting, offshore development, reliability, safety, and high-quality control [21], [27]. This 

approach uses specific formalized requirements, explicit, documented knowledge to develop 

the safety-critical systems for better coordination between the large developing teams [32].  

A. The Waterfall Model 

The Waterfall model is the first published model in software engineering process designed to 

develop the large military software systems in 1970 [18]. This model is applied when the 

requirements are well understood, cleared and stabled. It is implemented in a linear fashion 

and based on cascade nature, which means when one phase finishes then another phase will 

start. This linear approach is based on the systematic progressive approach that starts with 

customer’s requirements and performs a final phase of maintenance as shown in Figure 2-8 

[18]. 

 

Figure 2-8 Waterfall Model 

This model is also known as the baseline for many other software models [27]. Although many 

modified waterfall models have been introduced still the pure waterfall exit in its original shape 

and used in many software projects.  

B. Incremental Process Models 

The Incremental model delivers a series of software products which offers more functionality 

to the customers. In some situations, customers need a software package with some crucial 

functionalities that can be enhanced in later versions, in those scenarios an incremental model 
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is the best selection [18]. This model is the combination of linear and parallel process flows, 

shown in Figure 2-9. The first software product in this process is called the core product which 

can be enhanced with known or unknown functionalities on later increments. The customers 

gave their feedback while using the core product and inform if need any further functionally or 

need to improve the existing software system. Based on this feedback its quality and 

functionally can be improved in the coming versions. 

Figure 2-9 Incremental Model 

2.4.1 The Agile Approach 

In the current era, the market is growing at rapid speed and businesses are transferring from 

traditional ways to online. The concept of the plan-driven approach has recently been 

challenged by studies demonstrating in [18] that requires a new software approach to deal 

with the current software engineering challenges. This modern business tactic can be 

achieved using a software engineering approach called Agile. The Agile process’s main goal 

is customer satisfaction through continuous increments. Agile plays a vital role where things 

getting quickly change even in those situations where requirements change in the last 

development phase [24]. To accommodate these rapid change software engineers must be 

fast and Agile [18]. Agile uses simple design which is easy to rework if need to enhance. 

Change is unavoidable in real-world projects, planning for future projects to avoid chance is a 

waste of time and effort [32]. 

 Agile software engineering is a philosophy and also a set of development activities. The 

philosophy is end-users and stakeholders satisfaction with the product which delivered to them 

on commitment date. Agile software engineers, customers and other stockholders are working 

together most of the time during the software development process. Informal and verbal 
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communication establishes between all the members of the team, based in a single room or 

sometimes in a small company instead of distributed offices or organizations. Agile uses 

informal, user-prioritized stories as project requirements [17] [32] to avoid unnecessary 

documentation. Agile software engineering models are more effective to develop small and 

medium enterprises (SMEs) software systems and mostly used in the organization where 

customers directly involved in the development processes. 

Agile methodologies are people-oriented that believe people are a main success factor in the 

project and considered a very important role in the project development life cycle [21]. Agile 

developers need more talent, communication skills, and amicability including technical skills 

[32]. Extreme Programming (XP) and Scrum are the Agile-based models described in the 

following sections. The Agile approach develops from rapid prototyping and believes in the 

philosophy that programming is a craft than mechanical process [32].   

A. Extreme Programming 

Extreme Programming (XP) is a widely used Agile model which based on refining knowledge 

and experience of developing the information systems [18][32]. XP is focused on verbal 

(informal) collaboration between developers and customers, to avoid unnecessary 

documentation and continue to improve functionality according to their feedback. Simplicity is 

a core principle of Agile manifesto which precise software engineers to design the system only 

with immediate needs. Developers use Object Oriented Programming (OOP) and pair 

programming approach for implementation where two programmers work together on the 

same project [17], [18]. XP model uses a set of practice and processes which continually 

collaborating on planning, design, coding, and test phase that is shown in Figure 2-10 [18]. 
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Figure 2-10 Extreme Programming Model 

B. Scrum 

Scrum was originally designed to speed up the software development process and used to 

deliver the most needed functionality. Scrum relies on self-commitment, self-organization, and 

emergence rather than authoritarian measures [22]. It gives more freedom to the development 

team to engineer the solutions and includes a daily meeting to gauge the developing progress. 

Requirements those have high priority send in the backlog at any time. The Backlog is based 

on the prioritized requirements list which has the information of features those are required to 

implement. Sprints are the tasks which normally be complete in a time frame of 2 – 4 weeks 

iterations shown in Figure 2-11. Scrum meetings are short but held on a daily basis to maintain 

coordination [18]. Scrum is mainly applied to software projects although it has been used for 

non-software projects. The Scrum principles are same to manage any project [32].   
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Figure 2-11 Scrum Model 

 

2.5 Summary 

This chapter reviews existing literature on the topic of text summarisation, Semantic Networks 

were summarized following by its six types, and software engineering processes. A 

combination of graphics, uncertainty and semantics can form a stronger model to help 

efficiently understand complex reality and support applications. Semantic Link Network, which 

is more capable of modelling semantics than traditional graph structure [53]. Software 

engineering is an efficient methodology to developing the software systems. The methods, 

techniques and tools used depend on the organization which is developing the software 

according to customer’s needs. Previous studies have stated [18], there is no single software 

engineering method that fulfils all requirements so the most significant aspect is to determine 

which software engineering methodology is most suitable to build a specific type of application 

[31]. But it left a gap and scope to develop new approaches and methods for achieving the 

ultimate goals. The chapter wraps up with an analysis of the challenges facing the present 

software engineering and text summarization research with an indication of the problems 

addressed in the current work and those contributed to their solution by adopting the RSM and 

SLN.  
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3 CHAPTER THREE: EFFECTIVE SUMMARIZATION BASED ON 

SEMANTIC LINKS 

 

This research proposes a clause-based extractive summarization algorithm by ranking and 

extracting semantic clauses from an original document. Discourse structure relation is useful 

for identifying semantically important parts of the source document. We segment the 

document into clauses and evaluate the importance of clauses based on semantic relations, 

rank and extract them coarsely, and utilize graph ranking to refine the extracted clauses. This 

way can create a more concise summary with more information and less redundancy. 

Research reach the following results: 1) compared with the other summarization algorithms 

on different granularity, the clause-based summarization achieves higher recall score; and, 2) 

different discourse relations have different importance. 

3.1 Introduction 

The purpose of text summarization is to represent important information according to original 

document. Text summarization tasks can be divided into extractive summarization or 

abstractive summarization, single-document summarization or multi-document 

summarization, general summarization or query-based summarization [89]. The extractive 

summarization is to extract important sentences from source texts to compose a summary. 

Some summarization approaches adopted different units [90], such as word [93], phrase [94], 

sentence, sentence group or paragraph [95], which is more coherent but with more 

redundancy. Limited by the desired length of the generated summary, the recall and precision 

of existing models can’t get both better, namely, we can’t improve the diversity of important 

words (recall) and make the summary as short as possible (precision) at the same time. 

Therefore, we need a more flexible unit to refine the summary with less redundancy. 

Discourse structure analysis is a way to understand the semantics of documents. It can reflect 

semantic information and indicate the importance of each text fragment [91], lots of research 

works have been done on the definition of discourse relations in text such as tree structure 

and graph structure [92]. Discourse relations are defined to hold between two non-overlapping 

text spans, and the spans are segmented by structure. Therefore, it retains the semantic 

integrity and less redundancy which is not presented in other granularity.  

This research proposes an extractive summarization method that can be regarded as clauses 

and extracts important parts based on discourse relations. We evaluate the proposed 

algorithm on scientific literature and compare it with some other extractive summarization 
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systems. The result shows that the summary which consists of clauses has better performance 

than other systems with different granularity. 

3.2 Related Work  

Discourse relation structure is a linguistic relation model based on a set of predefined semantic 

relations among natural language texts. It can handle different relations between segmented 

spans, such as cause-effect, elaboration, and same-unit, and the relations and clauses as 

nodes are used to construct SLN. Rhetorical Structure Theory (RST) was proposed by Mann 

with a tree structure to reflect semantics and organize text [96], it is a kind of discourse 

structure relation model. It defines various concrete relations and the format implementation. 

RST addresses text organization by means of relations to hold between parts of text, and is 

widely used in natural language processing task, such as text generation and text 

summarization. RST and other text features were used to find informative content in 

summarization [97]. The discourse relations were classified into positive and negative by their 

semantic meaning with different weights for sentimental analysis [98]. The influence of 

granularity is also studied, and adopted phrase and sentence respectively as basic unit to 

summarize, and [15] compared the performance of sentence, sentence group and paragraph 

level. In our work, we adopt the clause which is segmented semantically by discourse relation. 

We make use of it to rank and extract informative clauses coarsely and refine and generate 

summary based SLN. Different from other algorithms, we only use the RST and SLN model 

instead of machine learning techniques to reflect the importance of semantics in 

summarization. A text summarization approach that extracts semantic link network from 

scientific paper has been proposed in [53]. 
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Figure 3-1 SLN-based extractive summarization pipeline 

3.3 Proposed Model  

Figure 3.1 illustrates how to generate a more concise summary of scientific literature. First, we 

need to convert the raw text into the RST format. The whole paper is too long to generate a 

good RST tree, therefore, we segment it into section structure and parse each section into an 

RST tree. Then, a score is computed for each clause based on its relationship in discourse 

relation analysis, and preserve informative clauses. Finally, we use the SLN rank algorithm to 

choose the top-K clauses as the generated summary. Overall, the model is a coarse-to-fine 

structure, and discourse relation in the model is to filter the irrelevant content to the summary 

coarsely.  

3.4 Extract and parse into RST tree 

RST is a tree structure for representing semantic relations between clauses of a document. 

Relations are defined to hold between two non-overlapping text spans, and its role in the 

relationship can be nucleus (important units) or satellite (relatively unimportant units) to indicate 

its importance in the relationship, an example is shown in Figure 3-2. Lots of RST parsing tools, 

such as DPLP [99] and HILDA [102] are available. DPLP parser shows an F-score 

improvement of around 2.5% in nucleus and 6% improvement on relation type prediction over 

previous tools based on an SVM [100] classifier trained on RST Treebank corpus. In this work, 

we use DPLP to segment text because of its better performance. Most of the parsers are 
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implemented as a shift-reduce structure and require manual features as input. The parser 

requires POS tags, the distance from the beginning and other manual features to parse the text 

to the RST tree. The features can be extracted by the Stanford CoreNLP toolkits [101].  

For preprocessing scientific papers, we separate them into section structure. In the ablation 

study, we found each section has different focusing points and may generate a bad RST tree 

between crossing sections. And DPLP is trained on shorter corpus than papers, it fits better on 

the shorter text (i.e., a section) instead of the full paper. 

Figure 3-2 An example of RST 

3.5 Choose informative text clauses 

Based on the nucleus or satellite pattern and the category of relationship, we can evaluate the 

importance of segmented clauses. The clause is shorter than its original sentence, namely, its 

length and position of the clause are not fixed. We regard the clause as the basic unit to 

summarize. Towards composing a summary, we need to rank and extract more informative 

clauses. 

Algorithm 1 shows how to evaluate a clause by its relationship and role, where 𝑟𝑖 represents 

an RST tree of a section, and 𝑠𝑖 represents the clause segmented by the RST algorithm. We 

mainly use P as the coarse summary, which drops the redundancy and keeps the informative 

content. The importance of the relationship is selected empirically and adjusted according to 

the performance. This algorithm works as a coarse filter to drop detailed parts of the sentence, 

because the count of informative clauses can’t be controlled easily, namely, the heuristic rules 

can’t handle the situation that multiple clauses have equal score. 
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Algorithm 1 The Clause Ranking and Selection Algorithm 

Input: a set of RST object R = {r1, r2, …, rn} 

Output: a set of preserved clauses P, dropped clauses D 

1: P ← Ø 

2: D ← Ø 

3: for each r in {r1, r2, …, rn} do 

4:    for each s in r.clauses do   

5:       if (s.role = nucleus and !is_info(s.relation)) \ 

6:     or (s.role = satellite and is_info(s.relation)) then 

7:         append s to P 

8:       else 

9:         append s to D 

10:     end if 

11:   end for 

12: end for 

13: return P, D 

3.6 Refine summary by ranking on Semantic Link Network 

After obtaining a set of informative clauses, a trimming algorithm is required to refine and trim 

the content to conform to the desired length of the summary. An SLN is a graphical semantic 

model that is suitable for summarization. The extracted clauses can play the role of semantic 

nodes and the similar-to relations as the semantic link. The value of the similarity link can be 

calculated easily in various ways between clauses. In our case, we choose the simplest Jaccard 

function. The extracted clauses are picked carefully, therefore, we expect to get better 

performance compared with the identical algorithm applied to the full text. 

TextRank [93] is a sophisticated summarization algorithm inspired by PageRank to rank the 

nodes by their values on links, it iteratively computes the weight by the similarity graph. 

TextRank function can rank SLN that consists of clauses, and we can change the threshold to 

generate a flexible summary. Let 𝑣(𝑢𝑖) be the importance value of a node 𝑢𝑖 (i.e. clause), and 
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𝐿𝑖𝑛𝑘(𝑢𝑖) is the set of nodes connected to the node  𝑢𝑖. The TextRank algorithm will update the 

importance of nodes iteratively as shown in Eq. (1). Finally, we can get the importance of each 

clause within the SLN, and rank them by the value. 

𝑣(𝑢𝑖) = (1 − 𝛼) + 𝛼 ∗ ∑
𝑠𝑖𝑚(𝑢𝑖, 𝑢𝑗) ∗ 𝑣(𝑢𝑗)

∑ 𝑠𝑖𝑚(𝑢𝑖 , 𝑢𝑗)𝑢𝑗∈𝐿𝑖𝑛𝑘(𝑢𝑖)𝑢𝑗∈𝐿𝑖𝑛𝑘(𝑢𝑖)

   (1) 

 

The hyperparameter 𝛼 is used to adjust the proportion of value from language units in 𝐿𝑖𝑛𝑘(𝑢𝑖) 

as a random walker. The common value is set to 0.85. The length of the generated summary 

is flexible when we adjust the threshold to cut off the clauses for conforming to the desired 

length.  

3.7 Evaluate the performance of summaries 

ROUGE (Recall-Oriented Understudy for Gisting Evaluation) [103] is a common metric to 

evaluate automatically the performance of a generated summary. ROUGE-N (𝑁 ∈ {1,2}) 

represents the n-gram units used to evaluate how well the summary matches the standard 

reference texts which are written by humans. ROUGE-L addresses the matching of words 

sequence by Longest Common Subsequence. Generally, we consider recall score more than 

the precision score in summarization when the length of summary is fixed to a predefined length 

of words (for example, 200 words). This work adopts ROUGE-N and ROUGE-L to evaluate the 

generated summary, the desired length is designed to match the standard abstract. 

3.8 Dataset 

The dataset we used contains 173 ACL2014 conference papers collected from ACL Anthology. 

Table 3-1 shows the brief description of the dataset. Overall, each paper has 3989 words on 

average, and we use Abstract of paper as the standard summary.  

 Min max average 

Text 1865 6670 3989 

Abstract 53 220 116 

Table 3.1 The Words Amount of Papers in Dataset 

 

 Min max average 

#RST-words  1125 4511 2604 

Full-text 

Rouge-1 
0.640 0.962 0.815 

RST Rouge-1 0.526 0.930 0.767 
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Full-text 

Rouge-2 
0.191 0.827 0.436 

RST Rouge-2 0.122 0.659 0.379 

Full-text 

Rouge-L 
0.593 0.949 0.788 

RST Rouge-L 0.516 0.899 0.744 

Table 3.2 The Performance of RST Summary. 

 

 Rouge-1 Rouge-2 Rouge-L #words 

Complete (Ours) 0.355 0.101 0.319 186 

Group (Cao) 0.336 0.086 0.296 187 

Reinforce (Sun) 0.284 0.076 0.251 118 

Table 3.3 The Performance of Different Models 

 

 Original and selected clause 

Case1 

For example, in the simplest setting of multi-document summarization of news, 

systems are asked to summarize an input set of topically-related news documents 

to reflect its central content. 

Case2 

In this work, we compare our system to topic word-based ones since the latter is also a 

general method to find surprising new words in a set of input documents but is not 

a bayesian approach. 

Case3 
Rather the method creates a summary by optimizing for high similarity of the 

summary with the input word distribution. 

Table 3.4 The Examples of Proposed model. 

3.9 Experimental Results  

Table 3.2 shows the performance between the RST summary (before applying TextRank) and 

the original text. It indicates how semantic features influence the quality of the extracted 

informative clauses. After constructing RST and extracting clauses, the count of words 

decreases to an average of 35% compared with the original full text, we can find that the key 

information still remains after RST trimming. The effect of the semantic discourse structure is 

to help remove details and useless content and keep the informative parts. 

Table 3.3 shows the performance of summaries generated by our model and other models 

respectively. Cao et al [95] proposed a group language unit method to extract summary, and 

Sun et al [53] used reinforcement ranking on the summarization of scientific paper. By 
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comparing different models of SLN ranking on the same dataset, we find that the semantic 

features are important to extract informative content. Although we get better performance, the 

proposed model is more complex in practice which relies on the POS tagger and RST parser.  

Table 3.4 shows several examples generated by our model, where the extracted clauses are 

highlighted in bold which is selected as part of the generated summary. 

The following implications can be drawn from analysing the result.  

Implication 1. Semantic discourse relations can indicate informative clauses and helps make 

a summary. 

The semantic discourse relation can be used to remove redundancy and keep the informative 

parts. It describes the relationship between two or more parts of a sentence, compared with 

the original text and extracted RST clauses in Table 3-2, we conclude that semantics is a key 

feature to indicate important information. 

Implication 2. Different kinds of semantic relations have different importance in discourse 

structure. 

In experiments, we set higher weights to cause-effect, purpose, contrast, and topic which 

means more informative, while elaboration, list, same-unit, textual organization, attribution, 

restatement, and means are discarded in summarization. We got the best performance under 

this configuration, it can be adjusted by preference and feedback. 

Implication 3. The clauses are flexible for extractive summaries. 

Comparing with the summarization with other granularity, clause is more flexible to generate 

summary with less redundancy and more information. However, clauses don’t follow the 

complete syntax rule, post-processing is required to make summary fluent and coherent. We 

can insert some functional words or remove prepositions to complete it. 
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4 CHAPTER FOUR: RECOMMENDING RESEARCH 

COLLABORATORS BASED ON SEMANTIC LINK 

Recommending appropriate collaborators to researchers can promote their research. In many 

cases, however, it is difficult for researchers to find proper collaborators from large number 

candidates. This research proposes a scientific collaborator recommendation approach based 

on the semantic link networks, where nodes are authors, papers and interests indicated by 

keywords, and semantic links are write links, cite links, and contain links between these 

semantic nodes. Five semantic paths on the semantic link networks are proposed for deriving 

future collaboration between authors. Experiments on three datasets of scientific journal 

papers show that our method achieves good performance in predicting future collaborators. 

Comparing the combinations of five semantic paths reaches the following results: (1) co-author 

relationship, keyword information, and citation relationship play an important role in finding 

appropriate collaborators; and, (2) combining all the five semantic paths can get the best 

results on collaborator recommendation task.  

4.1 Introduction 

Successful collaboration is a way to promote the productivity of scientific research. However, 

it is time-consuming, laborious and difficult for researchers to select appropriate collaborators 

from large-scale candidates, especially for young researchers who have less information 

about other researchers. Therefore, it is significant to study the approach for recommending 

research collaborators. This paper proposes a new approach to recommending collaborators 

for researchers by analysing the information contained in their scientific papers. 

The Semantic Link Network (SLN) is a self-organized semantic model for representing and 

operating the semantic structure of complex systems. It consists of semantic nodes 

representing categories of things and semantic links representing the semantic relations 

between nodes [1-17]. SLN was early proposed for managing models and realizing Active 

Document Framework. The SLN has powerful semantic expression capabilities, and it can be 

used to manage meaningful semantic relations between anything with semantic information, 

including the semantic relations between scientific papers and their authors. It was integrated 

with a model based on multi-dimensional classifications for supporting advanced 

applications [34-52]. Application of SLN on recommending collaborators are studies in [81]. 

This paper implements the idea with a computing model and verifies it on three scientific 

literature data sets. 
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4.2 Related Work 

Research on recommendation of research collaborators can be classified into the following 

categories: content-based, homogeneous network-based, and heterogeneous network-based 

approaches [120]. 

The content-based approaches mainly focus on the similarity between the experts' own 

features, such as profiles, expertise, and interests. A representative content-based expert 

recommendation system can screen out suitable cooperation candidates according to users' 

query based on keyword matching [121]. Two different strategies based on the probabilistic 

model seek experts by using document to train a language model [122], which is used to 

estimate the probability of a candidate according to the query. Some similar works such as 

topic model and candidate model were studied by [123]. A hybrid method linearly merged the 

weighted language and the topic-based model was proposed by [123]. The weighted language 

model was based on [122], which add the weight factor into the language model. The topic-

based model introduces a topic layer between the candidate and the query. 

However, the content-based approaches involve only the features of experts without 

considering the social features of the experts. Homogeneous network-based approaches 

utilize social network technology to recommend collaborators. Some studies were based on 

social network [124]. Work group graph and workplace sociability graph are established to 

recommend collaborators by social matching [124]. Some other studies were based on co-

author network. A two regularization-based hybrid model based on the Adamic-Adar method 

(neighbour-based) [125] and the Katz index (path-based) [126] proposed by [127]. These two 

metrics are utilized to estimate the relevance of two authors in the co-author network to 

recommend collaborators [127]. Some other studies took other metrics such as Jaccard's 

coefficient and cosine similarity into account to do the collaborators recommendation 

task [128]. 

Based on homogeneous network-based approaches, heterogeneous network-based 

approaches take some other information into account such as expertise [129], [130], 

institutional network [120], and citation relationship between the scientists and papers [131]. 

A hybrid recommendation algorithm based on the experts' research expertise and social 

network is proposed to predict co-author relationships among the biomedical scientists [132]. 

A background knowledge Medical Subject Headings vocabulary has been added to calculate 

the cosine similarity score based on TF-IDF (Term Frequency – Inverse Dense Frequency) 

vectors between two scientists. Combining the Jaccard similarity to measure the proximity of 
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social network, the potential collaborator can be recommended. A meta-path-based method 

was proposed by building a heterogeneous network based on author, paper, and 

venue [131] which transformed the relevance of two scientists into different metrics meta 

paths between them. 

However, previous studies rarely considered the semantic relation between scientists, 

especially the citation relationship between scientists and scientists, and scientists and papers 

[131][132]. Our approach is based on semantic link network of scientific paper. It takes co-

author, citation, and keyword information into account to build the recommendation model and 

measures the relevance of two experts in semantic link networks by the path-count metric. 

The method is evaluated on three scientific literature data set. 

4.3 Building the SLN 

We view author, paper, and keyword as three basic elements in the context of scientific 

papers, and build semantic nodes for them. A semantic link represents a relation between 

objects such as “author” and “paper”. Figure 4.1 shows the schema of the semantic link 

network on researchers and papers. 

Figure 4-1 The schema of the initial SLN 
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4.4 Semantic Paths 

Let A={A1,A2,…,AN} denote the set of “author” nodes, P={P1,P2, …,PM} denote the set of 

“paper” nodes, and K={K1,K2,KL] denote the set of “keyword” nodes. A semantic path is a path 

in the SLN which can represent a specific semantic between two semantic nodes. 

We proposed five semantic paths aimed to express the relevance between two authors. As is 

shown in Table 4.1. 

1. Path1 represents the semantic that author Ai and Aj research the same topic indicated 

by Kp. The more Path1 between author Ai and Aj, the more common topics they had 

researched. Hence, Path1 can be used to measure the similarity of two researchers' 

research topics or directions. The more similar of two researchers' research topics or 

directions, the higher the probability that they can collaborate. 

2. Path2 represents the semantic that Ai and Aj cite the same paper Pp. The set of papers 

an author cited can represent his research direction potentially. The 

more Path2 between author Ai and Aj, the more similar their research directions are. 

Similar to the Path1, Path2 can be used to measure the similarity of two researchers' 

research directions. And the more similar of two researchers' research directions, the 

higher the probability that they can collaborate. 

3. Path3 represents the semantic that Ai and Aj cite the same author Am's paper. If there 

is a Path3 between author Ai and Aj, their research direction may have some 

relevance. The more Path3 between author Ai and Aj, the more relevance their 

research directions may be. And the more relevance of two researchers' research 

directions, the higher the probability that they can collaborate. 

4. Path4 represents the semantic that Ai and Aj have the same collaborator Am. 

If Ai and Am had the co-author relationship, Am and Aj had the co-author relationship, 

the probability of Ai and Aj can collaborate is higher than the condition 

that Ai and Am had no co-author relationship, Am and Aj had no co-author 

relationship. And the more common authors that two researchers collaborate with, the 

higher the probability that they can collaborate. 

5. Path5 represents the semantic that Ai and Ap have the co-author 

relationship, Ap and Ao have the co-author relationship, Ao and Aj have the co-author 

relationship. If there is a Path5 between author Ai and Aj, that is to say, Ai ' s co-author 

and Ai ′ s co-author had the co-author relationship. Path5 is extended from Path4. It 
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does not require that Ai and Aj have a common co-author, but that there is the co-

author relationship between their respective co-authors. 

Table 4.1 Five semantic paths. 

 

Figure 4-2 Training part and test part. 



M A Rafi, PhD Thesis, Aston University 2022   72 
 

 

Figure 4-3 Framework of the Model. 

4.5 The Framework of Recommending Future Collaborators 

Let Paper = {Paper0,Paper1, Paper2,…, PaperH} be as the list of scientific papers, which is 

sorted by their publication dates. It is divided into two parts: the training part and the test part. 

We set the even -indexed papers as the training part, denoted 

as Papertrain={Paper2∗i|Paper2∗i∈Paper, i =0,1,2…} and the odd-indexed papers as the test 

part, denoted as Papertest={Paper2∗i+1|Paper2∗i+1∈Paper, i =0,1,2…}, as shown in Figure 4-2. 

We set up the SLN through the paper set T0. Then, we select the set of author 

pairs <Ai,Aj> from T1 as the training data, and the selected author pairs meet the following 

conditions: 1) Ai has written at least one paper in T0;2)>Aj has written at least one paper in T0. 

For each author pair < Ai,Aj >, we construct a feature vector x={x1,x2, …,xn} by extracting 

features from established the SLN with semantic paths, where xi is a value that measures the 

correlation of At and Aj under a semantic path. If Ai and Aj have co-author relationship in T1, 

the label for <Ai,Aj> is 1, otherwise 0. In this paper, we choose the classic method, namely, 

the Gaussian naive Bayes model, as the prediction model. Naive Bayes classifier, simply 

called naive Bayes, is an efficient classifier that is one of the top ten algorithms in data 
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mining [144]. Naive Bayes is a useful classifier that is used widely in many applications such 

as data stream classification, document judgment, and text categorization [145].  Finally, we 

use the test part to evaluate the prediction model. The framework of the model is shown 

in Figure 4.3. 

4.6 Experiment – Dataset 

The AI dataset is a collection of Artificial Intelligence journal, with a total of 1,813 papers. The 

NN dataset is a collection of Neural Networks journal, with a total of 3,605 papers. The FGCS 

dataset is a collection of Future Generation Computer Systems journal, with a total of 4,657 

papers. Each paper contains the author, publication time, and title. Most of these papers 

contain keywords and reference. A small number of papers contain the abstract and the text. 

The details of publication time are shown in Table 4.2. 

4.7 Experiment Setting 

We set 2012 as the split time t1 to split the training part and test part. 74.0% of papers in the 

AI dataset, 63.9% of papers in the NN dataset, and 34.5% of papers in the FGCS dataset are 

used to establish the SLN for extracting semantic paths features. T0 is the set of papers whose 

publication time is in the time interval [1988,2012) in training part, and T1 is the set of papers 

whose publication time is in the future time interval [2012, 2020] in the training part. So 

do T´0 and T′1 in the test part. 

For each training author pair < Ai, Aj >, Both Ai and Aj have published papers in the past time 

interval [1988,2012) and the future time interval [2012, 2020]. And the feature vector for them 

is formulated as x={x1, x2, x3, x4, x5}, where xi represents the path count of the semantic 

path Pathi that measures the relevance of Ai and Aj. 
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Table 4.2 Details of three datasets. 

Besides, we also set up several comparison models as the baselines: (1) model1: the feature 

vector is denoted as x={x1} based on path1 with only keyword information. (2) model2: the 

feature vector is denoted as x={x2,x3} based on path2 and path3 with only citation relationship 

information. (3) model3: the feature vector is denoted as x={x4,x5} based 

on path4 and path5 with only co-author relationship information. (4) model4: the feature vector 

is denoted as x={x1,x2,x3} based on path1,path2 and path3 without co-author relationship 

information. (5) model5: the feature vector is denoted as x={x1,x2,x3} based on path1, 

path4 and path5 without using citation relationship information. (6) model6: the feature vector 

is denoted as x={x2,x3,x4,x5} based on path2, path3, path4 and path5 without using keyword 

information. Our model is model7, based on the combination of all semantic paths. 

The precision, recall, and F1 are used to evaluate models. 

|TP|, |FP| and |FN| are corresponding to the number of positive vectors that are predicted 

precisely (True Positives), the number of positive vectors that are predicted imprecisely (False 

Positives) and the number of negative vectors that are predicted imprecisely (False 

Negatives). 

4.8 Results and Analysis 

The results of experiment is shown in Table 4.3. Table 4.4 shows the details of the established 

the SLNs in the training part and test part. 

It can be seen that the five semantic paths proposed in this paper achieved a promising score. 

Thus, these five semantic paths can be used to recommend collaborators. 

In Table 4.3, the results of model7, model5, and model2 show that using citation relationship 

information are effective in finding collaborators. Citing the same authors or papers can help 

narrow the scope of finding a collaborator. Hence, the cited authors and the cited papers can 
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potentially and comprehensively reflect the researchers' directions. The more similar two 

researchers' directions, the more likely they are to be collaborators. 

From the results of model7, model6, and model1, we can find that keyword information has a 

positive effect on recommending collaborators. 

From the results of model7, model4, and model3, we can find that the co-author information 

has a positive effect on recommending collaborators. But when finding future collaborators, 

combining both co-author information and research direction information (keyword information 

and citation relationship information) will obtain a better performance because future 

collaboration can be driven more by research direction and, expertise than by neighbourhood. 

From the results of the AI dataset and NN dataset, we can find that the model with keyword 

information or citation relationship information can always get a higher precision than the 

model without keyword information and citation relationship information. The model with co-

author information can always get a higher recall than the model without co-author information. 

From the results of the FGCS dataset, the model with keyword information or citation 

relationship information can also get high precision, but the model with only co-author 

information get the lowest recall. This may be because that, on one hand, although the 

historical cooperation between the authors of the FGCS dataset is closer than that of the AI 

and NN dataset, the FGCS journal is a multidisciplinary journal, the papers in the FGCS 

dataset cover a wide range and many types, on the other hand, only 34.5% of the papers 

published before 2012, there are not enough papers to reflect the features which can impact 

on future collaborators. 

 

Table 4.3 Results of experiment. 
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Table 4.4 Details of SLNS. 
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5 CHAPTER FIVE: A MULTI-DIMENSIONAL METHOD SPACE 

FOR MANAGING SOFTWARE PROCESSES 

The main aim of Software Engineering is to develop a software system, which fulfils the user 

requirements within time and budget constraints. This research uses the multi-dimensional 

Resource Space Model to manage multiple types of software engineering processes and maps 

their features into multiple dimensions for supporting analysis, development and maintenance 

of software system. Two case studies show that the Resource Space Model is feasible for 

managing the software processes and data. RSM is utilized to build the solution for the email 

space model in [135].  

5.1 Introduction 

The term of software engineering first introduced in 1968 at a conference which was held to 

discuss the issue related to software crisis (Naur and Randell 1968) after that in the 1970s 

and 1980s new software methodology were introduced [18]. 

Software engineering is the engineering discipline which is generally concerned with all 

features of a software development process from initial stages to the final maintenance stage. 

The systematic approach that is used in software engineering is also called software process, 

which is the sequence of the activities.  

This chapter studies two cases of applying the Resource Space Model to manage the software 

engineering projects and show that RSM can map the software engineering activities into one 

space for managing software processes easily. New dimensions and coordinates can be easily 

adopted for managing new features found during software process. It offers the new way to 

manage the whole lifecycle of projects for development and design the application solution of 

the problems. 

5.2 RSM use to Manage Multiple Types of Software Processes from Multiple 

Dimensions  

Software process models have different features which can be differentiated and categorized 

into different dimensions. The main features are shown in the Table 5.1 [24][25][27]-[30]. This 

features categorization well fits into RSM as a useful way for managing software processes. 
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Table 5.1 Dimensions of Software Engineering Processes. 

 Form of requirements. In the Plan-Driven approach, requirements are formal and 

clear however in Agile approach requirements are not in documentation form. This is an 

important dimension which needs to accurately consider while choosing the most 

effective model, for development the project.  

 User Feedback. In some software processes user feedback is an important factor but in 

Plan-driven it is impossible until the final project delivery done. Agile normally has a 

meeting with clients, sometimes on a daily basis so its very easy to get the user 

feedback.  

            Process Models  
                                  
Features 

Waterfall 
Model 

Incremental 
Model 

Scrum 
Model 

Extreme  
Programming  
( XP ) 

Form of  Requirement Complete 
Documentatio
n  

Incremental 
Documentation 

Verbal 
conversation 

Frequent Verbal 
conversation 

 

User feedback In the end  In the process In the process In the process 

Adaptive to change Low Medium High Highest 

Predictability of final 
results 

Low Medium High Highest 

Stage of risk 
identification 

At beginning At different stages In the short 
process 
 

In the shortest 
process 
 

Successful Rate Low Medium High Highest 

Customer Satisfaction Low Medium High Highest 

Variation Yes (V model) No No Yes (Industrial IXP) 

Understandability Easy Medium Hardest Hard 

Knowledge High Medium Low Lowest 

Usability Basic Medium High Very High 

Reliability High High Medium Low 

Cost Low Medium High Very High 

People Software 
engineers  

Software 
Engineers 

Customers, 
stakeholders, 
developers, team 
members, and end-
users 

Customers, 
stakeholders, 
developers, team 
members, and end-
users 

Elasticity Very Low Low High Very High 
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 Adaptive to change. Move from Plan-driven approach to Agile approach this feature is 

increased from the high to the highest level. Agile can handle changes more efficiently 

then Plan-Driven approach. 

 Predictability of final results. In Plan-driven approach we cannot predict the final results 

until the final product is ready to use instead in an Agile approach it could be known in 

initial functionality.   

 Stage of risk identification. In Plan-driven approach it’s identified in early stages as 

detail documentation needed in requirement phase, however, in Agile it can be 

identified during the process.  

 Successful Rate. Waterfall model has a low rate of success if deploy in a project, where 

normally change occurs. Agile approaches more popular in recent decades and has 

more success rate to handle change. 

 Customer Satisfaction. The Agile has high customer’s satisfaction as the customer 

directly involved in the project development process. Plan-Driven has lowered customer 

satisfaction as compared to the agile software engineering approach.  

 Variation. In both approaches have some variation; Extreme Programming model has a 

variation of Industrial Extreme Programming (IXP) and Waterfall model has a variation 

of V model.  

 Understandability. Customer point of view, it’s crucial to know, what is happening with 

software products i.e. when it will finish and handover to them. In the Agile 

approach, customers are directly involved and well aware of the non-functional 

requirements.   

 Knowledge. Some models are required pre-knowledge, pre-qualification and training 

which are based on formal methods. 

 Usability. Plan-driven approach has low usability as compared to Agile Approach which 

used Object Oriented approach with high reusability. 

 Reliability. Plan-Driven models are more reliable as mostly used for critical safety 

systems which directly involve humans and follow the formal methods. On the other 

hand, Agile is getting mature to meet these standards. 

 Cost. The Plan-driven approach is between low to medium scale as pre standards 

followed. It could be developed using to outsource techniques which help to reduce the 

implementation cost and most of the time finish within the estimated budget that carefully 

planned in early stages. Agile approach some time increase cost as new functionality 

added.  
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 People. People have very low-level involvement in Plan-driven approach as they follow 

the predefined steps. Agile development approach team has more freedom to make a 

decision to find better solutions.  

 Elasticity. Plan-Driven approach just follows the planned steps. Waterfall model followed 

the linear model approach, but Agile accept the change even in the last stages. 

There are various dimensions of the software engineering process which are shown in Table 

5.1. According to software engineering features, it can be easy to choose the software method 

depending on the nature of the project. RSM supports generalization and specialization on 

multidimensional classifications [6]. It manages these features into multiple dimensions which 

are easy for software engineering teams to choose the effective model. The selected model 

fulfils the stakeholder’s requirements for developing the required system. It classifies the 

different properties of the software methods, and those provide a roadmap to achieve the goal 

and select the right process to build quality software systems.  

 

RSM helps to choose the different models features which belong to different approaches, to 

build the same project, it’s helpful to find the balance for selecting more than one approaches. 

For instance, we could select the requirement dimension from the waterfall model if 

documentation is required while using the agile approach features as shown in Table 5.1. 

5.3 Property Inventory Tracker 

This section studies how to use the RSM to manage Property Inventory Tracker. Dimensions 

and coordinates are written in italic which is used in both case studies, shown in Figure 5-1 and 

Figure 5-2. In the given case study of the Property Inventory Tracker (PIT), the requirements 

have been gathered from the PIT team with several group meetings held to understand the 

business problem. The main business of this company is to, for each client, assess the client’s 

property and create a detail report of its current condition. The report highlights the major 

damages in the property so that the landlord can repair it and, if needed, charge the tenant(s) 

for the damage. Most of the company’s work is being done manually i.e. access the property, 

manually take pictures of the damages and record videos of the property’s current condition. 

PIT has some booking issues with their system including video recording and uploading. The 

company wants to sort out these issues while updating their current system.  
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Figure 5-1 Software Engineering Processes of the Property Inventory Tracker in RSM. 

The main aim is to develop the commercial software system which overcomes the limitations 

of the existing system. The RSM helps to develop the PIT system by mapping the real data 

collected in the form of requirements and discussions into a one-dimensional space. To 

accomplish this, the requirements have been first prioritized as shown in Table 5.2. According 

to the stakeholder’s requirements the most needed functionalities, a booking system. 

As an example, four software engineering processes, Extreme Programming, Scrum, 

Incremental and Waterfall, are shown in a multi-dimensional space in Figure 5-1. Each 

process constitutes one dimension of the space, and the coordinates are the activities of the 

existing model. For instance, the Extreme Programming dimension shows the activities 

including Planning, Design, Coding, and Test. Other software processes are shown in Figure 

5.1 in the same way. The above example strongly justifies that RSM supports to manage 

various software engineering models including those shown in Figure 2.1 of chapter 2.  

The RSM is used to map the PIT project as shown in Figure 5.1. The Scrum dimension shows 

its activities as the coordinates. The coordinate Product Backlog is the activity in which we 

gather customer requirements and understand the overall system scope. As a result of this 

stage, Table 5.2 shows all desired functionalities which are important from the user’s point of 

view. At this stage, all the gathered requirements are also prioritized as shown in Table 5.2. 

This phase has user’s stories which are used to understand the narratives and perspective of 

the system requirements. The ultimate product concept is made clear at this stage as Table 

5.2 lists all the functionalities which need to be done in the project. 
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Table 5.2 PIT Requirements. 

In the PIT project, stakeholders want the working software with the most important 

functionality. PIT project properties define that an Agile approach such as Scrum is more 

suitable for implementing this project based on the most needed functionality, i.e. the booking 

system required in the first phase and followed by the rest of requirements. Another 

justification for Scrum is that this project does not require formal documentation that is required 

by the plan-driven processes. Instead, for the purpose of fast implementation, we only shortlist 

the most important requirements as shown in Table 5.2, so we prefer an Agile software 

engineering approach such as Scrum over the rigid Plan-driven approach.  

The next coordinate is Sprint Backlog, where we will take 2-4 weeks for implementing each 

specific functionality, such as secure login, searching, add a new user, and so on, as prioritized 

in Table 5.2. The development and PIT teams hold regular meetings on a daily basis, which 

could even be as short as 15 minutes, so that when user requirements change they 

immediately update the list in the first and second coordinates of the Scrum dimension. In this 

way, all the given requirements shown in Table 5.2 are implemented in an iterative fashion 

(See Figure 2.5 too in Chapter 2) and users are able to give their feedback at any time, even 

after using the first delivered functionality of the software system.  

In the last phase (New Functionality), the implemented functionality is delivered to the client. 

The client is then able to use the delivered system and give feedback to improve the existing 

system. 
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The case study demonstrates that RSM helps to choose the most effective software process 

which has the ability to deliver the right product to clients, and how RSM makes software 

engineer’s job easy by following the steps in one resource space. 

5.4 Eclipse Project 

Eclipse is an open-source development environment (IDE) which provides a set of 

commercial-quality tools and an industrial environment to develop highly integrated software, 

debug software program, write code, and share with the team. Eclipse is freely available to be 

adopted by third parties to design plug-ins. The Eclipse software development kit (SDK) is 

used as a tool for building web services, support Java programming and embedded system 

programming by Java Development Tools (JDT).  

The RSM is used for managing the Eclipse project [33] in one space using the Waterfall model 

[18]. Waterfall model is effective to use for managing this project based on these properties 

shown in Table 5.1, such as a large distributed project, documentation required and reliability 

etc. Waterfall model is mapped into five dimensions from requirements to maintenance as 

shown in Figure 5.2. Each dimension has coordinates which represent the methods of that 

specific dimension. As shown in Figure 5.2, the Implementation dimension has two 

coordinates Programming and Coding Standards. The RSM shows all the steps to complete 

the project from user requirements to the maintenance phase; all steps are shown in Figure 

5.2 and explained in the following sections. 

There is no single existing requirement documentation of the Eclipse project. Many software 

engineers and developers have contributed to this project so there is a need that its 

requirements selectively quoted in this case study are collected and recorded in a 

standardized way. In fact, the Eclipse project uses Software Requirements Specification 

(SRS), which is developed by the committee of the IEEE, a group of very experienced software 

engineers [33]. More specifically, the SRS IEEE 830-1998 standard is used for the 

documentation process of this project.  
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Figure 5-2 Eclipse Project in Multi-Dimensional Resource Space. 

 

The requirements are the first and core step to build the Eclipse project. The RSM manages 

all the requirements in the requirement dimension which contain its own coordinates. The 

coordinates of the requirement dimension describe the project structure and roles of the team 

members at the initial stage. The Eclipse project is a Top-Level Project which is further divided 

into subprojects and a Project Management Committee (PMC) is responsible for each of these 

subprojects. Each subproject has its own project team and project lead. The project team 

consists of a number of developers and committers as well. PMC’s role is to make sure that 

project is operating effectively and all project plans, documents and reports are available to all 

team members and publicly available too as transparency and open participation are needed 

by its open-source nature. PMC is the overall controlling body of the Eclipse project. 

The next coordinate is Draft Plan defined by Eclipse-PMC to specify the important release 

milestones, deliverables, java developments tools (JDT), plug-in development environments 

(PDE) and application programming interface (API) [33]. Software verification and validation 

are also a part of Draft Plan and use the IEEE 1012-2004 framework to meet customers’ needs 

and wants.  

In the Design dimension, the software interface is designed, including the windows, toolbars, 

toolbox, menu bar, header bar, form designer area, view code, project explorer, console, 

editor, shortcut bar and navigation panel, etc. Use cases and classes are considered and 

designed in this phase. There is a package of core classes called “Platform.Core.Runtime” 

used in this project. The IEEE Software Design Document (SDD) standard 1016-1998 has the 
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guidelines for design documentation and this project uses these standards with only slight 

modifications. 

The Implementation dimension has two coordinates which are based on the findings of the 

Eclipse project. It contains a large body of code and artifacts. This project follows the Coding 

Standards and Programming conventions for implementation. Naming conventions for this 

project are used in Java packages, workspace projects, plug-ins, methods and variables. In 

this project the following naming conventions are used: methods should be used as verbs and 

written in lowercase; the first letter of each internal word will be capitalized i.e. “getValue()”, 

“setBackground()”, and “get()”.  

Testing is an important dimension which normally starts after the implementation phase. There 

are two Unit Testing techniques used in this project; White Box testing and Black Box testing. 

White box testing is the technique where the internal structure of the system is tested including 

the coding, functions, methods and classes. Black box testing method is used to test at the 

application level where test cases are built to test whether the system functions correctly. Unit 

testing is applied to determine whether Eclipse project works in line with to anticipations. It is 

preferred that unit testing is done by the same developers of the Eclipse project because they 

are more familiar with the internal structure of the system. Interface Testing is done from the 

user point of view where each module is tested according to user requirements. Integration 

Test is the testing technique which is used during the assembling of the modules in this project.  

In the Eclipse project, testing is done from class level to the interface level before the project 

is finalized. Eclipse is a large project so not only exiting testing techniques are applied but 

automating test tools are also used, such as TPTP (Eclipse Test and Performance Tools 

Platform), which is adapted for testing, monitoring, and tracing. In addition, TPTP is also used 

to test Web applications which are normally built using Eclipse. Finally, the Eclipse Project 

needs to pass the Acceptance Test. This is the last test and at the same time an important 

test which checks whether the user’s requirements are fulfilled or not. 

Finally, the last dimension is mapping the Maintenance process of the project. Software 

system needs continuous maintenance to keep up-to-date and in working order. If we need to 

enhance or repair the software system, called Maintenance Request in IEEE terminology, we 

need the IEEE standard 1219-1998 which describes the process for managing and executing 

software maintenance activities that exist in this project. 

To conclude, the above demonstrates that RSM helps for the non-functional aspects of the 

project progress, i.e. the current status of the project, how long it would take to finish the entire 

project and up to what point it is completed. It is noteworthy that the Eclipse project requires 
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formal documentation and standards. This is why a plan-driven model, say the Waterfall model 

(See Figure 2.2 too in chapter 2), is preferred and utilized to manage this project in 

multidimensional resource space.  
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6 CHAPTER SIX: VISUALIZATION OF MULTI-DIMENSIONAL 

RESOURCE SPACE MODEL 

6.1 Introduction   

In this digital age, businesses are constantly generating data and use big data to support smart 

businesses [85][86]. It is very important for information systems to provide a solution for 

enterprises to manage big data in a uniform way from the high-level user interface to the 

underlying model for managing data. 

Traditional data models like the relational data model [85] and graph data model data space 

can be regarded as graph data models [88]. These two models are limited to supporting the 

high-level interface and the underlying data structure. 

The Resource Space Model (RSM) provides a systematic theory, model and method for 

managing various resources with multi-dimensional category space at both the interface level 

and the data management level [1-17].  

The faceted navigation provides a new way to browse website but it lacks the supporting 

theory and model [88].  RSM can be adopted as the underlying model for realizing faceted 

navigation. This section introduces the implementation of a multi-dimensional interface by 

adopting the Resource Space Model and demonstrates the advantages. 

 Figure 6-1 is a 3-dimensional resource space Spec-Apart-Gend (Specialty, Apartment, and 

Gender) specifying student information of a college. Three axes are Specialty = {math, 

computer, physics}, Apartment = {1#, 2#, 3#} and Gender = {male, female}. Each point 

indicates a class of students, for example, the point (math, 1#, male) represents all the male 

students belonging to the department of mathematics and living in apartment no.1 of this 

college. We could choose a point by clicking on the “male” coordinate from the gender 

dimension and the “math” coordinate from the specialty dimension and it would display the 

results form according to that prospects.  
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Figure 6-1 An example of 3-Dimensional Resource Space. 

 

Coordinates directly residing at axis are called top-level coordinates. For instance in Figure 6-

1 “male” and “female” are the coordinates of the gender demission. Each top-level coordinate 

can be refined top-down to a coordinate hierarchy representing classifications at different 

levels and different granularities. Each node in the hierarchy can be named by the path from 

the root. For example, the top-level coordinate computer at axis Specialty shown in Figure 6-

1 has a coordinate hierarchy Speciality (Math, Computer, Physics). The primitive of Resource 

Space Model is {resource space, resource, axis, coordinate}, where each element is based 

on two basic mathematical concepts: set and partition [4]. 

Visualization of multi-dimensional resource space is based on the formal theory of the 

Resource Space Model. The RSM property of multi-dimensions is inherited in this visualization 

and implemented while using the programming languages in Figure 6.2. The good colours 

scheme could enhance the presentation of a software interface [86], which not only makes it 

more attractive and user-friendly but also classifies user interests.  Classification of user 

interests enable users to quickly locate the interested points in the space. This also makes a 

consistency between interface and model. 

Faceted navigating or faceted search or faceted browsing is an approach to accessing the 

information that is classified or organized according to different categories and sub-categories 
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by filtering results. Facets are used for categorizing the information into different forms. 

Different items or objects have their modules according to their similarity and groups.  

The faceted navigation although it’s provide the users information in the form of categories 

and presented in organized form consider the basics search methods and operations. Its 

shows information in tags method which is in the most websites even given example interface 

of Figure 6.6 (a) and Figure 6.6 (b) are in the form of tags and hyperlinks in some cases 

dropdown lists shown which users have to go bit further deep to select their required 

information. In the other hand the proposed interface of visualization of multi-dimensional 

resource space is based on the graphical interface. Graphic design of interface direct to users 

in a way how to do and what to do to find the information [88]. Its interface is based on graphics 

so its size and position and combinations of colour should make clear and easy searchable 

choices for the users.  

6.2 Architecture 

The architecture of the visualization interface is shown in Figure 6-2 where end users can 

interact with software applications to perform the operations while entering their inputs using 

the interface according to his/her requirements. The application interface panel illustrates a 

number of applications to indicate that the implemented interface could be used for more than 

one application. For instance, Figure 6-2 shows the implementation for property letting 

application other applications could be public gallery or online e-commerce web sites. In the 

programming panel a number of programming languages such as HTML, JavaScript, CSS, 

JQuery and PHP are shown to implement visualization of multi-dimension interface. Both front 

end and server side programming languages are used for development. These programming 

languages interact with the data source to get data and then display according to the user’s 

requirements. The end-user can access the required information while connecting through a 

user-friendly interface. In Figure 6-2 programming languages are platform-independent. They 

are used to build the interfaces of software that are supported by most Internet explorers 

without installing other software or plug-ins. These applications are connected to the database 

to get the data which are processed and displayed using the multi-dimension interface. 

The proposed architecture will overcome the major issues of complexity to access the required 

information without any tussle. It is flexible and allows facilitating more and more business for 

providing services online. It helps in enhancing overall performance in the business. 

At this stage, as shown in architecture Figure 6-2 makes a clear difference to other 

implementation of software interfaces where this proposed interface also achieves the 

deficiencies of the formal methods and theories. 
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Figure 6-2 Architecture for visualization 

6.3 Technology  

A rich choice of options is available nowadays to design interface and for the software 

development process. In general, most of the programming languages can execute on many 

platforms including our presented visualization interface. These are the programming 

languages that are used to build this interface, Hypertext Markup Language (HTML), 

Cascading Style Sheet (CSS), JavaScript, JQuery and Data-Driven Documents (D3). HTML 

and CSS are two of the major and core technologies for building interfaces, and web context 

pages. HTML provides the structure of the web pages for a range of devices including the 

smart mobile, gadgets, iPads and laptops. CSS is used for Web pages to display information 

in the appropriate presentation format. CSS files can be used to define size, colour, font, 

spacing, location and border of the HTML. It could also be used to create a master page 

template to maintain a similar look through all the web pages.  

JQuery is based on JavaScript Library. JavaScript is abbreviated as JS. It is a high-level 

language which can interpret and handle the challenges of dynamic application behaviour at 
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the run time. JQuery is a fast, open-source programming language under the MIT 

(Massachusetts Institute of Technology) License. It is a powerful language used to handle 

events, create animations and also Ajax based application. D3 (Data-Driven Documents) is a 

JavaScript library used mainly for manipulating the context of Web-based data. D3 allows 

dynamic applications to become live using HTML, SVG (Scalable Vector Graphics), and CSS. 

D3 is important for Web standards which allow us to utilize the capabilities of modern browsers 

without working on another framework. It is a powerful visualization mechanism and data-

driven approach. All these languages are used for frontend interface design. In other words 

they are used to implement user-friendly interface visualization. From the server point of view, 

the language interacting with the data is in PHP (Hypertext Pre-processor language). PHP is 

a server scripting language and is a powerful tool for making dynamic and interactive web 

pages. All the data that is generated for end-users by using this interface is managed by PHP 

for producing the required results. 

6.4 Interface Implementation  

In Figure 6.1 different colours are used to differentiate the dimensions of the space. The 

software can be used to input the number of dimensions as shown in Figure 6.3. This software 

has the capability to work up to four dimensions as shown in the given example. The number 

of dimensions can be increased easily to fulfil additional specifications. Further increased 

number of dimensions can be differentiated using different colours scheme. Figure 6-3 shows 

the interface can generate the output like shown in Figure 6-5 suiting to the user inputs. Figure 

6-3 shows the title of each dimension along with their values. These results based on the 

inputs are shown in Figure 6-4 and Figure 6-5. The web sites are providing the option to search 

for a home, flat or an apartment in the United Kingdom. Using this interface we could use more 

and more features easily with just a few clicks. For example, if someone is searching for a 

house or a property in Leeds for a price range of 90000 pounds then the user can select 

according to his/her demands. In Figure 6-5, he/she is only using all dimensions of the 

interface which are Area, Type, Cover and Price. Google Maps is used to find destinations 

and only a few clicks are needed to set the destination with comparison, using a drop-down 

list needs more time to select the required option. 
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Figure 6-3 User Input Form. 

Figure 6-4 Circular view of inputs. 



M A Rafi, PhD Thesis, Aston University 2022   93 
 

 

Figure 6-5 Dimensions with attributes for letting agencies. 

The implementation shows that if interface is developed by using the multi-dimensions concept 

it provides the attractive visualization and it is also useful and easier to navigate. The graphical 

user interface is more helpful that provides easy options to the end-user for selection. They 

do not need to struggle and scroll down to find their options.  

Keeping in view of given examples, it is difficult for the users to make a selection of each value 

from the drop-down list to make his/her required option. In conclusion, RSM plays a significant 

important role in web design to display the dimensions and coordinates to get the required 

results. 

 

6.5 Test 

This software interface is designed for general-purpose use and its dynamic nature enhances 

its usability, efficiency and user friendly. In the subsequent, real-world examples of property 
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letting, Right Move and Aston University demonstrate as use cases study to compare the 

results. The system has been tested by the comparison of the following cases: 

Case 1: Property letting software interface is used to select multiple options in Figure 6-5. For 

example, users can select any area from given choices of Area dimensions of Aston, Luton, 

Bath and Leeds. The results will be processed according to the selection like identifying a 

point in the section that is selected by clicking on Leeds. In Figure 6-5 one point is selected 

which will produce the results of a property based in Leeds area and price is 90000, the type 

is 3-bedrooms and exists within 3 miles radius from the city centre. One point is selected in 

the space according to these four selections shown in Figure 6-5. The user search results are 

shown in Figure 6-4 in Google map while displaying in red tags. 

Case 2. In the Figure 6-6 interface shown 6.6 (b) from the web site of rightmove.co.uk a 

property letting site, the main application of this website is to find properties to rent and buy 

for the customers. In this interface, for example, a user is looking for a property in Birmingham 

area within three miles radius from the city centre. The possibilities for selection to the users 

are given in dropdown lists. In this case, users have to select according to his/her requirement 

and then finally click on find properties button to search for the results. 

Case 3. The interface shown in Figure 6.6 (c-d) from Aston University website display the 

courses for selection, which is another kind of interface for users. In this example, it displays 

the short professional courses to select where a user can select according to his/her 

requirements. In this given example the user wants to find all courses witch provide part-time 

degrees. Although, in this example, user can select multiple options from Figure 6.6 (c) while 

using proposed multi-dimensional interface these options can be enhanced and grouped into 

different dimensions to categorize. Using the normal forms for specification, although Figure 

6.6 (d) is displays a simple interface for search but there is nothing to select and the interface 

only allows for typing keywords and sentences i.e. book name, authors and paper name. 

The given interfaces in the use case the Right Move Letting Agency provides the dropdown 

list for multiple sections and the Aston University case provides the interface for selection. In 

comparison, the proposed model in this research provides the options for selection in a multi-

dimensional way. These options are displayed in a user-friendly graphic design. The proposed 

interface is flexible for adding subcategories. For example, the Aston University web site 

interface, to add full time course in two or three-year courses time limits and part-time for four 

or five-year courses duration, we just add two new coordinates “full time” and “part-time” as a 

new dimension. 
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Figure 6.6 (a) 

Figure 6.6 (b) 
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Figure 6.6 (c) 

Figure 6.6 (d) 

Figure 6-6 Comparison with other Interfaces. 
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7 CHAPTER SEVEN: CONCLUSIONS AND FUTURE WORK  

A challenge is to create a unified model for managing various resources in different spaces. 

The model should reflect the basic form and motion of various spaces.This research verifies 

the roles of semantic link network and the Resource Space Model in effectively representing 

and managing various types of resources, demonstrates the advantages of the models, 

uncovers some rules through applications, and generalize a methodology for analyzing and 

managing various resources with semantic links and dimensions.  

Human consciously and subconsciously wave various semantic link networks in lifetime, and 

act intelligently based on the semantic link networks in various spaces and through spaces. 

The Semantic Link Network model includes form and semantics. Previous studies show that 

Semantic Link Network in representing and understanding documents for multi-document 

summarization. We propose a novel summarization framework by first transforming 

documents into a Semantic Link Network and based on semantic discourse relations and 

ranking and extracting the informative clauses according to their relations and roles, and also 

purpose a model for recommending research collaboration. 

In the experiments, we compare our proposed approach of RSM, managing and classifying 

the resources by taking software engineering models as experimental data and proposing a 

new method. Two case studies are included to draw the results that implementing the RAM is 

a way to find the application solutions. In the previous studies defied there is no universal 

method to develop the solution by using the software methods. 

The main contribution of this work consists of the following aspects: 

1. A new text summarization method is proposed by segmenting a document into clauses 

based on semantic discourse relations and ranking and extracting the informative 

clauses according to their relations and roles.  The model benefits from using semantic 

link network, ranking techniques and language characteristics when building the 

semantic link network on the scientific papers. Compared with other summarization 

approaches, the proposed approach achieves a higher recall score. Three implications 

are obtained from this research. 

2. A model for recommending research collaboration is proposed by extracting a 

semantic link network of three types of semantic nodes and three types of semantic 

links from scientific publications. Experiments on three data sets of scientific 

publications show that the model achieves a good performance in predicting future 
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collaborators. Research further unveils different semantic links play different roles in 

representing texts. 

3. A multi-dimensional method for managing software engineering processes is 

developed. Software engineering processes are mapped into multiple dimensions for 

supporting analysis, development and maintenance of software systems. It can be 

used to uniformly classify and manage software methods and models through multiple 

dimensions so that software systems can be developed with appropriate methods.  

Further, interface for visualizing Resource Space Model is developed to demonstrate 

the advantages of the proposed method by keeping consistency among interface, the 

model structure and operations on the resource space. 

The work makes a significant contribution to semantic modelling and effective management 

of various resources through applications in multiple areas. 

This thesis focuses on verifying the roles of Semantic Link Network and the Resource Space 

Model in effectively managing various types of resources and demonstrating the advantages 

the models.  It takes an initial step toward the organization and management of large scientific 

resources based on resource space model. Future research will involve multiple areas such 

as natural language processing, software engineering processes and data science. The 

following are future works. 

1. Automatically discover hierarchical classification dimension from a set of texts without 

any human involvement, and use the co-occurrence words of texts in the same way 

to construct the dimensions without the need to manually set any parameters of the 

model. With the model, a text can belong to one or more categories according to its 

contents, and retrieval operations can be applied to hierarchical dimensions to help 

users retrieve texts on specific topics or texts on multiple topics.  We shall use scientific 

papers as experimental data. 

 

2. Use the RSM to uniformly manage more software methods, software programs and 

documents so that software development can carry out with the support from 

methods, software programs and documents. 
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