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ABSTRACT This study explored the use of artificial neural networks in the estimation of runners’ kinetics
from lower body kinematics. Three supervised feed-forward artificial neural networks with one hidden layer
each were modelled and assigned individually with the mapping of a single force component. Number of
training epochs, batch size and dropout rate were treated asmodelling hyper-parameters and their values were
optimised with a grid search. A public data set of twenty-eight professional athletes containing running trails
of different speeds (2.5 m/sec, 3.5 m/sec and 4.5 m/sec) was employed to train and validate the networks.
Movements of the lower limbs were captured with twelve motion capture cameras and an instrumented
dual-belt treadmill. The acceleration of the shanks was fed to the artificial neural networks and the estimated
forces were compared to the kinetic recordings of the instrumented treadmill. Root mean square error was
used to evaluate the performance of the models. Predictions were accompanied with low errors: 0.134 BW
for the vertical, 0.041 BW for the anteroposterior and 0.042 BW for the mediolateral component of the
force. Vertical and anteroposterior estimates were independent of running speed (p=0.233 and p=.058,
respectively), while mediolateral results were significantly more accurate for low running speeds (p=0.010).
The maximum force mean error between measured and estimated values was found during the vertical active
peak (0.114± 0.088 BW). Findings indicate that artificial neural networks in conjunctionwith accelerometry
may be used to compute three-dimensional ground reaction forces in running.

INDEX TERMS Accelerometry, artificial neural networks, human biomechanics, motion analysis, kinemat-
ics, sports performance.

I. INTRODUCTION
Three-dimensional ground reaction forces (GRFs) are funda-
mental to our understanding of human locomotion, and the
preventions of injuries from high impacts and over-usage [1].
However, their direct measurement in running is constrained
to the use of instrumented treadmills in laboratory grounds.
Such systems permit assessments under controlled conditions
with comparable findings to over-ground running [2]. Alter-
natives, such as force plates, are restricted by the collection
of a finite number of consecutive steps per running trial.
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Wearable solutions, such as triaxial force sensors, also enable
three-dimensional recordings with high precision [e.g. 3], but
with limited utility due to their size and altered interface
between the foot and the ground.

Indirect measurement of biomechanical loads with in-
sole pressure sensors [e.g. 4, 5, 6] has also been proposed
paving the way for the monitoring of GRFs in the open
field. Nonetheless, such commercial sensors show a number
of performance limitations [7]–[9], while they still require
advanced algorithms for the deduction of three-dimensional
GRFs from pressure data [e.g. 10, 11, 12].

With the development of low-cost, accurate and light-
weight inertial motion capture units (IMUs), it has become
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feasible to record kinematics in any environment for pro-
longed time periods. Numerous studies have examined the
validity of estimating GRFs from accelerometry in conjunc-
tion with biomechanical models [e.g. 13, 14, 15], artificial
neural networks (ANNs) [e.g. 16, 17, 18], or mass-spring-
damper systems [e.g. 19].

In view of the abovementionedmethodological approaches,
ANNsmay return the most accurate approximations [e.g. 18].
These computational models are based on the structure
and function of the human brain [20] and they have being
extensively studied for the past 30 years in a number of
contexts; yet, their application in biomechanics have attracted
researchers only in the last years [e.g. 21, 22, 23], with
only a few studies investigating ANNs for kinetic analyses
[e.g. 24, 25]. The effectiveness of such models, derives
from the interconnection of simple processing elements (i.e.
artificial neurons or units) capable of carrying out parallel
computations and transferring information between each
other [26]. Yet, the architecture of such models contributes
greatly to their deployment for engineering applications.

The models used in the present study were feed-
forward supervised ANNs with backpropagation. Feed-
forward implies that the input signal is fed to the network’s
neurons, which in their turn modify and forward the infor-
mation through the model, until eventually a prediction is
generated [20]. Neurons in an ANNs are organised into a
series of interconnected layers: an input, one or more hid-
den, and an output layer [20]. For the ANN to generate
an initial prediction, every connection between two neurons
is given a random weight factor, usually not bigger than
1. Additionally, every neuron that does not belong to the
input layer is assigned with a random bias term and an
activation function; these parameters determine the output of
each neuron. Activation functions are commonly employed
to transform a linear input signal, enabling the network to
model complex non-linear patterns [27]. In more detail, every
neuron in the input layer receives the signal and transfers it
to all units of the first hidden layer; subsequently, receiving
units of this layer sum the weighted information, add a bias
term, and apply the activation function [28]. Eventually, their
output in transmitted in a similar fashion to the next layer(s),
enabling the model to deliver a prediction about the data or
use this information to take a decision. In supervised learning,
to obtain the desired result, the known true output is also
presented to the system. Whenever the ANN generates a
prediction, the algorithm uses a loss function to compare it
with the actual recordings, and calls upon a backpropagation
algorithm [29] to improve the results by tuning the weight
factors and bias terms associated with each neuron. This
repetitive process of generating predictions and minimizing
the loss function is usually terminated when a pre-determined
set of training iterations or a predefined error is reached [29].
Apart from the weights and biases, the network’s perfor-
mance may be additionally optimised by adjusting values of
hyper-parameters: such variables include the type of activa-
tion function (e.g. sigmoid), number of epochs (i.e. one full

cycle of iterations of the training set), batch size (i.e. the
number of inputs towork through before updating themodel’s
parameters), and dropout rate (i.e. to periodically exclude a
random number of neurons to improve the performance of the
remaining units) [30]. Building a model able to generalise to
unpresented input samples requires the dataset in hand to be
split into training, validation and test sets. The objective of
the training set is to allow the model to train by adjusting its
parameters. Then, the validation set is called to provide an
unbiased evaluation of the training process. Finally, the test
set verifies the working accuracy and generalizability of the
ANN.

To the extent of the authors’ knowledge, the capacity of
an ANN to predict all three GRF components in running
conditions from kinematic input is not yet explored. Thereby,
the objective of this research was to extend the work of
previous authors who estimated vertical biomechanical loads
in running [16], [18], to a three-dimensional analysis. Anal-
yses were carried out on a public dataset of running trials as
captured by motion cameras and an instrumented treadmill.
Successful predictions of the employed ANNs may allow the
presented methodological approach to be extended to open
field applications with wearable IMUs.

II. METHODOLOGY
A. PARTICIPANTS AND DATA COLLECTION
The analyses in this study were carried out on a public
dataset of running biomechanics from twenty-eight regu-
lar professional runners with a training running volume
greater than 20 km per week (age: 34.8 ± 6.6 years; height:
176 ± 6.7 cm; mass: 69.6 ± 7.6 kg; gender: 27 males),
as recorded and presented by Fukuchi, et al. [31]. Recruits
did not report any neurological or musculoskeletal disorders
that may affect their performance.

A combination of reflective markers and clusters were
attached on the lower limbs and pelvis of each subject
[as described in detail in 31]. Three 30 sec running trials
per participant, at increasing speeds (2.5 m/sec, 3.5 m/sec
and 4.5 m/sec) were recorded. Kinematics and kinetics
were logged with twelve motion capture cameras (Raptor-4,
Motion Analysis, Santa Rosa, CA, USA) and an instrumented
dual-belt treadmill (FIT, Bertec, Columbus, OH, USA), oper-
ating at 150 Hz and 300 Hz, respectively.

B. DATA PROCESSING
For the demands of this study, only the kinematics of the two
shank clusters, each consisting of four markers placed on a
rigid shell, were considered. Gaps in the trajectories of the
markers were handled with rigid body fills in Vicon Nexus
(Oxford, UK). Marker trajectories and force data were then
filtered with a low-pass, second order, zero-phase shift But-
terworth filter with cut-off frequencies of 20 Hz and 50 Hz,
respectively [similarly to 32]. Next, the markers’ position of
each cluster were averaged separately, and double differenti-
ated with respect to time, resulting in the computation of the
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FIGURE 1. The three layers (Input, hidden and output) and their respective activation functions (Tanh and Linear) of the
ANN that was used to predict GRFs (f̂1, f̂2 . . . f̂n . . . f̂100) from acceleration inputs (α1, α2 . . . αn . . . α100).

shanks’ acceleration in three dimensions with respect to the
laboratory-coordinate system. A threshold of 20 N [similar
to 32] in the vertical component of the recorded GRFs was
employed for the identification of gait events (foot-strikes
and toe-offs). Accelerations and GRFs were both scaled to
100 samples from heel-strike to toe-off (100% of stance
phase); GRFs were additionally normalised to body weight
(BW). All data processing was done in MATLAB R2017b
(Mathworks, Inc., Natick, MA, USA).

C. ARTIFICIAL NEURAL NETWORK
Three supervised feed-forward ANNs were developed in
Python 3 (Python Software Foundation, Delaware, US) using
the Tensorflow source-platform. Each one of these three
networks was fed with a single component of the three-
dimensional acceleration signal and was dedicated to the
prediction of the corresponding vertical, anteroposterior and
mediolateral GRF components.

Each ANN consisted of three layers (Fig. 1). The input lay-
ers were composed of 100 neurons (nI1−100), and each input
feature (α1, α2 . . . αn . . . α100) was fed into one of these units.

The hidden layer consisted of 10 neurons (nH1−10), and utilised
dropout as a regularization method and TanH as an activation
function. Finally, the output layer had 100 linear neurons
(nO1−100) that generate GRF predictions scaled to 100 data
points (f̂1, f̂2 . . . f̂n . . . f̂100). Root mean square error (RMSE)
was used as loss function to compare predicted and measured
GRF force-time waveforms (f1, f2 . . . fn . . . f100). Mean error
of the estimation of the peak force was also computed.

To update the weights and biases of the neural networks,
the ANNs made use of a backpropagation algorithm and the
Adam (Adaptive Moment Estimation) optimizer [33] with an
initial learning rate of 10−3, and β1 and β2 (i.e. the expo-
nential decay rate for the first and second moments) equal to
0.9 and 0.999, respectively.

In view of the neural network modeling, the dataset
was randomly split into training (16 subjects; approxi-
mately 4,300 stances), validation (6 subjects; approximately
1,430 stances) and test sets (6 subjects; approximately
1,430 stances), accounting for roughly 60%, 20% and 20%
of the total sample size, respectively. To guarantee that this
partitioning does not affect the predictive capacity of the
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FIGURE 2. Predicted (dashed orange line) and measured (blue solid line) body-weight normalised GRFs (Vertical, Anteroposterior and Mediolateral) of
the running trials of 6 subjects (approximately 1,430 stances) at three different speeds (all trials, 2.5 m/sec , 3.5 m/sec and 4.5 m/sec), and the mean
of all running speeds.

ANNs, the dataset was randomly split and fed to the network
thrice in total, and all the generated predictions are presented
in this study (Supplementary Material). In order to ensure
that the predictive ability of the model is subject- and speed-
independent, all recorded stances of each training set were
shuffled before being introduced to the ANNs.

A grid search was employed on the training set (16 sub-
jects) to attain optimal values (from preset ranges) for the fol-
lowing hyper-parameters: number of training epochs (500 or
1000), batch size (64, 128 or 256) and dropout rate (0.2 or
0.5). For each combination of hyper-parameters’ values, a
leave-one-subject-out cross-validation (LOSO-CV) was car-
ried out [34]: with a 16 subject training dataset, models
were constructed on the stances of 15 subjects, and evaluated
on the one subject that was left out of the sample. Subse-
quently, the mean and standard deviation of the RMSE was
calculated from the 16 folds. Each feature was standardized
with the population mean and standard deviation before the
LOSO-CV process. The combination of hyper-parameters
that returned estimates with the lower mean RMSEs was
considered as the optimum. To demonstrate that the networks

were able to generalize their predictions with the selected
set of hyper-parameters’ values, the generated models were
evaluated using the validation set (6 subjects).

Consecutively, training and validation sets were merged
into a single new training set (22 subjects; approximately
5,730 stances), and the acceleration inputs were again stan-
dardised and shuffled. A LOSO-CV on this data set was then
performed to re-train the ANN model, and the validation
errors were calculated.

The RMSE was used as a performance function to evaluate
the predictions of the test set (6 subjects); in order to standard-
ise the acceleration input signal (α1, α2 . . . αn . . . α100) of the
test set stances, the mean values and standard deviations from
the newly created training set (22 subjects) were used. Lastly,
RMSEs were additionally grouped based on running speed,
and one-way ANOVAs and a Welch test were contacted
to examine the effect of running speed to the accuracy of
the predictions; Shapiro-Wilk and Levene’s tests were also
carried out to test if the assumptions of the ANOVAs were
met. Prediction errors (± S.D.) were finally computed at
different peak locations (graphically displayed on Fig. 2) for
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TABLE 1. Validation error (± S.D.) and the test set RMSE (± S.D.) between measured and predicted GRFs.

TABLE 2. Mean error (BW) of the force peaks between measured and estimated GRF components. Force peak locations are graphically displayed on Fig. 2.

the different components of the estimated GRFs. Statistical
significance was set at p < 0.05 for all calculations.

III. RESULTS
The optimal hyper-parameters’ values were different for each
one of the three ANNs that were built to model the GRF com-
ponents, as well as for the three distinct random dataset splits
that were carried out (data not shown). The validation errors
that were computed on the dataset of 22 subjects to quantify
the models’ performance, indicated that the networks’ struc-
tural parameters were fine-tuned: the RMSE for the vertical
component was on average equal to 0.146 (± 0.030) BW,
while the calculations for the remaining two components
returned even lower mean error values (TABLE 1, Validation
error: 0.048 ± 0.009 BW and 0.047 ± 0.009 BW).
The average RMSEs of the GRF estimates of the test

set (6 subjects) were comparable when compared to the
validation error, demonstrating the networks’ good gener-
alizability (Table 1, Test Set: 0.134 ± 0.027 BW for the
vertical, 0.041 ± 0.007 BW for the anteroposterior and
0.042 ± 0.006 BW for the mediolateral component). Group-
ing the predictions by running speed showed that mean
RMSE and speed were positively correlated (TABLE 1).
To determine if the differences in the predictions between
the three speed conditions are statistically significant, three
one-way ANOVAs were conducted (one for each force com-
ponent); there were no significant outliers in the data set,
whereas Shapiro-Wilk test of normality was used to affirm
that the dependent variable (RMSEs) was approximately
normally distributed for each speed condition. Levene’s test
confirmed homogeneity of variances for the vertical and
mediolateral components of the force. There was no statis-
tically significant difference among running speeds for the
predictions of the vertical force component (p = 0.233).

Yet, findings for the mediolateral aspect of the GRFs
were statistically significant between running speeds (p =
0.010); a Tukey HSD test showed that the difference exists
between the 2.5 m/sec and 3.5m/sec (p = 0.043), and
the 2.5 m/sec and 4.5 m/sec (p = 0.011) conditions
(TABLE 1, in bold). Additionally, a Welch test demon-
strated that there was no significant effect of running speed
to the estimation of the anteroposterior element of the
force (p = .058).
Predicted and measured GRFBW waveforms were aver-

aged and plotted for all the stances of the test set (Fig. 2:
all trials), and then again for each separate running condi-
tion (Fig. 2: 2.5 m/sec, 3.5 m/sec and 4.5 m/sec). As con-
firmed from RMSE (TABLE 1) and visual representation
(Fig. 2) alike, predictions (dashed orange line) on the ver-
tical and anteroposterior aspect of the reaction forces were
highly precise for all running speeds. The mean difference
of the force peaks between measured and predicted GRF
components are presented in TABLE 2; generally, the ANNs
were overestimating the peak of the vertical component
(0.114 ± 0.088 BW), while underestimating the propulsive
peak (Fig. 2, positive force) of the anteroposterior element
(0.028 ± 0.022 BW). In regards to the mediolateral force,
the estimates also bear a low mean RMSE error (TABLE 2:
0.042 ± 0.006 BW), while their graphical display shows
a general overestimation of the first medial peak (Fig. 2,
positive force; TABLE 2: 0.047 ± 0.034 BW).

IV. DISCUSSION
The present study aimed to compute the three-dimensional
GRFs in running with the use of accelerometry and ANNs.
An openly available motion capture running dataset of pro-
fessional athletes performing on either competitive or elite
level was used [31]. The kinematics of the calves were used
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as an input in our models, while the generated predictions
were compared to the recordings of an instrumented tread-
mill. Estimated waveforms (Fig. 2) and force peak errors
(TABLE 2) were accompanied with low errors for all GRF
components.

To date, several authors reported methods to approximate
biomechanical loads in running [reviewd in 8, 9]; for exam-
ple, Wouda et al. [16] used inertial sensors at the lower legs
and pelvis along with an ANN to estimate vertical GRFs with
an RMSE less than 0.27 of BW. Billing et al. [10] used insoles
with mounted hydrocell sensors and ANNs to predict all three
components of GRFs in running with excellent results: mean
absolute percentage errors (MAPEs) equal to 1.4%, 6.6% and
39.8% for the vertical, anteroposterior and mediolateral com-
ponents, respectively. On the other hand, Clark et al. [14] pre-
sented a two-mass springmodel that predicted vertical ground
reaction forces in steady-speed level running with very low
RMS errors (0.17 ± 0.07 BW) for different speed conditions
(3 to 6 m/sec). Komaris et al. [15] considered the kinematics
of the pelvis and thighs and estimated the vertical GRF in
slow speeds, spanning from 2.5 to 4.5m/sec, with an overall
RMSE equal to 0.14 ± 0.04 BW. Finally, Jie-Han et al. [18]
used a single IMU attached on the shoe to estimate the vertical
GRF at 2.2 m/sec, 2.5 m/sec and 2.8 m/sec with reported
mean RMSEs between 0.015 and 0.017 BW; however, such
low errors may be due to the adopted splitting procedure,
which led to incorporating stances from the same subject in
both the training and evaluation sets, and thus biasing the
performance of the model. Besides, it is well-reported in
the literature [e.g. 35, 36] that the LOSO is the most fitting
cross-validation method to assess the efficacy and general-
izability of a model to users not included in the dataset,
especially for datasets composed by a limited number of
subjects.

In the present study, the predictions of each force compo-
nent (TABLE 1) were generally accompanied with lower or
similar RMSEs than those presently reported in the literature.
Furthermore, comparable differences between measured and
estimated peak forces were in good agreement with values
reported by other authors: mean error for the peak verti-
cal force at 2.5 m/sec was equal to 0.096 ± 0.076 BW
(TABLE 2), compared to 0.10 ± 0.155 BW reported by Jie-
Han et al. [18]. Yet, it should be stressed that these metrics are
very dependent on the dataset being examined and no direct
comparison should bemade between dissimilar techniques on
different samples.

Even though the collective use of accelerometry and
machine learning in the prediction of vertical GRFs in run-
ning has been previously demonstrated [16], [18], ANNs
in the present study were successfully used to approximate
all three loading components at different running speeds.
Additionally, the dataset employed for this analysis is con-
siderably larger (28 subjects) and arguably more informative,
when compared to the number of recruits from recent similar
studies in the literature (e.g. eight subjects byNgoh et al. [18];
seven subjects by Wouda et al. [16]).

The excellent predictive capacity of the learning models
to measure all GRF components is demonstrated by both the
low mean RMSEs (TABLE 1, 0.134 BW, 0.041 BW and
0.042 BW) and the graphical representation of the predictions
(Fig. 2). Even though the approximation of the anteroposte-
rior and mediolateral aspects of the force returned rather low
average errors (TABLE 1, 0.041 BW and 0.042 BW) when
compared to the vertical one (0.134 BW), it should be noted
that this is also due to the lowmagnitude of those components
when compared to the body weight of the running subject.
Yet, both estimates of shear forces exhibit typical patterns
in running conditions: for example, the anteroposterior force
showed a characteristic biphasic behaviour with a double
peaked braking phase [37], [38] and a transition from braking
to propulsion occurring at approximately 50% of the total
support time (Fig. 2: anteroposterior force, zero crossing).
Even though the mediolateral force is characterised by a large
intrinsic variability which hinders its standardised graphical
display, the estimated waveforms (Fig. 2) exhibit typical
double medial and double lateral peaks [37], [38] and a peak-
to-peak amplitude of approximately 0.13 BW.

Finally, predictions made by the ANNs were gener-
ally independent of running speed, with the sole exception
of the estimation of the mediolateral force component at
2.5 m/sec (TABLE 1, 0.030 ± 0.003 BW) being signifi-
cantly more accurate than the corresponding estimations at
3.5 m/sec (0.043 ± 0.009 BW,p = 0.043) and 4.5 m/sec
(0.047 ± 0.010 BW,p = .011).

V. CONCLUSION
This is the first study that reports on the potential application
of ANN modeling along with lower body kinematics for
the estimation of all three GRF components in running. The
predictions generated by the ANNs were accompanied with
notably low errors, and were generally unrelated to running
speed. With the development and application of wearable
IMUs being on the rise, the developed model, in conjunc-
tion with body-worn sensors, may potentially lead to the
widespread measurement of biomechanical loads in open
field conditions and sport activities.

REFERENCES
[1] Q. Mei, Y. Gu, L. Xiang, J. S. Baker, and J. Fernandez, ‘‘Foot pronation

contributes to altered lower extremity loading after long distance running,’’
Frontiers Physiol., vol. 10, May 2019.

[2] P. O. Riley, J. Dicharry, J. Franz, U. D. Croce, R. P. Wilder, and
D. C. Kerrigan, ‘‘A kinematics and kinetic comparison of overground
and treadmill running,’’ Med. Sci. Sports Exercise, vol. 40, no. 6,
pp. 1093–1100, 2008.

[3] W. Tao, T. Liu, R. Zheng, and H. Feng, ‘‘Gait analysis using wearable
sensors,’’ Sensors, vol. 12, no. 12, pp. 2255–2283, 2012.

[4] J. J. Wertsch, J. G.Webster, andW. J. Tompkins, ‘‘A portable insole plantar
pressure measurement system,’’ J. Rehabil. Res. Develop., vol. 29, no. 1,
pp. 13–18, 1992.

[5] L. Shu, T. Hua, Y. Wang, Q. Li, D. D. Feng, and X. Tao, ‘‘In-shoe
plantar pressure measurement and analysis system based on fabric pres-
sure sensing array,’’ IEEE Trans. Inf. Technol. Biomed., vol. 14, no. 3,
pp. 767–775, May 2010.

[6] S. Crea, M. Donati, S. M. M. De Rossi, C. M. Oddo, and N. Vitiello,
‘‘A wireless flexible sensorized insole for gait analysis,’’ Sensors, vol. 14,
no. 1, pp. 1073–1093, 2014.

156784 VOLUME 7, 2019



D.-S. Komaris et al.: Predicting Three-Dimensional GRFs in Running by Using ANNs and Lower Body Kinematics

[7] A. H. A. Razak, A. Zayegh, R. K. Begg, and Y. Wahab, ‘‘Foot plan-
tar pressure measurement system: A review,’’ Sensors, vol. 12, no. 7,
pp. 9884–9912, 2012.

[8] E. Shahabpoor and A. Pavic, ‘‘Measurement of walking ground reactions
in real-life environments: A systematic review of techniques and technolo-
gies,’’ Sensors, vol. 17, p. 2085, Sep. 2017.

[9] A. Ancillao, S. Tedesco, J. Barton, and B. O’Flynn, ‘‘Indirect measurement
of ground reaction forces and moments by means of wearable inertial
sensors: A systematic review,’’ Sensors, vol. 18, p. 2564, Aug. 2018.

[10] D. C. Billing, C. R. Nagarajah, J. P. Hayes, and J. Baker, ‘‘Predicting
ground reaction forces in running using micro-sensors and neural net-
works,’’ Sports Eng., vol. 9, pp. 15–27, Mar. 2006.

[11] A. F. Cordero, H. J. F. M. Koopman, and F. C. T. van der Helm, ‘‘Use
of pressure insoles to calculate the complete ground reaction forces,’’
J. Biomech., vol. 37, no. 9, pp. 1427–1432, Oct. 2004.

[12] H. H. C. M. Savelberg and A. L. H. de Lange, ‘‘Assessment of the
horizontal, fore-aft component of the ground reaction force from insole
pressure patterns by using artificial neural networks,’’ Clin. Biomech.,
vol. 14, pp. 585–592, Oct. 1999.

[13] M. F. Bobbert, H. C. Schamhardt, and B. M. Nigg, ‘‘Calculation of vertical
ground reaction force estimates during running from positional data,’’
J. Biomech., vol. 24, pp. 1095–1105, 1991.

[14] K. P. Clark, L. J. Ryan, and P. G. Weyand, ‘‘A general relationship links
gait mechanics and running ground reaction forces,’’ J. Exp. Biol., vol. 220,
pp. 247–258, Jan. 2017.

[15] D. S. Komaris, E. Perez-Valero, L. Jordan, J. Barton, L. Hennessy,
B. O’Flynn, and S. Tedesco, ‘‘An investigation of the effects of segment
masses and cut-off frequencies on the estimation of vertical ground reac-
tion forces in running,’’ to be published.

[16] F. J. Wouda, M. Giuberti, G. Bellusci, E. Maartens, J. Reenalda,
P. H. Veltink, and B.-J. F. van Beijnum, ‘‘Estimation of vertical ground
reaction forces and sagittal knee kinematics during running using three
inertial sensors,’’ Frontiers Physiol., vol. 9, p. 218, Mar. 2018.

[17] A. Choi, J.-M. Lee, and J. H. Mun, ‘‘Ground reaction forces predicted
by using artificial neural network during asymmetric movements,’’ Int.
J. Precis. Eng. Manuf., vol. 14, pp. 475–483, 2013.

[18] N. K. Jie-Han, D. Gouwanda, A. A. Gopalai, and Y. Z. Chong, ‘‘Estimation
of vertical ground reaction force during running using neural network
model and uniaxial accelerometer,’’ J. Biomech., vol. 76, pp. 269–273,
Jul. 2018.

[19] N. J. Nedergaard, J. Verheul, B. Drust, T. Etchells, P. Lisboa,
J. Vanrenterghem, and M. A. Robinson, ‘‘The feasibility of predicting
ground reaction forces during running from a trunk accelerometry driven
mass-spring-damper model,’’ PeerJ, vol. 6, p. e6105, Dec. 2018.

[20] A. K. Jain, J. Mao, and K. M. Mohiuddin, ‘‘Artificial neural networks:
A tutorial,’’ Computer, vol. 29, no. 3, pp. 31–44, Mar. 1996.

[21] K. De Jesus, H. V. H. Ayala, K. de Jesus, L. D. S. Coelho, A. I. A.Medeiros,
M. A. P. Vaz, R. J. Fernandes, J. P. Vilas-Boas, and J. A. Abraldes,
‘‘Modelling and predicting backstroke start performance using non-linear
and linear models,’’ J. Hum. Kinetics, vol. 61, pp. 29–38, Mar. 2018.

[22] R. D. Chande, R. H. Hargraves, N. Ortiz-Robinson, and J. S. Wayne, ‘‘Pre-
dictive behavior of a computational foot/ankle model through artificial
neural networks,’’ Comput. Math. Methods Med., vol. 2017, Jan. 2017,
Art. no. 3602928.

[23] R. Bartlett, ‘‘Artificial intelligence in sports biomechanics: New dawn or
false hope?’’ J. Sports Sci. Med., vol. 5, pp. 474–479, Dec. 2006.

[24] V. Hernandez, N. Rezzoug, P. Gorce, and G. Venture, ‘‘Force feasible
set prediction with artificial neural network and musculoskeletal model,’’
Comput. Methods Biomech. Biomed. Eng., vol. 21, no. 14, pp. 740–749,
Oct. 2018.

[25] R. Jain, M. L. Meena, M. K. Sain, and G. S. Dangayach, ‘‘Pulling force
prediction using neural networks,’’ Int. J. Occupational Saf. Ergonom.,
vol. 25, no. 2, pp. 194–199, Mar. 2019.

[26] X. Yao, ‘‘Evolving artificial neural networks,’’ Proc. IEEE, vol. 87, no. 9,
pp. 1423–1447, Sep. 1999.

[27] B. Karlik and A. Vehbi, ‘‘Performance analysis of various activation func-
tions in generalized MLP architectures of neural networks,’’ Int. J. Artif.
Intell. Expert Syst., vol. 1, no. 4, pp. 111–122, 2015.

[28] S. Agatonovic-Kustrin and R. Beresford, ‘‘Basic concepts of artificial
neural network (ANN) modeling and its application in pharmaceutical
research,’’ J. Pharmaceutical Biomed. Anal., vol. 22, no. 5, pp. 717–727,
Jun. 2000.

[29] I. A. Basheer and M. Hajmeer, ‘‘Artificial neural networks: Fundamentals,
computing, design, and application,’’ J. Microbiol. Methods, vol. 43, no. 1,
pp. 3–31, Dec. 2000.

[30] N. Srivastava, G. Hinton, A. Krizhevsky, I. Sutskever, and
R. Salakhutdinov, ‘‘Dropout: A simple way to prevent neural networks
from overfitting,’’ J. Mach. Learn. Res., vol. 15, no. 1, pp. 1929–1958,
2014.

[31] R. K. Fukuchi, C. A. Fukuchi, and M. Duarte, ‘‘A public dataset of
running biomechanics and the effects of running speed on lower extremity
kinematics and kinetics,’’ PeerJ, vol. 5, p. e3298, May 2017.

[32] J. Verheul, W. Gregson, P. Lisboa, J. Vanrenterghem, and M. A. Robinson,
‘‘Whole-body biomechanical load in running-based sports: The validity of
estimating ground reaction forces from segmental accelerations,’’ J. Sci.
Med. Sport, vol. 22, pp. 716–722, Jun. 2018.

[33] D. P. Kingma and J. Ba, ‘‘Adam: A method for stochastic opti-
mization,’’ 2014, arXiv:1412.6980. [Online]. Available: https://arxiv.
org/abs/1412.6980

[34] B. Efron and G. Gong, ‘‘A leisurely look at the bootstrap, the jackknife,
and cross-validation,’’ Amer. Statist., vol. 37, no. 1, pp. 36–48, Feb. 1983.

[35] M. O’Reilly, T. Ward, W. Johnston, C. Doherty, and B. Caulfield, ‘‘Wear-
able inertial sensor systems for lower limb exercise detection and eval-
uation: A systematic review,’’ Sports Med., vol. 48, pp. 1221–1246,
May 2018.

[36] O. M. Giggins, K. T. Sweeney, and B. Caulfield, ‘‘Rehabilitation exercise
assessment using inertial sensors: A cross-sectional analytical study,’’
J. NeuroEng. Rehabil., vol. 11, Nov. 2014, Art. no. 158.

[37] P. R. Cavanagh and M. A. Lafortune, ‘‘Ground reaction forces in distance
running,’’ J. Biomech., vol. 13, no. 5, pp. 397–406, 1980.

[38] C. F. Munro, D. I. Miller, and A. J. Fuglevand, ‘‘Ground reaction forces in
running: A reexamination,’’ J. Biomech., vol. 20, no. 2, pp. 147–155, 1987.

DIMITRIOS-SOKRATIS KOMARIS was born in
Thessaloniki, Greece, in 1987. He received the
M.Eng. degree in mechanical engineering from
the Aristotle University of Thessaloniki, Greece,
in 2013, and the M.S. and Ph.D. degrees in
biomedical engineering from the University of
Strathclyde, Glasgow, Scotland, in 2014 and 2018,
respectively.

Since 2018, he has been a Postdoctoral
Researcher with University College Cork, Tyndall

Institute of Technology, Cork, Ireland. His research interests include the
development of wireless sensors for the measurement of human biomechan-
ics in sports and clinical settings.

EDUARDO PÉREZ-VALERO was born in
Granada, Spain, in 1993. He received the B.S. and
M.S. degrees in telecommunications engineering
from the University of Granada, in 2017.

In 2017, he was a Research Assistant with the
Brain Computer Interface Laboratory, University
of Granada, Spain. He is currently a Research
Assistant with the Wireless Sensors Networks
Group, Tyndall National Institute, University Col-
lege Cork, Ireland. His research interests include

signal processing and machine learning algorithms for clinic and sports and
development of graphical user interfaces for bio-signal visualization, and
neuro-engineering EEG-based applications.

VOLUME 7, 2019 156785



D.-S. Komaris et al.: Predicting Three-Dimensional GRFs in Running by Using ANNs and Lower Body Kinematics

LUKE JORDAN was born in Kilkenny, Ireland,
in 1986. He received the B.S. and M.S. degrees in
sports strength and conditioning from the Limerick
Institute of Technology, in 2015 and 2016, respec-
tively.

His M.S. thesis was unique as he set out to
quantify the physical workload and compare work-
loads, amongst dual inter county minor GAA play-
ers. He has working experience in many sports,
such as soccer, GAA, and basketball from under-

age right up to adult level. Recently, he has specialized in the area of sports
technology, which is currently a big part of his role at Setanta College,
Thurles, Ireland.

JOHN BARTON was born in Chicago, Illinois,
USA, in 1971. He received the B.Eng. degree and
the M.Eng.Sc. degree in electronics from Uni-
versity College Cork, Ireland, in 1992 and 2006,
respectively.

He joined the Interconnection and Packaging
Group of the NMRC (currently Tyndall National
Institute, Cork, Ireland), as a Research Engineer,
in 1993. He is currently a Team Leader with
the Industry Projects Team, Wireless Sensor Net-

works (WSN) Group. He has published four book chapters and more than
125 articles in journals and peer reviewed conference proceedings. His
research activities include working with industry partners to help them move
up the value chain by collaborating with the WSN Group and Tyndall.

LIAM HENNESSY received the bachelor’s degree
in physical education and English from Thomond
College, in 1981, the M.S. degree from Loughbor-
ough University, and the M.S. degree in clinical
physiology.

In 2000, he was the Director of Fitness with
the Irish Rugby Football Union (IRFU), Dublin,
Ireland. At the IRFU, he was the Head of Staff
with 24 full time coaches. His role was to develop
a world class system of player support within the

areas of strength and conditioning, injury rehabilitation, sport nutrition,
and medical care. He is currently the Academic Director of the Setanta
College, Thurles, Ireland. He is also a Qualified Physical Education Teacher,
an Exercise Physiologist, and a Strength and Conditioning Coach. He has
spent more than 20 years of full-time working in sport. He was also an
International Athlete, competing over 50 times at the Pole Vault for Ireland.
After competing, he became a National Jumps Coach. He also had the
distinction of being Irish Team Manager at the first World Junior Athletic
Championships, Athens, in 1985.

BRENDAN O’FLYNN (SM’19) received the
B.Eng. (Hons.), M.Eng.Sc., and Ph.D. degrees
fromUniversity College Cork, Ireland, in 1993 and
1995, respectively.

He is currently a Senior Staff Researcher with
the Tyndall National Institute, Cork, Ireland. He is
the Head of the Wireless Sensor Networks (WSN)
Group. His research interests include areas of
wearable sensing systems, edge-based analytics,
sensor system integration, low power embedded

systems design and development, system miniaturization, and RF system
design and optimization. He has published in these areas and has secured
significant funding for the development and deployment of WSN technolo-
gies and applied research projects.

SALVATORE TEDESCO (M’16) received the
B.Sc. degree (Hons.) in information technology
engineering and the M.Sc. degree (Hons.) in
telecommunications engineering from the Univer-
sity of Salento, Lecce, Italy, in 2008 and 2011,
respectively.

Since April 2012, he has been with the Wire-
less Sensor Networks Group, Tyndall National
Institute, University College Cork (UCC), Cork,
Ireland, where he is currently a Senior Researcher—

Team Leader. He has authored more than 30 articles in international journals
and conference proceedings. His research interests are focused on wearable
technologies for healthcare and well-being, human movement analysis in
sports and clinical populations, motion sensors, signal processing, data
analytics, and machine learning. Further contributions deal with RFID
technology and antenna design and ultrawideband localization systems for
indoor applications.

156786 VOLUME 7, 2019


	INTRODUCTION
	METHODOLOGY
	PARTICIPANTS AND DATA COLLECTION
	DATA PROCESSING
	ARTIFICIAL NEURAL NETWORK

	RESULTS
	DISCUSSION
	CONCLUSION
	REFERENCES
	Biographies
	DIMITRIOS-SOKRATIS KOMARIS
	EDUARDO PÉREZ-VALERO
	LUKE JORDAN
	JOHN BARTON
	LIAM HENNESSY
	BRENDAN O'FLYNN
	SALVATORE TEDESCO


