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Optimizing embedded systems, where the optimization of one depends on the state of another, is
a formidable computational and algorithmic challenge, that is ubiquitous in real world systems. We
study flow networks, where bilevel optimization is relevant to traffic planning, network control and
design, and where flows are governed by an optimization requirement subject to the network pa-
rameters. We employ message-passing algorithms in flow networks with sparsely coupled structures
to adapt network parameters that govern the network flows, in order to optimize a global objective.
We demonstrate the effectiveness and efficiency of the approach on randomly generated graphs.

Many problems in science and engineering involve hi-
erarchical optimization, whereby some of the variables
cannot be freely varied but are governed by another opti-
mization problem [1]. As a motivating example, consider
the task of designing a network (e.g., a road or com-
munication network) that maximizes the throughput of
commodities or information flow. While the designer con-
trols the network parameters (upper-level optimization),
traffic flows are determined by the network users who
maximize their own benefit (lower-level optimization) [2].
Therefore, the designer needs to adapt the network intri-
cately, taking into account the reaction of network users.
Similarly, many physical systems admit a certain extrem-
ization principle for given controllable system parame-
ters, e.g., minimal free energy in thermal equilibrium [3],
electric flows in resistor networks that minimize dissi-
pation [4, 5] and, entropy maximization and parameter
optimization that are used across disciplines in inference
and learning tasks [6, 7]. Adapting system parameters to
extremize a given objective requires bilevel optimization,
which considers both system parameters and the inherent
optimization of the physical variables.

Bilevel optimization is intrinsically difficult to solve [8].
In fact, even the simple instance where both levels are
linear programming tasks is NP-hard [9, 10]. Generic
methods for bilevel optimization include (i) bilevel pro-
gramming approach, by expressing the lower-level opti-
mization problem as nonlinear constraints and solving
the bilevel problem as global optimization [11, 12]; (ii)
gradient-descent method by computing the descent di-
rection of the upper-level objectives while keeping the
valid lower-level state variables [13, 14]. The former in-
troduces complicated nonlinear constraints, making the
reduced single-level problem difficult in general, while the
latter can be challenging in computing the descent direc-
tion [8]. Moreover, such generic methods do not utilize
existing system structure to simplify the task.

In this Letter, we develop message-passing (MP) algo-
rithms to tackle bilevel optimization in sparse flow net-
works. The advances presented in this work are three-
fold: (i) the derived MP algorithms are intrinsically dis-

tributed, scalable, and generally efficient; (ii) they are
applicable to bilevel optimization problems with combi-
natorial constraints, which are difficult for generic bilevel
programming approaches; (iii) these algorithms can suc-
cessfully deal with nonsmooth flow problems, having po-
tential applications for transport based approaches in
machine learning [15–17].

Routing Game. We focus on a network planning prob-
lem in the routing game setting, widely used in modeling
route choices of drivers [18]. Users on the road network
make their route choices in a selfish and rational manner,
where the corresponding Nash equilibrium is generally
not the most beneficial for the global utility, measured
by the total travel time of all users [2, 19]. The oper-
ator’s task is to set the appropriate tolls or rewards on
network edges to reduce the total travel time while tak-
ing into account the reactions of users to the tolls [20–
22]. Recently, the idea of reducing traffic congestion by
economic incentives to influence drivers’ behaviors has
regained interest [23–25], partly due to the deployment
of smart devices and data availability [26–28]. Here, we
focus on the algorithmic aspect of toll optimization.

The road network is represented by a directed graph
G(V,E), where V is the set of nodes (junctions) and E

the set of directed edges (unidirectional roadways), hav-
ing one connected component. Users routing from an ori-
gin node i0 to a destination node D would select a path
P = ((i0, i1), (i1, i2), ..., (in−2, in−1), (in−1,D)) by min-
imizing their total travel time

∑

e∈P ℓe(xe), or alterna-
tive cost, where the edge flow xe represents the number of
users choosing edge e and ℓe(xe) is the corresponding la-
tency function. It is assumed that ℓe is monotonically in-
creasing with the edge flow xe. The social cost is defined
as the total travel time of all users H =

∑

e∈E xeℓe(xe),
which is the overall objective of the bilevel optimization
problem.

We consider the limit of a large number of users, where
each user controls an infinitesimal fraction of the overall
traffic, such that the edge flow xe is a continuous vari-
able. This is termed the nonatomic game setting [19].
As the equilibrium reached by the selfish decisions of
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Figure 1. (a) Top: a directed road network section with a
junction node i. Bottom: the corresponding factor graph
representation; node i is a factor node and is marked by a
square. (b) Bilevel MP for toll planning. Blue arrows indi-
cate the directions of messages. The equilibrium flow x∗

e is
determined in the lower level, while the toll τe is set in the
upper level.

users does not generally achieve the lowest social cost,
we seek to place tolls {τe} on edges to influence users’
route choices. Gauging the monetary penalty at the same
scale as latency, users will choose a path P that min-
imizes the combined total journey cost in latency and
tolls

∑

e∈P

[

ℓe(xe) + τe
]

. If tolls can be placed freely on
all edges, marginal cost pricing is known to induce so-
cially optimal flow for nonatomic games [21]. However,
it is usually infeasible to set an unbounded toll on every
road, which renders marginal cost pricing less applicable.
We therefore consider restricted tolls 0 ≤ τe ≤ τmax

e ; an
edge e is not chargeable when τmax

e = 0. For simplicity,
we do not consider the income from tolls to contribute
to the social cost [29]. In total, Λi users are traveling
from node i to a universal destination D, where the case
with multiple destinations is discussed in the supplemen-
tal material (SM) [30]. The resulting edge flows satisfy
the non-negativity xe ≥ 0 and the flow conservation con-
straints

Ri = Λi +
∑

e∈∂in

i

xe −
∑

e∈∂out

i

xe = 0, (1)

where ∂in
i and ∂out

i are the sets of incoming and outgoing
edges adjacent to node i. It has been established that the
edge flows in user equilibrium (i.e., the Wardrop’s equi-
librium [2]) can be obtained by minimizing a potential
function Φ =

∑

e∈E φe(xe) :=
∑

e∈E

´ xe

0
[ℓe(y) + τe]dy

subject to the constraints of Eq. (1) [31, 32]. We em-
phasize that the potential function Φ(x) only plays an
auxiliary role in defining the equilibrium flows; the val-
ues of Φ do not correspond to the routing costs of users.

The lower-level optimization is a nonlinear min-cost
flow problem, where edge flows are coupled through the
conservation constraints in Eq. (1), represented as factor
nodes in Fig. 1(a). We employ the MP approach de-
veloped in Ref. [33] to tackle the nonlinear optimization
problem. It turns the global optimization of the poten-
tial into a local computation of the following message

functions

Φi→e(xe) = min
{xe′≥0}|Ri=0

∑

e′∈∂i\e

[

Φe′→i(xe′ ) + φe′ (xe′)

]

,

(2)
where ∂i = ∂in

i ∪ ∂out
i and Φi→e(xe) relates to the opti-

mal potential function contributed by the flows adjacent
to node i where the flow on edge e is set to xe, taking into
account flow conservation at node i. In Eq. (2), denoting
e′ = (k, i), we can write Φe′→i(xe′ ) = Φk→e′ (xe′ ); there-
fore only factor-to-variable messages are needed. The
message Φk→e′(xe′ ) can be obtained recursively by an
expression similar to Eq. (2), but using the incoming
messages from its upstream edges {l → k|(l, k) ∈ ∂k\i}.
Upon computing the messages iteratively until conver-
gence, we can determine the equilibrium flow x∗

e on edge
e = (i, j) by minimizing the edgewise full energy dictated
by the nonlinear cost φe(xe) and messages from both ends
of edge e, defined as Φfull

e (xe) = Φi→e(xe) + Φj→e(xe) +
φe(xe).

This algorithm can be demanding when different values
of xe are needed to determine the profile of the message
Φi→e(xe). To reduce the computational cost, we consider
the approximation of the message in the vicinity of some
working point x̃i→e as

Φi→e(x̃i→e + εe) ≈ Φi→e(x̃i→e) + βi→eεe +
1

2
αi→e

(

εe
)2
,

(3)
where βi→e and αi→e are the first and second derivatives
of Φi→e evaluated at x̃i→e, assuming the derivatives exist.
For a particular x̃i→e, the computation of the message
function Φi→e(xe) in Eq. (2) reduces to the optimiza-
tion of βi→e and αi→e by using {x̃k→e′ , βk→e′ , αk→e′ |e′ =
(k, i) ∈ ∂i\e}. The working point x̃i→e is updated by
pushing it towards the minimizer x∗

e of the full energy
Φfull

e (xe) gradually [30]. The iterative updates of the co-
efficients {βi→e, αi→e} and the working points {x̃i→e}
constitute a perturbative version of the original MP al-
gorithm, which only requires to keep track of a few co-
efficients rather than the full profile of Φi→e, making
it tractable [33]. It has been shown to work remark-
ably well in many network flow problems [34], while
the algorithm may not converge in problems with non-
smooth characteristics [33]. We discover that the non-
negativity constraints on flows can result in a nonsmooth
message function Φi→e(xe), which makes the approxima-
tion of Eq. (3) inadequate. One solution is to approxi-
mate Φi→e(xe) by a continuous and piecewise quadratic
function with at most two branches, where each branch
m is a quadratic function governed by three coefficients

{x̃i→e, β
(m)
i→e, α

(m)
i→e}, as illustrated in Fig. 2(a). Taking

into account the nonsmooth structures, MP algorithms
converge well even in loopy networks and provide the cor-
rect solutions [30]. We demonstrate the case of random
regular graphs (RRG) with degree 3 in Fig. 2(b).
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Figure 2. (a) A nonsmooth message function Φi→e(xe) with
one breakpoint. (b) Convergence of the single-level MP al-
gorithm for computing equilibrium flows in routing games
in random regular graphs with degree 3 of different sizes
N = |V |. An affine latency model ℓe(xe) = te(1 + sxe/ce)
is considered, where te and ce are the free traveling time and
edge capacity, respectively, while s is a sensitivity measure
of latency to congestion [19]. Random sequential schedule of
MP updates has been used.

For bilevel optimization, we notice that the cost func-
tion of the upper layer H(x) has a similar structure as
Φ(x). Therefore, one can apply a similar MP proce-
dure as Hi→e(xe) = min{xe′}|Ri=0

∑

e′∈∂i\e[He′→i(xe′ )+

xe′ℓe(xe′ )]. The message Hi→e(xe) can also be approx-
imated by a piecewise quadratic function with at most
one break point, where each branch m has the form

H
(m)
i→e(x̃i→e + εe) ≈ H

(m)
i→e(x̃i→e) + γ

(m)
i→eεe +

1
2δ

(m)
i→e

(

εe
)2

.
As the equilibrium state is determined in the lower level,
the working points {x̃i→e} in the lower-level MP are also
used for the upper level. The landscape of the edge-
wise full cost H full

e (xe) = Hi→e(xe)+Hj→e(xe)+xeℓ(xe)
provides the information for setting the toll. Specifi-
cally, the toll is updated by minτe H

full
e (x∗

e(τe)), where
the toll-dependent equilibrium flow x∗

e is provided by the
lower-level messages. In practice, an approximate H full

e

is sufficiently informative for updating tolls. The basic
structure of such bilevel MP is illustrated in Fig. 1(b),
while details are provided in the SM [30].

We demonstrate the effectiveness of the proposed
bilevel MP algorithm for tasks on RRG in Fig. 3(a),
where the set-up is the same as in Fig. 2(b). Experi-
ments on other networks and the cases of multiple des-
tinations are discussed in the SM [30]. Although bilevel
message-passing does not generally converge to a set of
unique optimal tolls due to the non-convex nature of the
problem, we found that the social costs are reduced when
tolls are updated during MP. The scaling relation in the
inset of Fig. 3(a) empirically indicates that the number
of updates is O(|E|2) for achieving a given cost reduc-
tion. Moreover, the MP algorithm can be implemented
in a fully distributed manner, unlike the generic global
optimization approach [30]. Note that we have utilized
the special set-up of routing games here, where the social
optimum HS = minxH(x) can be obtained a priori for
this benchmark. Such information may be unavailable in
other bilevel-optimization problems. The toll optimiza-
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Figure 3. Bilevel MP algorithm for routing games on RRG.
(a) Effect of tolls on the fractional social cost reduction
(H(x∗(τ )) − HS)/(HN − HS), where HS and HN represent
the social costs at the social optimum and the Nash equilib-
rium without tolls. Tolls τ are recorded during bilevel MP
updates, based on the resulting equilibrium flows x

∗(τ ) and
social cost H(x∗(τ )). Each data point is the average of 10
different problem realizations. Each sweep consists of 40|E|
local MP steps and 100 edgewise toll updates in a random
sequential schedule. A fixed number of sweeps without toll
updates are performed to warm up the system. Inset: panel
(a) with x-axis as MP steps rescaled by |E|2. (b) Fractional
cost reduction as a function of the fraction of tollable edges
on an RRG with N = 200. A random selection of edges to
be charged is compared with selections based on edgewise full
cost reduction H full

e (x∗
e).

tion problem can also be tackled by the bilevel program-
ming approach [11, 12]; however, it requires a treatment
with mixed integer programming, which is centralized
and generally not scalable, unlike the MP approach [30].

Combinatorial Problems. In practice, it may be infea-
sible to charge for every edge, but desirable to choose
a subset of tollable edges for toll-setting [35], which is a
difficult combinatorial optimization problem. As the cost
landscape is manifested locally by the message functions,
we heuristically select the tollable edges according to the
largest possible reduction in edgewise full cost H full

e (x∗
e)

due to tolling, which effectively selects the chargeable
links as seen in Fig. 3(b). Such combinatorial prob-
lems are generally very difficult for traditional bilevel-
optimization methods, while MP algorithms can provide
approximate solutions in some scenarios.

Another important class of combinatorial problems is
the atomic games which consider integer flow variables
{xe} [36]. In principle, atomic games can be solved via
the same MP procedure as in Eq. (2), where the message
Φi→e(xe) is defined on a one dimensional grid. Using
the techniques in Refs. [37–41], the MP approach pro-
vides a scalable algorithm to approximately tackle the
difficult combinatorial optimization of atomic games in
a single level; it can also solve instances of the bilevel
toll-optimization problems. However, its performance is
sub-optimal in large networks and for cases with heavy
loads [30]. Nevertheless, we found some interesting pat-
terns of the optimal tolls in a realistic test case network
using this method [30].

Flow Control. We consider the problem of tuning
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network flows to achieve certain functionality. In this
example, resources need to be transported from source
nodes to destination along edges in an undirected net-
work G(V,E), where the equilibrium flows {x∗

ij} mini-

mize the transportation cost C =
∑

(i,j)∈E
1
2rijx

2
ij , sub-

ject to flow conservation constraints similar to Eq. (1).
The major difference of this model from routing games
is that the network is undirected, where edge (i, j) can
accommodate either the flow from node j to i or i to j.
The objective is to control the parameters {rij} to reduce
or increase the flows on some edges. The task of reduc-
ing edge flows has applications in power grid congestion
mitigation in the direct-current (DC) approximation [42],
where rij is related to the reactance of edge (i, j), con-
trollable through devices in a flexible alternating current
transmission system (FACTS) [43]. On the other hand,
the task of increasing certain edge flows has been used
to model the tunability of network functions, which is
applicable in mechanical and biological networks [44] as
well as learning machines in metamaterials [45].

As an example, we consider the task of flow control
such that the relative increments of flows on the targeted

edges T exceed a limit θ [44], i.e., ρij =
|xij|−|x0

ij |

|x0

ij
|
− θ ≥

0, ∀(i, j) ∈ T (with x0
ij being the flow prior to tuning). It

can be achieved by minimizing the hinge loss (upper-level
objective) O =

∑

(i,j)∈T −ρijΘ(−ρij) =:
∑

(i,j)∈T Oij ,

where Θ(·) is the Heaviside step function. The task of
congestion mitigation in power grids can be studied sim-
ilarly. We adopt the usual MP algorithm to compute the
equilibrium flows as

Ci→j(xij) = min
{xki}|Ri=0

[

1

2
rijx

2
ij +

∑

k∈Ni\j

Ck→i(xki)

]

,

(4)
where Ni is the set of neighboring nodes adjacent to
node i. The definition of the message Ci→j(xij) differs
from the one of Eq. (2) in that it includes the inter-
action term on edge (i, j), which yields a more concise
update rule here. Similar to Eq. (3), we approximate
the message function by a quadratic form Ci→j(xij) =
1
2αi→j(xij − x̂i→j)

2 + const, such that the optimization
in Eq. (4) reduces to the computation of the real-valued
messages mi→j ∈ {αi→j , x̂i→j} by passing the upstream
messages {mk→i}k∈Ni\j , as illustrated on the left panel
of Fig. 4(a) [30]. Upon convergence, the equilibrium flow
x∗
ij can be obtained by minimizing the edgewise full cost

Cfull
ij (xij) = Ci→j(xij) + Cj→i(xij)−

1
2rijx

2
ij .

The variation of the control parameters {rij} will im-
pact on the messages {mi→j}, which in turn affects the
equilibrium flows x∗ and therefore the upper-level objec-
tive O(x∗). Specifically, one considers the effect of the
change of rij on the targeted edge flows {x∗

pq}(p,q)∈T ,

derived by computing the gradient ∂O
∂mi→j

. The tar-

geted edges provide the boundary conditions as
∂Opq

∂mp→q
=

∂Opq

∂x∗

pq

∂x∗

pq

∂mp→q
, ∀(p, q) ∈ T . As the messages from node i to

j are functions of the upstream messages, i.e., mi→j =
mi→j({mk→i}k∈Ni\j), the gradients on edge i → j are
passed backward to its upstream edges {k → i}k∈Ni\j

through the chain rule, as illustrated in the right panel
of Fig. 4(a). The full gradient on a non-targeted edge
k → i can be obtained by summing the gradients on its
downstream edges, computed as

∂O

∂mk→i

=
∑

l∈Ni\k

∑

mi→l∈{αi→l,x̂i→l}

∂O

∂mi→l

∂mi→l

∂mk→i

. (5)

The gradient messages { ∂O
∂mk→i

} are passed in a random
and asynchronous manner, resulting in a decentralized
algorithm.

The gradient with respect to the control parameter on
the non-targeted edge (k, i) can be obtained straightfor-
wardly as

∂O

∂rki
=

∑

m∈{α,x̂}

(

∂O

∂mk→i

∂mk→i

∂rki
+

∂O

∂mi→k

∂mi→k

∂rki

)

,

(6)
which serves to update the control parameter in a gradi-
ent descent manner rki ← rki − s ∂O

∂rki
with certain step

size s. The gradient for targeted edges can be similarly
defined [30]. The control parameters are bounded to be
rij ∈ [0.9, 1.1], achieved by necessary thresholding after
gradient descent updates. In this flow model, the gra-
dient ∂O

∂rki
can be calculated exactly, leading to a global

gradient descent (GGD) algorithm. However, the GGD
approach requires computing the inverse of the Laplacian
matrix in every iteration, which can be time-consuming
for large networks. On the contrary, the gradients are
computed in a local and distributed manner in the MP
approach. Similar ideas of gradient propagation of MP
have been proposed in Refs [46, 47] in the context of
approximate inference, which are usually implemented
centrally in the reversed order of MP updates, unlike the
decentralized approach presented here.

The gradient computed by the MP algorithm provides
an excellent estimation to the exact gradient, as illus-
trated in Fig. 4(b). For bilevel optimization, we do not
wait for the convergence of the gradient-passing, but up-
date the control parameters during the MP iterations to
make the algorithm more efficient. It provides approx-
imated gradient information, which is already effective
for optimizing the global objective, as shown in Fig. 4(c).
The MP approach yields similar success rates in manag-
ing the network flows for different thresholds compared
to the GGD approach as shown in Fig. 4(d), demonstrat-
ing the effectiveness of the MP approach for the bilevel
optimization.

In summary, we propose MP algorithms for solving
bilevel optimization in flow networks, focusing on appli-
cations in the routing game and flow control problems.
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Figure 4. Bilevel optimization for flow control. An RRG
(N = 200, degree 3) and a square lattice of size 15 × 15 are
considered. The source and destination nodes, and the tar-
geted edges are randomly selected. (a) Left: MP for solving
the lower-level equilibrium flow problem. Right: Comput-
ing gradients of the upper-level objective function O. (b)
Comparison of the gradients at initial r computed by the
MP approach (obtained by fixing r and passing messages
{mi→j} and gradients { ∂O

∂mi→j
}) and the GGD approach, with

|T | = 5, θ = 0.1. Inset: mean square error (MSE) of the gra-
dients by the MP approach during iterations, in comparison
to the GGD approach. Each sweep consists of 4|E| local MP
steps. (c) MP for minimizing the upper-level objective func-
tion O with θ = 0.1, where one randomly selected control
parameter is updated following the descent direction every
4|E|/10 steps. (d) Fraction of successfully tuned cases (satis-
fying O = 0) Psuccess out of 100 different problem realizations
of source/destination nodes, with |T | = 5, as a function of
the threshold θ.

In routing games, the objective functions in both lev-
els admit a similar structure, which leads to two sets of
similar messages being passed. Updates of the control
variables based on localized information appear effective
for toll optimization. However, the long-range impact
of control-variable changes should be considered in some
applications. This is accommodated by a separate dis-
tributed gradient-passing process, which is effective and
efficient in flow control problems. Leveraging the sparse
network structure, the MP approach offers efficient and
intrinsically distributed algorithms in contrast to global
optimization methods such as nonlinear programming,
which is more generic, but is generally not scalable and
therefore unsuitable for large-scale systems. The MP ap-
proach provides effective algorithms for bilevel optimiza-
tion problems that are intractable or difficult to solve
by global optimization approaches, such as combinato-
rial problems. We believe that these MP methods pro-
vide a valuable tool for solving difficult bilevel optimiza-
tion problems, especially in systems with sparsely cou-
pled structures.

Source codes of this work can be found in https://

github.com/boli8/bilevelMP_flow.
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I. MESSAGE-PASSING ALGORITHMS FOR NON-ATOMIC ROUTING GAMES

In this section, we provide details of the message-passing (MP) algorithm for non-atomic routing games in road
networks, modeled by a directed graph G(V,E). We denote R,Z,N as the sets of real numbers, integers and non-
negative integers, respectively.

A. Problem Setting and Notation for Non-atomic Games

A directed edge e in the directed graph is represented by an ordered tuple e = (i, j), where node i is the head and
node j is the tail of edge e, i.e., i = h(e), j = t(e). Note that there can be at most two directed edges connecting node
i and node j, i.e., e = (i, j), e′ = (j, i).

We write the set of incoming edges to node i as ∂in
i = {e|e ∈ E, t(e) = i}, the set of outgoing edges from node i as

∂out
i = {e|e ∈ E, h(e) = i} and the set of edges adjacent to node i as ∂i = ∂in

i ∪ ∂out
i . For convenience, we define the

incident operator B : E → V , with matrix elements

Bi,e =











1, if e ∈ ∂in
i

−1, if e ∈ ∂out
i

0, otherwise.

(S1)

Consider the scenario where all users travel to a universal destination D. The edge flows {xe ∈ R} resulting from
users’ path choices satisfy the flow conservation constraints,

Ri := Λi +
∑

e∈∂in

i

xe −
∑

e∈∂out

i

xe

= Λi +
∑

e∈∂i

Bi,exe = 0, ∀i 6= D, (S2)

and the non-negativity constraints

xe ≥ 0, ∀e. (S3)

Due to the flow conservation constraint, any resource on a leaf node i with only one outgoing edge (i.e., |∂out
i | =

1, |∂in
i | = 0) must be transmitted to its only neighboring node j. Similarly, if a leaf node i with only one incoming

edge (i.e., |∂in
i | = 1, |∂out

i | = 0) is the destination node, then traffic must first arrive at its only neighboring node j,
and then go through the edge (j, i) to the destination. In the former case, one can remove the leaf node i and add Λi

resources to its neighboring node j. In the latter, one can simply set node j as the destination. By preprocessing the
network using the above reduction, we can reduce the network to have no leaf nodes.

Denoting ℓe(xe) as the latency function on edge e (assumed to be a non-decreasing function of xe) and τe to be the
corresponding toll, the Wardrop equilibrium can be obtained by minimizing the following potential function

Φ(x) =
∑

e∈E

∫ xe

0

[

ℓe(y) + τe
]

dy =:
∑

e∈E

φe(xe), (S4)

subject to the flow conservation Eq. (S2) and non-negativity constraints Eq. (S3). We have assumed the same gauge
between latency and toll can be used for all users (more precisely the edge cost for a user is ℓe(xe)+χτe with χ being
a coefficient converting money to time which is set to one in Eq. (S4) in some appropriate unit).

http://arxiv.org/abs/2108.00960v3
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Figure S1. A small network with 4 nodes. There are Λ > 0 (where Λ ∈ R ) users originating from the source node S to the
destination node D, where x1 users choose the path P1 = ((S ,A), (A,D)) and x2 users choose the path P2 = ((S ,B), (B,D)).

The social cost of the routing game is defined as

H(x) =
∑

e∈E

xeℓe(xe) =:
∑

e∈E

σe(xe), (S5)

where the corresponding minimizer is the social optimum. Tolls are not assumed to contribute to the social cost H(x).
The network planners only need to know the aggregated network flow on each edge and the corresponding latency

in order to determine the social cost and set the tolls, while the specific paths where users choose are not that relevant.
For this reason, we do not address the problem of finding individual routes for each user. The individual routing
problem can be tackled by a multi-commodity formalism [1, 2], or by using some physics-inspired algorithms [3].

B. Intuition of the potential function Φ(x)

To gain some intuition of the role of the potential function Φ(x) in finding the Nash equilibrium, we consider the
following simple scenario as shown in Fig. S1, where there are Λ > 0 amount of users originating from the source
node S to the destination node D, and there are only two non-overlapping paths from node S to node D, which are
P1 = ((S, A), (A,D)) and P2 = ((S, B), (B,D)). Denote x1 and x2 as the flow on path P1 and path P2 respectively.
The flow conservation constraint asserts that Λ = x1 + x2.

Users choosing P1 experience a cost C1(x1) = ℓSA(x1) + τSA + ℓAD(x1) + τAD, while users choosing P2 experience
a cost C2(x2) = ℓSB(x2) + τSB + ℓBD(x2) + τBD. There are 3 possible scenarios of the Wardrop (Nash) equilibrium
x∗
1, x

∗
2, depending on the network parameters:

Case I: C1(x
∗
1) < C2(x

∗
2), x∗

1 > 0, x∗
2 = 0,

Case II: C1(x
∗
1) > C2(x

∗
2), x∗

1 = 0, x∗
2 > 0, (S6)

Case III: C1(x
∗
1) = C2(x

∗
2), x∗

1 > 0, x∗
2 > 0.

In Case I, all users choose P1 and there is no incentive for them to move to P2 as the corresponding cost C2(x2 = 0) is
higher. Similar analysis applies to Case II. In Case III, a user (controlling dx amount of traffic) choosing P1 also has
no incentive to switch to P2; if she did so, her cost will become C2(x2+dx) ≥ C2(x2) = C1(x1), which is unfavorable.

Now we turn to the optimization problem as stated above

min
x1,x2

Φ(x1, x2) =

∫ x1

0

[

ℓSA(y) + τSA

]

dy +

∫ x1

0

[

ℓAD(y) + τAD

]

dy (S7)

+

∫ x2

0

[

ℓSB(y) + τSB

]

dy +

∫ x2

0

[

ℓBD(y) + τBD

]

dy

s. t. x1 ≥ 0, xx ≥ 0,

x1 + x2 = Λ,

which can be solved by extremizing the Lagrangian function L = Φ(x1, x2)− µ(x1 + x2 − Λ)− ν1x1 − ν2x2, together
with the Karush-Kuhn-Tucker (KKT) conditions ν1, ν2 ≥ 0, ν1x1 = 0, ν2x2 = 0. The extremum dL

dx1

= ℓSA(x1) +



3

τSA + ℓAD(x1) + τAD − µ− ν1 = 0 yields C1(x1) = µ+ ν1. Similarly, C2(x2) = µ+ ν2. The optimal dual parameters
(µ∗, ν∗1 , ν2) has 3 possible scenarios under the KKT condition

Case I: ν∗1 = 0, ν∗2 > 0,

Case II: ν∗1 > 0, ν∗2 = 0, (S8)

Case III: ν∗1 = 0, ν∗2 = 0,

which exactly corresponds to the Wardrop equilibrium stated in Eq. (S6). Therefore, we have established that in this
simple example, the Wardrop equilibrium can be identified by minimizing Φ(x).

We would also like to emphasize that the potential function Φ(x) does not carry any meaningful information about
the routing costs (of either individuals of their aggregation), which can be seen by its definition. Therefore, the
magnitude of Φ(x) is not a performance measure of the traffic network. It plays an auxiliary role in defining the
equilibrium flow as x∗ = argminx Φ(x) s.t. Eq. (S2) and Eq. (S3). Roughly speaking, in the lower-level optimization
problem, only argminx Φ(x) carries a correspondence to the routing problem, but not minxΦ(x).

On the other hand, the social cost H(x) corresponds to the aggregated travel latency of all users, which is a useful
measure of the routing condition on a road network.

C. MP Equations for Smooth Message Functions

The MP equation for minimizing the potential Φ(x) reads

Φi→e(xe) = min
{xe′≥0}|Ri=0

∑

e′∈∂i\e

[

Φe′→i(xe′) + φe′ (xe′ )

]

, (S9)

where the message function Φi→e(xe) is called the cavity energy in the jargon of statistical physics. Denoting e = (i, j)
and e′ = (k, i), we can write Φe′→i(xe′ ) = Φk→e′ (xe′ ).

In this framework, one needs to keep track of the profile of the message functions Φi→e(xe), which is only practical
if they are restricted to a certain family of functions and are easy to optimize. One can approximate the message
function Φi→e(xe) by its series expansion around the working point x̃i→e [4]

Φi→e(xe) = Φi→e(x̃i→e + εe)

≈ Φi→e(x̃i→e) + βi→e|x̃i→e
· εe +

1

2
αi→e|x̃i→e

·
(

εe
)2
, (S10)

where βi→e and αi→e are the first and second derivatives of Φi→e evaluated at the working point x̃i→e, assuming
the message function Φi→e(xe) is smooth in the vicinity of x̃i→e. The MP equations have been derived in [4] for
undirected flow networks. Here, we extend it to directed graph with non-negativity flow constraints.

Similarly, the interaction term φe′ (xe′ ) is also approximated as φe′ (xe′ )≈ φe′ (x̃i→e)+φ′
e′ (x̃k→e′ )εe+

1
2φ

′′
e′ (x̃k→e′ )

(

εe
)2

.
To solve the local optimization problem in Eq. (S9) over the variables on edges {k → e′|e′ ∈ ∂i\e}, we introduce the
Lagrangian

Li→e =
∑

e′∈∂i\e

[

1

2
αk→e′

(

εe′
)2

+ βk→e′εe′ +
1

2
φ′′
e′(x̃k→e′ )

(

εe′
)2

+ φ′
e′(x̃k→e′ )εe′

]

+ µi→eRi +
∑

e′∈∂i\e

λe′ (x̃k→e′ + εe′), (S11)

where µi→e and λe′ are the Lagrange multipliers for the flow conservation constraint Ri = 0 and flow non-negativity
constraint xe′ ≥ 0, respectively. Solving the extremum equation ∂Li→e

∂εe′
= 0 gives

ε∗e′(µi→e) = max

(

−1

αk→e′ + φ′′
e′

(

µi→eBi,e′ + φ′
e′ + βk→e′

)

,−x̃k→e′

)

, (S12)

and the corresponding optimal cavity flow is

x∗
k→e′ (µi→e) = x̃k→e′ + ε∗e′(µi→e) = max

(

x̃k→e′ −
µi→eBi,e′ + φ′

e′ + βk→e′

αk→e′ + φ′′
e′

, 0

)

. (S13)
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The Lagrange multiplier (or the dual variable) µi→e needs to satisfy

Ri→e(µi→e;xe) :=
∑

e′∈∂i\e

Bi,e′x
∗
k→e′ (µi→e) +Bi,exe + Λi = 0. (S14)

The function Ri→e(µ;xe) is a non-increasing piece-wise linear function of µ. To determine the value of µ∗
i→e at the

optimum, we need to find the root of Ri→e(µ;xe), which can be done in finite steps by following the breakpoints of
the piece-wise linear function Ri→e(µ;xe). Upon obtaining the optimal dual variable µ∗

i→e, the messages βi→e and
αi→e are calculated by

βi→e =
∂Φ∗

i→e(xe)

∂xe

=
∂L∗

i→e

∂xe

= Bi,eµ
∗
i→e, (S15)

αi→e =
∂2Φ∗

i→e(xe)

∂x2
e

= Bi,e

∂µ∗
i→e

∂xe

= Bi,e

[

∂xe

∂µ

∣

∣

∣

∣

µ=µ∗
i→e

]−1

= −

[

∂

∂µ

∑

e′∈∂i\e

Bi,e′x
∗
k→e′ (µ)

∣

∣

∣

∣

µ=µ∗
i→e

]−1

=

[

∑

e′∈∂i\e

1

αk→e′ + φ′′
e′
Θ

(

(

αk→e′ + φ′′
e′

)

x̃k→e′ −
(

µ∗
i→eBi,e′ + φ′

e′ + βk→e′
)

)]−1

, (S16)

where Θ(·) is the Heaviside step function. The shadow price interpretation of Lagrangian multiplier has been used in
Eq. (S15) and the inverse function theorem has been used in Eq. (S16). In the implementation of the algorithm, we
take xe = x̃i→e in solving Eq. (S14).

1. Destination node D

There are two ways to treat the destination node D:

• Method I: Since the destination node D has no constraint, it will absorb all incoming flows (like a grounded node
in an electric circuit). So it has no preference for network flows of the incident edges, such that ΦD→e(xe) = 0
and

αD→e = 0, βD→e = 0. (S17)

• Method II: Alternatively, one can set an explicit constraint on the flows to the destination node D

RD := ΛD +
∑

e∈∂D

BD,exe = 0, (S18)

where ΛD = −
∑

i6=D Λi. Then the messages from the destination node D are calculated in the same way as

other nodes given by Eqs. (S15) and (S16).

Method I is used for the experiments of routing games in the main text.

2. Working Points

We also need a scheme to update the the working points {x̃i→e} at which the messages {αi→e, βi→e} are defined.
Here, we suggest to update the working point x̃i→e such that it gets closer to the equilibrium flow x∗

e [4]

x∗
e = arg min

xe≥0

[

Φi→e(xe) + Φj→e(xe) + φe(xe)
]

= arg min
xe≥0

[

1

2

(

αi→e +
1

2
φ′′
e (x̃i→e)

)(

xe − x̃i→e

)2
+
(

βi→e +
1

2
φ′
e(x̃i→e)

)(

xe − x̃i→e

)

+
1

2

(

αj→e +
1

2
φ′′
e (x̃j→e)

)(

xe − x̃j→e

)2
+
(

βj→e +
1

2
φ′
e(x̃j→e)

)(

xe − x̃j→e

)

]

= max

(

(

αi→e +
1
2φ

′′
i→e

)

x̃i→e +
(

αj→e +
1
2φ

′′
j→e

)

x̃j→e − (βi→e + βj→e +
1
2φ

′
i→e +

1
2φ

′
j→e)

αi→e + αj→e +
1
2φ

′′
i→e +

1
2φ

′′
j→e

, 0

)

. (S19)
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x
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Figure S2. (a) The net resource Ri→e(µ;x) defined in Eq. (S14) is a non-increasing piecewise-linear function of the Lagrange
multiplier µ. Cases (i) and (ii) correspond to edges e′ incoming to node i (Bi,e′ = 1), while case (iii) corresponds to edge e′

outgoing of node i (Bi,e′ = −1). (b) The roots of Ri→e(µ;xe) in the vicinity of xe = x and xe = y. It is assumed that edge e is
an outgoing edge of node i (with Bi,e = −1) such that finding the root of Ri→e(µ;xe) is equivalent to solving Ri→e(µ; 0) = xe.
For infinitesimal ǫ, if the flow xe changes from x+ ǫ to x− ǫ, the solution of the Lagrange multiplier changes continuously from
µ∗
x+ǫ to µ∗

x−ǫ. On the other hand, there is a plateau at Ri→e(µ; 0) = y, so that when the flow xe changes from y + ǫ to y − ǫ,
the solution of the Lagrange multiplier changes discontinuously from µ∗

y+ǫ to µ∗
y−ǫ.

Furthermore, a learning rate s is applied to update the working point

x̃new
i→e ← sx∗

e + (1− s)x̃old
i→e, (S20)

such that x̃i→e does not jump too drastically; otherwise the messages αi→e and βi→e will approximate the curvature
and slope of the message function Φi→e(xe) less precisely.

D. Non-Smooth Message Functions

1. Qualitative Picture

The MP algorithms in Sec. I C work well if the smoothness assumption of the message function Φi→e(xe) holds.
However, it is not always the case in the routing game problem, where the non-smoothness is induced by the non-
negativity constraints of Eq. (S3). Direct implementation of the MP algorithms in Sec. I C leads to oscillations of the
messages when the traffic patterns are sparse. In fact, similar non-convergence phenomena have been noticed in the
system with a non-smooth energy function [4].

To better understand this phenomenon, we examine Ri→e(µ;xe) as a function of the Lagrange multiplier µ in
Eq. (S14), of which the root µ∗ (satisfying Ri→e(µ

∗, xe) = 0) will determine βi→e and αi→e in Eqs. (S15) and (S16).
The function Ri→e(µ;xe) is non-increasing piecewise-linear function as illustrated in Fig. S2(a). Assuming edge e is
an outgoing edge of node i (with Bi,e = −1), finding the root of Ri→e(µ;xe) is equivalent to solving Ri→e(µ; 0) = xe.
Consider the configuration in Fig. S2(b), where the solution of Ri→e(µ; 0) = y occurs at a plateau, such that the
solution (denoted as µ∗

y) is degenerate; when the flow xe changes infinitesimally from y + ǫ to y − ǫ, the solution of
the Lagrange multiplier changes discontinuously from µ∗

y+ǫ to µ∗
y−ǫ. In this case, the slope βi→e of the cavity energy

Φi→e(xe) changes discontinuously from xe = y+ ǫ to xe = y− ǫ, while the curvature αi→e is ill-defined at xe = y. The
profiles of the message function Φi→e(xe) in the smooth and non-smooth cases are illustrated in Fig. S3. If the normal
messages {βi→e, αi→e} are used when the message function Φi→e(xe) is non-smooth, the solution will be jumping
between the two branches, resulting in non-convergence behaviors of the MP algorithms as observed in Ref. [4].

2. Criteria for Non-smooth Message Function

As mentioned above, the message function Φi→e(xe) is non-smooth if the solution of µ in Eq. (S14) is degenerate.
This occurs if the optimal flow x∗

k→e′ (µi→e) of all descendant edges e′ ∈ ∂i\e are inactive, i.e., lying in the zero branch of
the function in Eq. (S13); when Bi,exe+Λi = 0, the flow conservation equation Ri→e(µ;xe) =

∑

e′∈∂i\e Bi,e′x
∗
k→e′ (µ) =

0 has degenerate solutions. In this case, all the resources Λi are transmitted along edge e, while the flows on all other
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xe =0

Φi→e(xe)

x̃i→e

(βi→e, αi→e)

(a)

xe =0

Φi→e(xe)

x̃i→e

(βL
i→e, α

L
i→e)

(βR
i→e, α

R
i→e)

(b)

Figure S3. (a) Smooth message function Φi→e(xe), corresponding to xe = x in Fig. S2(b). (b) Non-smooth message function
Φi→e(xe) with one breakpoint, corresponding to xe = y in Fig. S2(b), where the first and second derivatives of Φi→e(xe) are
discontinuous near xe = y.

i e j e ′ k e ′′

l

e ′′′

fi→e =1 fj→e ′ =1 fk→e ′′ =0

fl→e ′′′ =0, x∗l→e ′′′(µ
∗
l→e ′′′)> 0

Figure S4. Illustration of the effective leaf edges. Arrows with dashed lines correspond to edges with zero optimal cavity flow
x∗(µ∗) in the MP calculation (expression given in Eq. (S13)) of one of its downstream edges. Edge i→ e is a primary effective
leaf (assuming Λi > 0), as all the upstream optimal flows are zero. Edge j → e′ is a general effective leaf, as its upstream edges
are either effective leaves or attain zero optimal cavity flows. Edge k → e′′ is a non-effective leaf, as its upstream edge l→ e′′′

is a non-effective leaf and it has a non-zero optimal flow x∗
l→e′′′(µ

∗
l→e′′′) > 0.

edges ∂i\e adjacent to node i are idle. When Λi > 0, edge i→ e is a leaf in the subgraph with edges holding non-zero
flows, therefore we call edge i→ e a primary effective leaf in such cases. Since Λi ≥ 0 and xe ≥ 0, only the out-going
edge i→ e from node i (with Bi,e = −1) can be a primary effective leaf.

The leaf state can also propagate from primary effective leaves to downstream edges. We define edge i → e to be
a general effective leaf if and only if ∀e′ ∈ ∂i\e, either (i) the optimal flow x∗

k→e′ (µ
∗
i→e) = 0 in Eq. (S13) or (ii) edge

k → e′ is a general effective leaf. A primary leaf is by default a general effective leaf. If an edge i→ e is an effective
leaf, we denote fi→e = 1, otherwise fi→e = 0. An example of effective leaf configurations is shown in Fig S4.

It can be proved by contradiction that only out-going edges i→ e with Bi,e = −1 can be general effective leaves under
the condition Λi ≥ 0. The set of effective leaves in the upstream of edge i→ e is ELi→e = {e′|e′ ∈ ∂i\e, fk→e′ = 1},
while the set of non-effective leaves is NELi→e = {e′|e′ ∈ ∂i\e, fk→e′ = 0}.

Since there is at most one plateau in the function Ri→e(µ;x), the cavity message Φi→e(xe) has at most one
breakpoint. For an effective leaf edge i→ e, we always use the breakpoint of the message function (denoted as x̃b

i→e)
as the working point, such that Φi→e(xe) has the following expression

Φi→e(xe) =

{

1
2α

L
i→e(xe − x̃b

i→e)
2 + βL

i→e(xe − x̃b
i→e) + Ei→e(x̃

b
i→e) x < x̃b

i→e,
1
2α

R
i→e(xe − x̃b

i→e)
2 + βR

i→e(xe − x̃b
i→e) + Ei→e(x̃

b
i→e) x > x̃b

i→e.
(S21)

For a primary effective leaf edge i → e, the breakpoint is x̃b
i→e = Λi. For a general effective leaf edge i → e, the

breakpoint is most likely (but not always) located at the value of effective resource defined as

Λeff
i→e := Λi +

∑

e′∈ELi→e

Bi,e′ x̃
b
i→e. (S22)
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E. MP Equations for Non-smooth Message Functions

The MP equations for non-smooth message functions can be obtained with the information on effective leaf status
of upstream edges, where one replaces the quadratic expansion Φi→e(x̃i→e+ εe) ≈ Φi→e(x̃i→e)+βi→eεe+

1
2αi→e(εe)

2

by the piecewise quadratic counterpart in Eq. (S21) when edge i → e is determined to be an effective leaf, and the
double-sided message parameters {αL

i→e, β
L
i→e, α

R
i→e, β

R
i→e} are maintained and passed to its downstream edges.

For updating the messages, the computation of min{xe′≥0}|Ri=0

∑

e′∈∂i\e

[

Φk→e′(xe′ ) + φe′ (xe′ )
]

can be tedious if

there are multiple effective leaf edges in {k → e′|e′ ∈ ∂i\e}, where one needs to solve for a quadratic optimization
of every case, where one branch of each non-smooth message function is selected each time (there are 2|ELi→e| such
cases in total). To simplify this process, we propose to firstly fix the flow xe′ of effective leaves ELi→e to be their
breakpoints x̃b

k→e′ and then optimize non-effective leaf edges NELi→e

min
{εe′ |e

′∈NELi→e}

∑

e′∈NELi→e

[

Φk→e′ (x̃k→e′ + εe′) + φ(x̃k→e′ + εe′)

]

, (S23)

s. t. 0 =
∑

e′∈NELi→e

Bi,e′
[

x̃k→e′ + εe′
]

+
∑

e′∈ELi→e

Bi,e′ x̃
b
k→e′ +Bi,exe + Λi

=
∑

e′∈NELi→e

Bi,e′
[

x̃k→e′ + εe′
]

+ Λeff
i→e +Bi,exe, (S24)

0 ≤ x̃k→e′ + εe′ . (S25)

We then perturb the optimal solution by perturbing some of the flows xe′ of upstream edges e′ ∈ ∂i\e by an
infinitesimal amount dx as xe′ = x∗

k→e′ + ηe′dx for non-effective leaves and xe′ = x̃b
k→e′ + ηe′dx for effective leaves

with ηe′ = 0,±1. For non-smooth message function, ηe′ = −1 and ηe′ = 1, corresponding to the left and the right
branch of Φk→e′ (xe′ ), respectively. To obey the flow conservation constraint Ri = 0, the perturbation coefficient ηe′
must satisfy

∑

e′∈∂i\e Bi,e′ηe′ = 0.

If the perturbation configuration {η∗e′} leading to the lowest energy of
∑

e′∈∂i\e

[

Φe′→i(xe′) + φe′ (xe′ )
]

reduces the

outcome of Eq. (S23), we need to consider adding the effective leafs k → e′ with η∗e′ 6= 0 as active optimization
variables in addition to the non-effective leafs. Specifically, we define ηactive = {e′|e′ ∈ ELi→e, η

∗
e′ 6= 0}, and proceed

to solve

min
{εe′ |e

′∈NELi→e∪ηactive}

∑

e′∈NELi→e∪ηactive

[

Φk→e′ (x̃k→e′ + εe′) + φ(x̃k→e′ + εe′)

]

, (S26)

s. t. 0 =
∑

e′∈NELi→e∪ηactive

Bi,e′
[

x̃k→e′ + εe′
]

+
∑

e′∈ELi→e\ηactive

Bi,e′ x̃
b
k→e′ +Bi,exe + Λi, (S27)

0 ≤x̃k→e′ + εe′ , (S28)

where we use Φk→e′ =
1
2α

L
k→e′ε

2
e′ + βL

k→e′εe′ if η∗e′ = −1 and use Φk→e′ =
1
2α

R
k→e′ε

2
e′ + βR

k→e′εe′ if η∗e′ = 1.
The primal and dual variables in the optimum satisfy

x∗
k→e′ (µ) = x̃k→e′ + ε∗e′(µ) = max

(

x̃k→e′ −
µBi,e′ + φ′

e′ + βk→e′

αk→e′ + φ′′
e′

, 0

)

, (S29)

Ri→e(µ;xe) =
∑

e′∈NELi→e∪ηactive

Bi,e′x
∗
k→e′ (µ)

+
∑

e′∈ELi→e\ηactive

Bi,e′ x̃
b
k→e′ +Bi,exe + Λi = 0. (S30)

If the solution µ∗ in Eq. (S30) is non-degenerate, we have

βi→e = Bi,eµ
∗, (S31)
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αi→e =

[

∑

e′∈NELi→e∪ηactive

1

αk→e′ + φ′′
e′

×Θ

(

(

αk→e′ + φ′′
e′

)

x̃k→e′ −
(

µ∗Bi,e′ + φ′
e′ + βk→e′

)

)]−1

, (S32)

in which case the edge i→ e is not an effective leaf with fi→e = 0.
On the other hand, if the solution µ∗ is degenerate, we need to consider xe = x̃i→e − dx to solve for βL

i→e, α
L
i→e,

and consider xe = x̃i→e + dx to solve for βR
i→e, α

R
i→e, and identify edge i→ e as an effective leaf with fi→e = 1.

It can also be shown that βR
i→e > βL

i→e and the non-smooth message function Φi→e(xe) is convex.

1. Update of the Working Points

If the message function Φi→e(xe) is non-smooth, we would like to bring the working point x̃i→e to the vicinity of
the breakpoint of the two branches. To determine whether an edge i→ e is an effective leaf, we perform the following
procedure: We check the two following criteria: (i) each edge k → e′ in the upstream edge set ∂i\e satisfies either
fk→e′ = 1 or x̃k→e′ = 0; (ii) the difference between the current working point and the effective resource |x̃i→e−Λeff

i→e| is
smaller than some threshold (Λeff

i→e is defined in Eq. (S22)). If both criteria (i) and (ii) are met, then we use the effective
resource as the working point x̃i→e = Λeff

i→e, and perform the optimization min{xe′≥0}|Ri=0

∑

e′∈∂i\e

[

Φk→e′ (xe′) +

φe′ (xe′)
]

; if it results in degenerate solutions of the Lagrangian multiplier µ∗ for the flow conservation constraint, then

edge i → e is determined as an effective leaf and the double-sided messages {βL
i→e, α

L
i→e, β

R
i→e, α

R
i→e} are computed.

Otherwise, edge i→ e is a non-effective leaf and the normal messages {βi→e, αi→e} are recorded.
If criteria (i) and (ii) are not met, we use the current value of the working point x̃i→e to solve for the messages.

Similarly, if the optimization leads to degenerate solutions of µ∗, then edge i → e is determined as an effective leaf.
Otherwise, edge i→ e is a non-effective leaf.

Similar to the case of smooth message functions in Sec. I C, the working point is updated as

x̃new
i→e ← sx∗

e + (1− s)x̃old
i→e, (S33)

where x∗
e = argminxe≥0

[

Φi→e(xe) + Φj→e(xe) + φe(xe)
]

.

F. Results of MP Algorithm for Routing Game

The MP algorithm for solving the (single-level) equilibrium flow problem is summarized in Algorithm. 1.
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Algorithm 1: Message-passing algorithm for equilibrium flows in routing games (single-level, single
destination, Method I to treat the destination node D )

Input: Road network G(V,E) (pre-processed to remove dangling nodes), node parameters {Λi} defining the resources,
edge parameters defining the latency function ℓe(xe) and the edge-wise potential φe(xe) (defined in Eq. (S4)),
maximal number of iterations T .

Initialize the messages {α(m)
i→e, β

(m)
i→e} and {fi→e} (effective leaf states) randomly.

Initialize the working points {x̃i→e} randomly.

for t in 1 : T do
Randomly select a node i and one of its adjacent edge e ∈ ∂i.

Begin Subroutine (a) (update the messages α
(m)
i→e, β

(m)
i→e, fi→e using φe(·)):

Compute Λeff
i→e using Eq. (S22).

if i = D then
Set αi→e = 0, βi→e = 0, fi→e = 0.

else if ∃ e′ ∈ {∂i\e}, x̃k→e′ 6= 0, fk→e′ = 0 and |x̃i→e − Λeff
i→e| > threshold then

Update the messages α
(m)
i→e, β

(m)
i→e, fi→e with the working point evaluated at the up-to-date value of x̃i→e,

following the procedures outlined in Sec. I E.
else

/* edge i→ e is a potential effective leaf. */

Replace x̃i→e by Λeff
i→e in Sec. I E to compute the messages α

(m)
i→e, β

(m)
i→e, fi→e.

if fi→e = 1 then
/* This is an optional step, corresponding to a more conservative strategy of identifying the

effective leaf state. */

Using the newly computed α
(m)
i→e, β

(m)
i→e, check whether Λeff

i→e is the minimum of Φfull(xe).

If yes, adopt the messages α
(m)
i→e, β

(m)
i→e, fi→e.

If no, reset fi→e = 0.
end
if fi→e = 0 then

/* Do not consider edge i→ e as an effective leaf. */

Use the up-to-date value of x̃i→e to recompute the messages α
(m)
i→e, β

(m)
i→e.

end

end
End Subroutine (a)

if fi→e = 1 then
Set x̃i→e = Λeff

i→e.
end

Using the up-to-date messages {α(m)
i→e, β

(m)
i→e, fi→e} and {x̃i→e} to determine the approximated forms of Φi→e(xe)

and Φj→e(xe).
Compute x∗

e = argminxe≥0 [Φi→e (xe) + Φj→e (xe) + φe (xe)].
Update the working point as x̃new

i→e ← sx∗
e + (1− s)x̃old

i→e with a learning rate s.

if messages converge then
Exit the for loop.

end

end

For each edge e, compute the equilibrium flow as x∗
e = argminxe≥0 [Φi→e (xe) + Φj→e (xe) + φe (xe)].

Output: Convergence status and equilibrium flows {x∗
e}
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Figure S5. Convergence of the MP algorithm for routing games in networks to the equilibrium flows x∗. Random regular graphs
of degree 3 are considered in (a)(c), while small-world networks obtained by rewiring square lattices with randomly chosen
shortcut edges (rewiring probability prw = 0.05) are considered in (b)(d), respectively. The flows adjacent to the destination
node D are unconstrained (Method I in Sec. IC 1), reminiscent of a grounded node in electric circuits. In (a)(b), the MP process
for specific problem realizations is illustrated. Each sweep comprises 40|E| local MP updates. Panels (c)(d) are obtained by
averaging over 10 problem realizations, and rescaling the MP runtime by |E|2.

We further report results of the MP algorithms described above. Taking into account the possible non-smooth
structure of message functions Φi→e(xe), the MP algorithm converges well for various types of graphs and resource
distributions. We demonstrate the effectiveness of the algorithm in Figures S5 and S6, where random regular graphs
and small-world networks are considered. The small-world networks are obtained by rewiring square lattices with
randomly chosen shortcut edges [5]. In Fig. S5, the flows adjacent to the destination node D are unconstrained (Method
I in Sec. I C 1). The MP algorithms converge to the correct equilibrium flows x

∗, and the empirical complexity for
computing the equilibrium flows up to a certain error |xMP − x

∗| is roughly O(|E|2).

In Fig. S6, we use Method II in Sec.I C 1, i.e., we put an explicit constraint to the flows adjacent to the destination
node D as

RD = ΛD +
∑

e∈∂D

BD,exe = 0, (S34)

where ΛD = −
∑

i6=D Λi. In this approach, the MP algorithms converge much faster; the empirical complexity for

computing the equilibrium flows up to a certain error |xMP − x
∗| is roughly O(|E|). However, there exists some

networks where MP with Method II does not converge, while MP with Method I converges successfully. For the
experiments in the main text, we use Method I to treat the destination node for its better convergence properties.

G. Extension to The Case of Multiple Destination

The case of multiple destinations can be studied similarly. The traffic flows can be classified into different classes
according to their destinations. Let Nd denotes the number of destinations, and xa

e denote the flow on edge e targeted
at the a-th destination (or the a-th class), the lower-level optimization problem (for solving equilibrium flows) is
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Figure S6. Same setting as in Fig. S5, except that the flows adjacent to the destination node D explicitly obey the constraint
RD = ΛD +

∑

e∈∂D BD,exe = 0, where ΛD = −
∑

i6=D Λi (Method II in Sec. IC 1). Each sweep comprises of 40|E| local MP
updates.
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Figure S7. Message-passing algorithm for routing games with Nd destinations converges to the equilibrium flows x
∗. (a)

Method I in Sec. IC 1) is used to treat the destination nodes. (b) Method II in Sec. I C 1) is used to treat the destination nodes.
Each sweep comprises of 40|E| local MP updates.

defined as

min
x

Φ(x) =
∑

e∈E

∫

∑
a
xa
e

0

ℓe(y)dy =
∑

e∈E

φe

( Nd
∑

a=1

xa
e

)

, (S35)

s.t. Ra
i := Λa

i +
∑

e∈∂i

Bi,ex
a
e = 0, ∀i, a, (S36)

xe ≥ 0, ∀e, a. (S37)

To accommodate the nonlinear interactions of flows of different classes {xa
e} in φe(

∑

a x
a
e), we adopt a coordinate-

descent like approach in the MP algorithm as follows. In the treatment of the flows of class a, we fix the flows of
other classes {xb

e}b6=a to their working points and compute the messages of class a as

Φa
i→e(x

a
e) = min

{xa

e′
≥0}|Ra

i
=0

∑

e′∈∂i\e

[

Φa
k→e′ (x

a
e′ ) + φe′

(

∑

b6=a

x̃b
k→e′ + xa

e′

)

]

= min
{xa

e′
≥0}|Ra

i
=0

∑

e′∈∂i\e

[

Φa
k→e′ (x̃

a
k→e′ + εae′) + φe′

(

∑

b

x̃b
k→e′ + εae′

)

]

. (S38)

We further adopt the approximations Φa
k→e′ (x̃

a
k→e′ + εae′) ≈ Φa

k→e′ (x̃
a
k→e′ ) + βa

k→e′ε
a
e′ +

1
2α

a
k→e′ (ε

a
e′)

2 (augmented by

a piecewise quadratic function if it is non-smooth) and φe′ (
∑

b x̃
b
k→e′ + εae′) ≈ φe′(

∑

b x̃
b
k→e′ ) + φ′

e′ (
∑

b x̃
b
k→e′ )ε

a
e′ +

1
2φ

′′
e′ (
∑

b x̃
b
k→e′ )(ε

a
e′ )

2, and solve for the coefficients {αa
i→e, β

a
i→e} as in the single-destination scenario. The resulting

MP algorithm has the same structure as the one of single class described above, where its efficacy is shown in Fig. S7.



12

H. Bilevel Optimization in Routing Games

The toll optimization problem (for single destination) of the upper-level planner is defined as

min
τ

H(x∗(τ )) =
∑

e∈E

x∗
e(τ )ℓe

(

x∗
e(τ )

)

, (S39)

s. t. constraints of τ and: (S40)

x
∗(τ ) =argmin

x

Φ(x; τ ) = argmin
x

∑

e∈E

∫ xe

0

[

ℓe(y) + τe
]

dy, (S41)

s.t. xe ≥ 0, Ri = 0, ∀e, i. (S42)

Here, the social cost H(x) is the objective function of the upper-level problem, i.e., the overall target of the central
planner is to reduce this social cost. The potential function Φ(x; τ ) is the objective function of the lower-level problem,
which governs the equilibrium flow x

∗(τ ) for a given toll configuration τ .
The computation of the social optimum H(x) has a similar form for computing the equilibrium flows, we therefore

use a parallel MP procedure for the social cost

Hi→e(xe) = min
{xe′≥0}|Ri

∑

e′∈∂i\e

{

Hk→e′ (xe′ ) + σ(xe′ )

}

,

= min
{xe′≥0}|Ri

∑

e′∈∂i\e

{

1

2
γk→e′

(

εe′
)2

+ δk→e′εe′ +
1

2
σ′′
e′ (x̃k→e′ )

(

εe′
)2

+ σ′
e′(x̃k→e′ )εe′

}

, (S43)

where Hk→e′ (xe′ ) assumes a quadratic approximation and needs to be augmented by a piecewise quadratic function
if it is non-smooth. It results in an upper-level MP algorithm having the same structure as the one for computing
the equilibrium flows. The difference is that, since the flow is not directly driven by the central planner, the working
point x̃i→e is not updated at the upper level MP. Instead, the central planner updates the toll τe such that selfish
users are attracted to the solution with a lower social cost.

When the toll τe on edge e is adapted, the marginal Nash-equilibrium flow xN
e changes accordingly

xN
e (τe) = arg min

xe≥0

[

Φi→e(xe) + Φj→e(xe) + φe(xe) + τexe

]

. (S44)

For smooth message functions Φi→e(xe) and Φj→e(xe)

xN
e (τe) = max

(

(

αi→e +
1
2φ

′′
i→e

)

x̃i→e +
(

αj→e +
1
2φ

′′
j→e

)

x̃j→e − (βi→e + βj→e + τe +
1
2φ

′
i→e +

1
2φ

′
j→e)

αi→e + αj→e +
1
2φ

′′
i→e +

1
2φ

′′
j→e

, 0

)

, (S45)

which is a piecewise linear function of τe with two branches. For non-smooth cavity functions, xN
e (τe) can also be

obtained straightforwardly, which is a piecewise linear function of τe with multiple branches.
The goal of toll-adaptation of τe is to decrease the social cost H(x), which amounts to decrease the full social cost

on edge e

τ∗e = argmin
τe

H full
e (xN

e (τe)), (S46)

H full
e (xe) := Hi→e(xe) +Hj→e(xe) + σe(xe), (S47)

where the optimization in Eq. (S46) needs to obey necessary constraints on tolls (e.g., the restriction 0 ≤ τe ≤ τmax
e

is considered in the main text).
As H full

e (xN
e (τe)) is a convex function of xN

e , it is sufficient to adapt τe such that xN
e (τe) gets as close to the marginal

socially optimal flow xG
e as possible, where xG

e is given by

xG
e = arg min

xe≥0

[

Hi→e(xe) +Hj→e(xe) + σe(xe)
]

. (S48)

The search for the optimal toll τ∗e can be done efficiently by utilizing the property that xN
e (τe) is a piecewise linear

function of τe.
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Figure S8. The effect of tolls on the reduction in fractional social cost in routing games on random regular graphs with Nd

destinations, where tolls are restricted as 0 ≤ τe ≤ 1. Each sweep comprises 40Nd|E| local MP updates and 100 edgewise toll
updates in a random sequential schedule. (a) N = 100. (b) N = 200.

The resulting bilevel MP algorithm is described in the main text, where the lower-level messages {α
(m)
i→e, β

(m)
i→e, x̃i→e}

(m ∈ {L,R}) and upper-level messages {γ
(m)
i→e, δ

(m)
i→e} are passed along edges to compute the equilibrium flows xN

e and
related quantities. These messages facilitate the computation of H full

e (xe) in the upper level, which is used to update
the toll variables τe. In practice, the update of tolls is less frequent then the update of other messages. In the
experiments shown in the main text, for every 2

5Nd|E| MP iterations, we randomly select an edge e and update its
toll.

The resulting bilevel MP algorithm is summarized in Algorithm 2.

1. Extension to Multiple Destinations

The toll optimization problems with multiple destinations can be tackled by the proposed bilevel MP algorithm
using the approximations in Sec. I G. The results are shown in Fig. S8, which demonstrate the effectiveness of the
algorithm in reducing the social cost by adapting tolls.

I. The Bilevel Programming Approach

Here we demonstrate the results of the bilevel programming approach to the toll optimization problem. It is achieved
by expressing the solution of Eq. (S41) as constraints imposed by the Karush–Kuhn–Tucker (KKT) condition, and
solve the bilevel optimization as a global nonlinear programming problem [6]. Such an approach is intrinsically
difficult as (i) the constraints by the KKT conditions can be nonlinear and non-convex; (ii) the complementary
slackness conditions are combinatorial, which requires a treatment with mixed integer programming (e.g., through
branch and bound). Therefore, the bilevel programming approach offers a centralized algorithm that is generally
non-scalable.

It is difficult to directly compare the MP algorithms to the bilevel programming approach, as the convergence rate
for either approach is difficult to establish. Besides, the bilevel programming approach is a centralized optimization
method, which has a different space complexity per iteration. Nevertheless, we present the results of CPU run time
(CPU in used: i5-3317U) of bilevel programming (package in used: bileveljump.jl [7] with the IPOPT solver [8]) on
the toll optimization problem in Fig. S9. There exist cases where bilevel programming fails to find the solution in a
single trial, and the run times vary significantly among different problem realizations.

The bilevel programming approach is more generic and flexible than the MP approach, but it does not offer a
decentralized algorithm as the MP approach. Besides, the MP algorithms can be extended to the scenarios with
discrete variables, which is very difficult for the global optimization approach. It is also difficult to treat the toll
selection problem in the main text with the bilevel programming method, especially when the socially optimum is not
known a priori in some variants of toll-setting or network-design problems [9].



14

Algorithm 2: Message-passing algorithm for toll optimization in routing games (bilevel, single destination,
Method I to treat the destination node D )

Input: Road network G(V,E) (pre-processed to remove dangling nodes), node parameters {Λi} defining the resources,
edge parameters defining ℓe(xe), φe(xe) and σe(xe), maximal number of iterations T , time interval tupdate_intv

for updating tolls, time interval tdump_intv for saving intermediate tolls.

Initialize the messages {α(m)
i→e, β

(m)
i→e} and {f lw

i→e} (effective leaf states of the lower layer) randomly.

Initialize the messages {γ(m)
i→e, δ

(m)
i→e} and {fup

i→e} (effective leaf states of the upper layer) randomly.

Initialize the working points {x̃i→e} and tolls {τe}.

for t in 1 : T do
Randomly select a node i and one of its adjacent edge e ∈ ∂i.

/* update the lower-level messages: */

Run Subroutine (a) in Algorithm 1 to update the messages α
(m)
i→e, β

(m)
i→e, f

lw
i→e using φe(·).

if fi→e = 1 then
Set x̃i→e = Λeff

i→e.
end

/* update the upper-level messages: */

if i = D then
Set γi→e = 0, δi→e = 0, fup

i→e = 0.
else

Replace {α(m)
i→e, β

(m)
i→e, f

lw
i→e using φe(·)} by {γ(m)

i→e, δ
(m)
i→e, f

up
i→e} in Sec. I E.

Follow the same procedures therein to update the messages γ
(m)
i→e, δ

(m)
i→e, f

up
i→e with the working point evaluated at

the up-to-date value of x̃i→e.
end

/* update the working points: */

Using the up-to-date messages {α(m)
i→e, β

(m)
i→e, f

lw
i→e}, {x̃i→e} and {τe} to determine the approximated forms of

Φi→e(xe) and Φj→e(xe).
Compute x∗

e = argminxe≥0 [Φi→e (xe) + Φj→e (xe) + φe (xe)].
Update the working point as x̃new

i→e ← sx∗
e + (1− s)x̃old

i→e with a learning rate s.

/* update the tolls: */

if t mod tupdate_intv = 0 then

Using the up-to-date messages {γ(m)
i→e, δ

(m)
i→e, f

up
i→e} and {x̃i→e} to determine the approximated forms of Hi→e(xe)

and Hj→e(xe).
Compute xG

e = argminxe≥0 [Hi→e (xe) +Hj→e (xe) + σe (xe)].
Determine the (estimated) equilibrium flow as a function of toll:
xN
e (τe) = argminxe≥0 [Φi→e (xe) + Φj→e (xe) + φe (xe| τe)], which is a piecewise linear function.

Find τe ∈ [0, τmax
e ] such that x∗

e(τe) is as close to xG
e as possible, and update τe accordingly.

end

if t mod tsave_intv = 0 then
Save the up-to-date tolls.

end

if messages converge then
Exit the for loop.

end

end

For each edge e, compute the equilibrium flow as x∗
e = argminxe≥0 [Φi→e (xe) + Φj→e (xe) + φe (xe)].

Output: Convergence status, equilibrium flows {x∗
e}, the optimized tolls {τe}

II. MESSAGE-PASSING ALGORITHMS FOR ATOMIC ROUTING GAMES

Message-passing algorithms can be extended to include atomic routing games, where each player controls one unit
of traffic. The atomic games differ from the above-studied non-atomic games in that the flow variable of edge e is
an integer xe ∈ Z. The integer constraints make even the single-level optimization a difficult integer programming
problem. An existing mixed integer programming approach can be used to solve the equilibrium flow problem of
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Figure S9. Run time of bilevel programming on the toll optimization problem in random regular graphs. For each network
size, 20 different problem realizations are considered; red triangles represent the cases where bilevel programming fails to find
the solution in single trials, green dots represent successful trials.

atomic routing games for moderate network sizes. However, the bilevel optimization (such as the toll-setting problem)
appears to be much more difficult to solve.

Message-passing algorithms have also been successfully applied to solve network flow and routing problems (as a
single-level optimization problem) with integer flow variables [10–13]. Here, we generalize the MP algorithms for
integer flows to solve the Wardrop equilibrium problem in directed networks. The problem of atomic games is defined
similarly as the non-atomic games introduced in Sec. I A, except that there are additional integer constraints xe ∈ Z,
and that the potential function Φ(x) (to be minimized) in Eq. (S4) is replaced by

Φ(x) =
∑

e∈E

xe
∑

y=1

[

ℓe(y) + τe
]

=:
∑

e∈E

φe(xe). (S49)

The MP equation for minimizing the potential Φ(x) can be written similarly to the non-atomic games as

Φi→e(xe) = min
{xe′∈N}|Ri=0

∑

e′∈∂i\e

[

Φe′→i(xe′ ) + φe′ (xe′)

]

, (S50)

where the message function Φi→e(xe) is defined on a 1-dimensional grid xe ∈ {0, 1, 2, ...} to be computed recursively.
To simplify the above message-passing calculations, we can adopt the perturbation approach similar to the case of

non-atomic game, by considering only a few flow values xe near a certain working point x̃i→e ∈ N [11]

Φi→e(xe) = Φi→e(x̃i→e +m) =: hm
i→e, m ∈ Z,−M ≤ m ≤M, (S51)

where M is a small integer parameter determining the scope to look around x̃i→e. The MP algorithm proceeds by
iteratively solving Eq. (S50) for different directed edges {i→ e|i ∈ V, e ∈ E}. The optimization problem for a partic-
ular edge i → e is approximately achieved by searching the grid {xe′ ∈ N}∀e′∈∂i\e in the vicinity of {x̃e′→i}∀e′∈∂i\e.

The complexity of each iteration is proportional to (2M + 1)|∂i|−1. In our experiments, we use M = 1 following the
suggestion of [11]. To some extent, the implementation is more straightforward than that in non-atomic games, as
there is no need to treat the non-smooth cavity energy function.

Similarly to the non-atomic game case, the working point x̃i→e is also gradually pushed towards the minimizer of
the edgewise full energy

x∗
e = arg min

xe∈N

Φfull
e (xe) = arg min

xe∈N

[

Φi→e(xe) + Φj→e(xe) + φe(xe)
]

, (S52)

x̃new
i→e ← x̃old

i→e + sign(x∗
e − x̃old

i→e), (S53)

in which case the working point x̃i→e is expected to get closer and closer to the equilibrium point x∗
e and the

perturbation scheme will become more accurate.
In Eq. (S52), we can only access the flow values in the set Ae := {x̃i→e +m| −M ≤ m ≤M} ∩ {x̃j→e +m| −M ≤

m ≤M}. If Ae = ∅, instead of applying Eq. (S53), we push x̃i→e towards x̃j→e incrementally to increase the chance
of overlap in future steps

x̃new
i→e ← x̃old

i→e + sign(x̃old
j→e − x̃old

i→e). (S54)
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The message-passing algorithm in our study is known as the min-sum algorithm, where caution is needed when
there are degenerate energy minima such that taking the minimum is ambiguous (see Sec. 8.4.5 of [14] for example).
This issue does not impact on MP algorithms for non-atomic games due to the convex nature of the single-level
problem, but complicates the use of MP algorithms for atomic games. In [10, 11], a small random bias field ξe is
added to non-linear cost φe(xe) to break the degeneracy

φ′
e(xe)← φe(xe) + ξe|xe|. (S55)

Alternatively, we can also select one of the degenerate solution based on its consistency with the constraints. For

example, in Eq. (S52), suppose there are two flow values {x
∗(1)
e , x

∗(2)
e } corresponding to minΦfull

e (xe). We would
choose the solution that is more consistent with the flow conservation constraint

R
(n)
i→e = Λi +

∑

e′=(k,i)∈∂i\e

Bi,e′ x̃k→e′ +Bi,ex
∗(n)
e , n = 1, 2, (S56)

that is, we would assign the solution x
∗(n)
e with minimal value of |R

(n)
i→e| to x∗

e in Eq. (S52).
Both methods facilitate the convergence of the MP algorithms to a local minima in atomic routing games. We refer

readers to Ref. [11] for more details on MP algorithms in network flow problems with integer constraints.

A. Bilevel MP Algorithms for Atomic Games

The method to treat bilevel optimization (in particular, the toll-setting problem) in non-atomic games can also be
applied to atomic games. This is achieved by considering a parallel message-passing process for minimizing the social
cost (in the upper-level)

Hi→e(xe) = min
{xe′∈N}|Ri=0

∑

e′∈∂i\e

[

He′→i(xe′ ) + σe′ (xe′)

]

, (S57)

where σe′ (xe′) = xe′ℓe(xe′ ). The minimizer of the edgewise full cost xS
e = argminxe

H full
e (xe) = argminxe

[

Hi→e(xe)+

Hj→e(xe) + σe(xe)
]

is informative of the min social-cost flow during the upper-level MP updates. We then update

the toll τe incrementally such that the toll-dependent equilibrium flow x∗
e(τ) (given by Eq. (S52)) gets closer to xS

e .
We demonstrate the effectiveness of the bilevel MP algorithm for toll-setting problems in atomic games in Fig. S10.

We observe that the algorithm is effective for small networks with light and moderate loads, while it becomes less
effective for heavy loads. The performance also deteriorate in large networks (not shown). We conjecture that a more
non-local toll update method is needed to improve the performance in such cases, which remains to be explored in
future studies. Nevertheless, the bilevel optimization problems in atomic games are intrinsically difficult combinatorial
optimization problems, where the complex energy landscape is prohibitive for most optimization algorithms.

B. Optimal Toll Configurations for Some Instances

In this section, we demonstrate the optimal tolls found by the bilevel MP algorithms for some cases in the Sioux
Falls road network [15], which is a popular benchmark network for transportation research, consisting of 24 nodes
and 76 directed edges.

In this example, upon obtaining the optimal tolls {τopt
e } in the bilevel MP algorithm, we keep only the tolls with

relatively large values τnew
e ← τopt

e Θ(τopt
e ≥ ǫ) (where ǫ is a small threshold). If this does not incur an increment in

social cost, we keep {τnew
e }, otherwise, we keep {τopt

e }.
The results are shown in Fig. S11. In Case I, we observed that the shortest paths from the source nodes to

destination are very congested, and the optimal tolls are placed on these paths such that some users are re-routed
to alleviate congestion. In Case II, interestingly, tolls are also placed on some non-shortest paths in the optimal
configuration found by the bilevel MP algorithm.

III. MESSAGE-PASSING ALGORITHMS FOR FLOW CONTROL IN UNDIRECTED NETWORKS

In this section, we provide the details of the MP algorithm for flow control in undirected networks. In a simple
undirected graph G(V,E), nodes i and j can be connected by at most one edge (i, j), where the order of node i and j
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Figure S10. The effect of tolls on the fractional reduction in social cost. Random regular graphs of degree 3 and size N = 50
are considered. Each data point is the average of 10 different problem realizations. For each problem realization, we consider
5 different trials of bileve MP processes (with different random starting points), and recorded a few of the tolls during each
process; we then kept the toll configuration corresponding to the smallest social cost. In each experiment, three or five nodes
(dashed lines or dash-dotted lines) are randomly selected as the sources (origins), on which the users aim to route to a universal
destination.

Case I

Nash-eq without tolls(a) tolls(b) Nash-eq with tolls(c)

Case II

Nash-eq without tolls(d) tolls(e) Nash-eq with tolls(f)

Figure S11. Optimal tolls and network flows in the Sioux Falls network found by the bilevel MP algorithm. Note that the
underlying network is a directed graph (each undirected edge in the figures comprises two directed edges in both directions).
We set the central node as the destination node (marked as a green triangle), and randomly select 3 nodes as the source nodes
(marked as blue circles) in either case. In Case I (top), each source node has 4 users, while in Case II (bottom), each source
has 6 users. In (a)(c) and (d)(f), the network flow patterns in Nash (Wardrop) equilibrium are shown, where a non-zero flow
is marked as a blue edge (the edge width is proportional to the flow magnitude). In (b) and (e), the optimal tolls are shown,
where a non-zero toll is marked as a red edge (the edge width is proportional to the toll magnitude).

does not matter (in contrast, edges (i, j) and (j, i) are two different edges in a directed graph). In this case, edge (i, j)
can either transmit resources from node j to node i or from node i to node j. Denoting xij(=−xji) as the flow from
node j to node i; if xij < 0 (or xji = −xij > 0), the resources are being transmitted from node i to node j. We also
assume that the underlying graph does not have any leaf nodes, by recursively trimming leaf nodes and absorbing
their resources into neighboring nodes.
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A. MP For Lower-level Optimization

The equilibrium flow (in the lower-level optimization problem) is the minimizer of the problem

min
x

C(x) =
∑

(i,j)

1

2
rijx

2
ij , (S58)

s.t. Ri =Λi +
∑

j∈Ni

xij = 0, ∀i 6= D, (S59)

where the reference node D can be arbitrarily chosen.
The above optimization problem can be mapped onto its dual problem as

min
µ

Cdual(µ) =
∑

(i,j)

1

2rij
(µj − µi)

2 −
∑

i

Λiµi, (S60)

=:
1

2
µ

⊤Lµ−Λ
⊤
µ, (S61)

where µi is the Lagrange multiplier (or dual variable) associated with the flow conservation constraint Ri = 0, and L
is the Laplacian matrix with matrix element

Lij :=

(

∑

k∈Ni

1

rik

)

δij −
1

rij
. (S62)

The solution of the dual problem can be obtained by solving the system of linear equations Lµ∗ = Λ, and the

equilibrium flow x∗
ij is related to the optimal Lagrange multiplier µ

∗ through x∗
ij =

µ∗
j−µ∗

i

rij
. The drawback of such

an approach is that (i) solving the systems of linear equations usually needs a centralized solver; (ii) to compute
the response of the equilibrium flow to changes of the control parameters {rij} in bilevel optimization, one needs to
evaluate the pseudo-inverse of the Laplacian matrix per iteration, which can be very computationally demanding for
large networks. Instead, we proposed to use MP for computing the equilibrium flows and tackle the related bilevel
optimization problem, which is a scalable and efficient decentralized algorithm.

For the lower-level equilibrium flow problem in Eq. (S58), the MP algorithm amounts to computing the message
functions

Ci→j(xij) = min
{xki}|Ri=0

[

1

2
rijx

2
ij +

∑

k∈Ni\j

Ck→i(xki)

]

, (S63)

where the definition of the message function Ci→j(xij) differs from the one in Eq. (S9) in that it includes the
interaction term on edge (i, j), which yields a more concise update rule in this problem. Similar to routing games,
we approximate the message function by a quadratic form Ci→j(xij) = 1

2αi→j(xij − x̂i→j)
2 + const, such that the

local optimization in Eq. (S63) reduces to the computation of the real-number messages mi→j ∈ {αi→j , x̂i→j} by
passing the upstream messages {mk→i}k∈Ni\j . Here the message function Ci→j(xij) is always smooth. The messages
αi→j , x̂i→j are computed as [4, 16, 17]

αi→j =
1

∑

k∈Ni\j
α−1
k→i

+ rij , (S64)

x̂i→j =
Λi +

∑

k∈Ni\j
x̂k→i

1 + rij
∑

k∈Ni\j
α−1
k→i

. (S65)

1. The Reference Node D

Similar to the MP algorithm in routing games, there are two methods to deal with possible boundary conditions of
the reference node D:

• Method I: Since node D has no constraints on its adjacent flows, it will absorb all incoming flows resulting in
CD→j(xDj) = 0 and

αD→j = 0, x̂D→j = 0. (S66)
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In this treatment, the Lagrange multiplier of node D can be set to µD = 0 in the dual problem (as node D is
unconstrained), which corresponds to a grounded node in the electric network interpretation of the problem.

• Method II: Alternatively, one can set an explicit constraint on the flows {xDj} to the reference node D

RD := ΛD +
∑

j∈ND

xDj = 0, (S67)

where ΛD = −
∑

i6=D Λi. Then the messages from the reference node D are calculated in the same way as for
other nodes.

Similar to the routing games, Method II results in an MP algorithm with a faster convergence rate, but it may fail to
converge for some graphs while Method I can still provide valid solutions.

Method II is used in the experiments for undirected flow networks in the main text.

2. Computation of the Equilibrium Flows from Messages

Upon convergence of the messages, the equilibrium flow x∗
ij can be obtained by minimizing the edgewise full cost

Cfull
ij (xij) = Ci→j(xij) + Cj→i(xij)−

1
2rijx

2
ij , giving rise to

x∗
ij =

αj→ix̂j→i − αi→j x̂i→j

αi→j + αj→i − rij
. (S68)

3. Results of the MP Algorithm on Undirected Flow Networks

In Fig. S12, we demonstrate the performance of the MP algorithms in undirected flow networks. The MP algorithms
converge in different networks, including square lattices with many short loops. The iterations needed to obtained
a given precision seems to depend on the topologies of the networks, e.g., square lattices appear to converge slower
than random regular graphs. The method used to treat the boundary reference node D also impacts on the number
of iterations needed, where it is observed that in general Method II makes MP converge faster than Method I. We
conjecture that the influence of single-node boundary conditions in Eq. (S66) takes more iteration steps to diffuse
messages to the bulk of the network.

B. MP For Bilevel Optimization

The bilevel optimization problem on undirected networks aims to tune the flows of targeted edges T such that they
exceed or drop below certain limits, depending on the application. We consider the former case, where the goal is to

control the flows on T such that ρij(xij) =
|xij|−|x0

ij |

|x0

ij
|
− θ ≥ 0, ∀(i, j) ∈ T (with x0

ij being the flow before tuning). The

task in the upper-level is to minimize the objective

min
r

O(x∗(r)) =
∑

(i,j)∈T

Oij(x
∗
ij(r)) :=

∑

(i,j)∈T

−ρij(x
∗
ij(r))Θ

(

− ρij(x
∗
ij(r))

)

. (S69)

As mentioned in the main text, the impact of the variation of the control parameters rij on the upper-level objective
O is mediated through the messages mi→j ∈ {αi→j , x̂i→j} along the pathways from the targeted edges to edge (i, j).
For a targeted edge (p, q) ∈ T , the boundary conditions of the gradient with respect to the messages is given by
∂Opq

∂mp→q
=

∂Opq

∂x∗
pq

∂x∗
pq

∂mp→q
, where the components admit the following expressions

∂Opq

∂x∗
pq

= −Θ
(

− ρpq(x
∗
pq)
) sgn(x∗

pq)

|x0
pq|

, (S70)

∂x∗
pq

∂αp→q

=
−x̂p→q

αp→q + αq→p − rpq
−

−x∗
pq

αp→q + αq→p − rpq
, (S71)

∂x∗
pq

∂x̂p→q

=
−αp→q

αp→q + αq→p − rpq
. (S72)
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Figure S12. MP algorithm in undirected flow networks converges to the equilibrium flows x
∗. Random regular graphs (RRG)

of degree 3 are considered in (a)(b), while square lattices (size L×L) are considered in (c)(d). Method I in Sec. IIIA 1 is used
in (a)(c) to treat the reference node D, while Method II is used in (b)(d). In (b), each sweep comprises 40|E| local MP updates.

The gradient with respect to the control parameter rpq on the targeted edge (p, q) is computed as

∂Opq

∂rpq
=

∂Opq

∂x∗
pq

[

∂x∗
pq

∂rpq
+

∑

m∈{α,x̂}

(

∂x∗
pq

∂mp→q

∂mp→q

∂rpq
+

∂x∗
pq

∂mq→p

∂mq→p

∂rpq

)]

. (S73)

For a non-targeted edge (k, i) /∈ T , we need to first evaluate ∂O
∂mk→i

, which can be obtained by summing the gradients

on its downstream edges {i→ l|l ∈ Ni\k}, computed as

∂O

∂mk→i

=
∑

l∈Ni\k

∑

mi→l∈{αi→l,x̂i→l}

∂O

∂mi→l

∂mi→l

∂mk→i

=
∑

(p,q)∈T

∑

l∈Ni\k

∑

mi→l∈{αi→l,x̂i→l}

∂Opq

∂mi→l

∂mi→l

∂mk→i

. (S74)

where the gradient propagation of messages ∂mi→l

∂mk→i
admits the following forms

∂αi→l

∂αk→i

=
α−2
k→i

(
∑

n∈Ni\l
α−1
n→i

)2 , (S75)

∂αi→l

∂x̂k→i

= 0, (S76)

∂x̂i→l

∂αk→i

=
x̂i→lrilα

−2
k→i

1 + ril
∑

n∈Ni\l
α−1
n→i

, (S77)

∂x̂i→l

∂x̂k→i

=
1

1 + ril
∑

n∈Ni\l
α−1
n→i

. (S78)
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The resulting gradient w.r.t. to the control parameter rki (note that edge (k, i) /∈ T ) can be computed as

∂O

∂rki
=

∑

(p,q)∈T

∂Opq

∂rki
=

∑

(p,q)∈T

[

∂Opq

∂rk→i

+
∂Opq

∂ri→k

]

(S79)

∂Opq

∂rk→i

=
∑

m∈{α,x̂}

∂Opq

∂mk→i

∂mk→i

∂rki
, (S80)

where we have broken down the gradient as
∂Opq

∂rki
=

∂Opq

∂rk→i
+

∂Opq

∂ri→k
for programming convenience.

In Eqs. (S73) and (S80), the terms ∂mk→i

∂rki
are computed as

∂αk→i

∂rki
= 1, (S81)

∂x̂k→i

∂rki
= x̂k→i

−
∑

n∈Nk\i
α−1
n→k

1 + rki
∑

n∈Nk\i
α−1
n→k

, (S82)

which closes the equations for the gradient computations.
In this formalism, we keep track of the influence of the control parameter rij on a specific targeted edge (p, q) ∈ T in

the form of
∂Opq

∂rij
. The algorithmic complexity scales linearly with the number of targeted edges |T |. This is acceptable

as long as |T | is small. Further reducing the complexity (e.g., by considering the influence of the control parameter rij
on the overall objective function) is an interesting future research direction, which requires a more careful treatment
of the boundary condition of the gradients.

We also consider the constraints on the control parameters, being in the range rij ∈ [0.9, 1.1]. More complex
constraints can also be considered, e.g., by introducing a penalty function to the global objective, which will yield
additional terms in the message-passing equations.

The resulting bilevel MP algorithms for flow control is summarized in Algorithm 3.

C. The Global Optimization Approach

In this section, we provide details of the global optimization approach on undirected flow networks used in the

main text. As mentioned before, e.g., in Sec. III A, we have x∗
ij =

µ∗
j−µ∗

i

rij
, where µ

∗ = L(r)†Λ and L(r)† is the

pseudo-inverse of the Laplacian matrix L(r) defined in Eq. (S62). To compute the gradient ∂O
∂rij

, we need to evaluate

the response of µ∗ to the variation of the control parameters r, i.e.,

∂O

∂rij
=

∑

(p,q)∈T

∂O

∂x∗
pq

[

1

rpq

( ∂µ∗
q

∂rij
−

∂µ∗
p

∂rij

)

−
1

r2pq
(µ∗

q − µ∗
p)δ(i,j),(p,q)

]

. (S83)

Furthermore, it requires to compute ∂L(r)†

∂rij
for ∂µ∗

∂rij
. Assuming the underlying graph will not fragment into multiple

components when adapting r, L(r) has a constant rank, then we have [18]

∂L(r)†

∂rij
=− L† ∂L

∂rij
L† + L†(L†)⊤

(∂L⊤

∂rij

)

(I − LL†)

+ (I − L†L)
(∂L⊤

∂rij

)

(L†)⊤L†. (S84)

Using the property of the pseudo-inverse of the Laplacian L†L = LL† = I − 1
N
11

⊤ and ∂L
∂rij
· 1 = 0 (with 1 as the

all-one vector), we have

∂L(r)†

∂rij
= −L† ∂L

∂rij
L†, (S85)

which closes the equations for calculating the gradients.
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Algorithm 3: Message-passing algorithm for (undirected) flow control (bilevel, Method II to treat the
reference node D )

Input: Undirected network G(V,E) (pre-processed to remove dangling nodes), node parameters {Λi} defining the
resources, maximal number of iterations T , time interval tupdate_intv for performing gradient descent.

Initialize the messages {αi→j , x̂i→j} randomly.

Initialize the gradients {∂Opq/∂αi→j , ∂Opq/∂x̂i→j , ∂Opq/∂ri→j ,Opq/∂rpq} randomly.

Initialize the edge control parameters {rij}.

for t in 1 : T do

Randomly select a node i and one of its adjacent node j ∈ Ni.

Update the messages mi→j ∈ {αi→j , x̂i→j} as:

αi→j ←
1

∑
k∈Ni\j

α
−1

k→i

+ rij , x̂i→j ←
Λi+

∑
k∈Ni\j

x̂k→i

1+rij
∑

k∈Ni\j
α
−1

k→i

.

for (p, q) ∈ T do

if (i, j) = (p, q) or (j, i) = (p, q) then

/* (i, j) is a targeted edge */

Update the gradients ∂Opq/∂mp→q, ∂Opq/∂mq→p, ∂Opq/∂rpq as

∂Opq

∂mp→q
←

∂Opq

∂x∗
pq

∂x∗
pq

∂mp→q

∂Opq

∂mq→p
←

∂Opq

∂x∗
pq

∂x∗
pq

∂mq→p

∂Opq

∂rpq
←

∂Opq

∂x∗
pq

[

∂x∗
pq

∂rpq
+

∑

m∈{α,x̂}

(

∂x∗
pq

∂mp→q

∂mp→q

∂rpq
+

∂x∗
pq

∂mq→p

∂mq→p

∂rpq

)]

else

/* (i, j) is a non-targeted edge */

Update the gradients ∂Opq/∂mi→j , ∂Opq/∂rij ,∀(p, q) ∈ T as

∂Opq

∂mi→j
←

∑

l∈Nj\i

∑

mj→l∈{αj→l,x̂j→l}
∂Opq

∂mj→l

∂mj→l

∂mi→j
,

∂Opq

∂ri→j
←

∑

mi→j∈{αi→j ,x̂i→j}
∂Opq

∂mi→j

∂mi→j

∂rij
.

end

end

if tmod tupdate_intv = 0 then
∂O
∂rij
← 0. /* To compute the full gradient: */

for (p, q) ∈ T do

if (i, j) = (p, q) or (j, i) = (p, q) then

∂O
∂rij
← ∂O

∂rij
+

∂Opq

∂rpq
.

else

∂O
∂rij
← ∂O

∂rij
+

∂Opq

∂ri→j
+

∂Opq

∂rj→i
.

end

end

rij ← rij − s ∂O
∂rij

/* Update the control parameter with step size s. */

rij ← min(max(rij , rmin), rmax) /* To respect the box constraints of the control parameters. */

end

if messages converge then
Exit the for loop.

end

end

For each edge e, compute the equilibrium flow as x∗
ij =

αj→ix̂j→i−αi→j x̂i→j

αi→j+αj→i−rij
.

Output: Convergence status, equilibrium flows {x∗
ij} and optimal control parameters {rij}
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