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Thesis Summary

Breathing Rate (BR), which is an important indicator of deterioration, has been widely
neglected in hospital settings due to the requirement of invasive procedures and skilled
nurses for it to be measured. However, BR can be estimated using non-invasive tech-
niques from Electrocardiograms (ECG), Photoplethysmograms (PPG) and Seismocardio-
grams (SCG) recordings. Nonetheless, the current state of the art non-invasive BR estima-
tion methods have not been broadly evaluated, especially using real data from hospitalised
patients, thus are still inaccurate and unreliable in real settings.

Another critical deterioration indicator, especially on paediatric and neonatal wards, is
the Work-of-Breathing (WOB). The WOB indicator provides information about the e�ort
expended by a patient while breathing, however its evaluation is largely subjective and
until now it has only be assessed by skilled nurses. Regardless of the clinical signi�cance
of the WOB, its evaluation from ECG signals has received scant attention in the research
literature.

This thesis presents investigations of the standard BR estimation methods in order to
develop the theory and implementation know-how around BR extraction from ECG and
SCG signals and address the limitations of the current methods with a view to bene�t
continuous patient monitoring and triage. Advanced signal processing techniques such as
Empirical Mode Decomposition (EMD) have been exploited and enhanced, leading to a
novel �lter-based EMD algorithm for continuous BR monitoring which does not require the
identi�cation of ECG features.

In the �nal part of the thesis the WOB estimation from real ECG signals is explored.
A measure based on the R-to-S (RS) amplitude variability due to respiration in the ECG
signal was developed in this thesis and it was found for the �rst time that there is a positive
monotonic relationship between the RS variability and the WOB.

All developed methods in this thesis are tested on real children data obtained from
Birmingham's Children Hospital. The proposed BR methods in addition to the WOB mea-
sure demonstrated good estimation of their corresponding physical indicators on this real
data.

Keywords: Electrocardiogram, Seismocardiogram, patient monitoring, respiration,
signal processing
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Chapter 1

Introduction

1.1 Overview of the Research Problem

Statistics show that 24% of hospital admissions in children are due to the di�culty

in breathing (Stewart et al., 1998). Failure to identify the level of illness severity can

lead to a number of deaths in children (Pearson, 2008). Moreover, continuous vital

sign monitoring is usually neglected in a hospital environment, due to time constraint

reasons and lack of reliable measurements (Thompson et al., 2008). All of the triage

and warning systems for children, reported by S. Fleming (2010), recommend the

measure of breathing rate (BR). The BR plays a key role in patient monitoring as it

describes the air in and out of lungs, which can be an indicator of deterioration as

the body attempts to maintain oxygen delivery to the tissues (Kelly, 2018). Partic-

ularly, it can be used in children triage as a prediction tool of pneumonia (Margolis

& Gadomski, 1998) or an indicator of bacterial infections (National Collaborating

Centre for Women's and Children's Health (UK), 2013).

There are a number of published methods which investigate non-invasive tech-

niques for BR estimation, incorporating the Electrocardiogram (ECG), the Pho-

toplethysmogram (PPG) (Charlton et al., 2016) and the Seismocardiogram (SCG)
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(Zakeri et al., 2016). However, it has been reported that these algorithms have not

been broadly assessed, especially using hospitalised children recordings (Charlton,

2017). This means that these approaches are still not tested in real world situa-

tions where the monitored recordings are subjected to signi�cant noise e�ects due

to sensor imperfections, patient movements and imperfect sensor-patient contacts.

In a hospital environment, there is usually a signi�cant signal processing challenge

in extracting such correlated physiological state parameters, such as the BR, reli-

ably for all patient types. Therefore, this thesis will research and develop the theory

and implementation know-how of modern techniques for BR estimation derived from

hospital recordings based on ECG and SCG signals. To address the limitations of

current existing methods for extracting the BR, this thesis will investigate the ex-

ploitation of development of advanced signal processing techniques. In particular, the

Empirical Mode Decomposition (EMD) and the Independent Component Analysis

(ICA) techniques will be investigated and exploited.

However, the ECG signal also re�ects other physiological states, not just the

BR. Another key parameter used by nurses and clinicians in hospital environment,

especially on paediatric and neonatal wards, is the respiratory e�ort, also known

as respiratory distress, or Work-of-Breathing (WOB); a largely subjective measure

assessed by skilled nurses on the e�ort expended by a patient during breathing

(Ahrens, 1993; Cohen & Schwartz, 2013). Although electrical and optical sensors

can be designed to detect muscle movement, in a hospital setting it is essential

to minimise the number of di�erent types of sensor worn by a patient. Therefore

extracting measures of WOB from ECG signals that are already being recorded would

be very advantageous if it could be performed reliably and trustworthy. Despite its

clinical importance, there remains a paucity of evidence on extracting the WOB from
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ECG signals. This work will generate fresh insight into developing a WOB measure

from the ECG signal by analysing the R-peak variability.

1.2 Thesis Objectives and Contributions

This thesis aims to design a BR monitoring and data fusion system to be used

in hospitalised children using ECG and SCG signals in order to improve continuous

patient monitoring. Moreover this is the �rst study to undertake a statistical analysis

of the R-peak variability of the ECG signal in order to develop a measure of WOB,

which can be later integrated into the ECG/SCG sensors.

The key to these problems is to bring together and apply certain ideas that

already exist in classical signal processing and statistics. In support of this aim the

main contribution of this thesis to biomedical signal processing include:

1. The development of a novel QRS complex detection algorithm for

all patient types. A novel QRS patient-speci�c detection algorithm was de-

signed based on the local signal energy using Empirical Mode Decomposition.

The designed algorithm employs an adaptive threshold over a sliding window

combined with a gradient-based and refractory period checks. This algorithm

was found to provide superior performance compared to existing QRS detec-

tors when tested on adult and children ECG signals (Kozia, Herzallah, & Lowe,

2018a, 2018b, 2018c).

2. Novel BR estimation algorithms for ECG data. A novel BR estimation

method based on the Empirical Mode Decomposition and a chain of �lters

was designed which incorporates the age and heart rate levels of the child.

This method was found to provide a similar performance compared to existing
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BR estimation methods using data from hospitalised children. Moreover this

thesis extended the current BR estimation methods in order to improve the

BR estimation accuracy using children ECG recordings (Kozia et al., 2018b,

2018c).

3. Novel BR estimation algorithms for SCG data. A novel approach which

analyses the amplitude modulations, induced by respiration, in the SCG signal

was developed in order to estimate the BR from SCG recordings. Moreover, a

novel �lter-based method which decomposes the SCG signal using the Empir-

ical Mode Decomposition and identi�es the respiration component based on a

spectral analysis was designed.

4. Enhanced and new data fusion method for improving BR estimation.

A novel data-oriented fusion method was developed were the BR of one minute

window is acquired by averaging BR estimates over 10 sec windows. Addition-

ally, an enhanced fusion technique based on Orphanidou, Fleming, Shah, and

Tarassenko (2013) was designed. It uses an Autoregressive (AR) model for the

spectral analysis of the respiration signal. The novelty of the proposed tech-

nique is that the model order is decided based on the Partial Autocorrelation

Function (PACF) of the respiration signal.

5. A novel WOB measure from the ECG. A novel WOB measure was cre-

ated which explores the R-peak variability in the ECG signal over respiratory

cycles in order to evaluate the respiratory distress. The measure was applied on

hospitalised children ECG signals and achieved a good classi�cation accuracy

of patients being at di�erent levels of respiratory distress.
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1.3 Thesis Outline

This thesis is structured as follows:

Chapter 2: Literature Review. This chapter presents the clinical back-

ground and highlights the importance of the research area. The signi�cance

and connection of R-peak detection, BR estimation and respiratory distress

are also discussed. A survey of the current BR estimation algorithms is also

provided. This chapter further surveys the present respiration distress estima-

tion methods.

Chapter 3: Breathing Rate Estimation: Methodology and Approa-

ches. In this chapter a systematic review of the current BR algorithms is

presented, applied on synthetic ECG signals.

Chapter 4: QRS Complex Detection. In this chapter we discuss the two

basic QRS complex detection algorithms. Moreover, a novel QRS detection

algorithm is presented and compared with the aforementioned detectors. The

algorithms are veri�ed by applying them to a well-known ECG database, widely

used in R-peak detection. Moreover, the proposed detector is applied for the

�rst time on children and infant ECG recordings.

Chapter 5: Breathing Rate Estimation from Real Data. This chapter

constitutes one of the central parts of this thesis. It concerns the exploitation

of the BR estimation algorithms on real signals, such as the ECG and EMG,

which belong to hospitalised children. Moreover, a novel method for BR estima-

tion from the ECG signal is presented. The developed methods are evaluated

using quantitative analysis measures. Furthermore, to obtain a single measure
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of BR from multiple estimators, it is necessary to use data and method fu-

sion techniques. This chapter explores fusion approaches to determine which is

suitable for improving the estimation accuracy. The results obtained are statis-

tically analysed and compared with the results obtained from each individual

method.

Chapter 6: Breathing Rate Estimation from Seismocardiograms. This

chapter �rst reviews current state of the art methods used in the BR estimation

from SCG signals. Moreover, two novel methods based on the amplitude varia-

tions and the oscillatory modes of the SCG signals are discussed and evaluated

in this chapter. Furthermore, data and method fusion techniques are applied

on the extracted respiration signals and the performance is evaluated.

Chapter 7: Respiratory Distress Estimation. The evaluation of respi-

ratory distress as Work-of-Breathing (WOB) using the amplitude variations

in the ECG signal of sick children is introduced in this chapter. Moreover, a

classi�cation of the patients is attempted based on the estimated WOB and

compared with the reference WOB levels.

Chapter 8: Conclusion and Future Considerations. This chapter presents

a summary of the contributions of this thesis and the obtained results. In ad-

dition, suggestions for future research are given and discussed.

Appendix A: Results related to Capnobase dataset. This appendix

provides the reference BRs for all Capnobase recordings used, along with the

estimated BRs from all the proposed methods discussed in Chapter 5.

Appendix B: Results related to BCH ECG database. This appendix

provides the reference BRs for all BCH ECG recordings used, along with the
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estimated BRs from all the proposed methods discussed in Chapter 5.

Appendix C: Results related to BCH EMG database. This appendix

provides the reference BRs for all BCH EMG recordings used, along with the

estimated BRs from all the proposed methods discussed in Chapter 5.

Appendix D: Generation of a synthetic ECG signal. This appendix

explains how a synthetic ECG signal is created.

Appendix E: Additional information related to Chapter 3. This ap-

pendix provides information on the theoretical background of the PCA method

used in Chapter 3.

Appendix F: Additional information related to Chapter 7. This ap-

pendix provides information about the reference WOB data from the BCH and

also discusses an algorithm used in Chapter 7.
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Chapter 2

Literature Review

In this chapter the clinical background and the importance of the research area is

presented. The signi�cance and contribution of R-peak detection in BR estimation

and respiratory distress evaluation is also reported. Therefore a survey of the current

QRS complex detection algorithms is presented. Moreover, an overview of the state-

of-the-art BR estimation methods is also discussed in detail. Finally, this chapter

further investigates the present respiration distress evaluation methods. The current

methods focus muscle activity related recordings and the respiratory distress has

never been extracted from the ECG.

2.1 Clinical Background

There are two primary aims of this thesis: 1) To investigate the development of a

BR monitoring and data fusion system that combines ECG and SCG signals in or-

der to improve continuous respiration monitoring in a hospital setting and 2) To

ascertain the correlation of the ECG signal with the respiratory distress by conduct-

ing a statistical analysis of the R-peak variability in order to develop a measure of
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WOB. Initial focus was given on BR estimation. The latter is very di�cult, espe-

cially in paediatrics, and it is not used routinely due to algorithms being unreliable

and due to distress caused by cumbersome devices. The complexity of BR estimation

results also from the presence of muscle activities as high frequency components in

the ECG signal. The latter are usually �ltered out from the ECG signals. More-

over, the importance of vital sign monitoring will be discussed with focus on the

respiratory distress which is expressed by the Work-of-Breathing (WOB). Current

literature explores respiratory distress in photoplethysmographic signals. However

an ECG-derived measure for the WOB has not been investigated. Before describing

the methods suggested in the literature for BR extraction and WOB evaluation, it

is important to highlight the signi�cance of the research area.

2.1.1 Importance of Vital Sign Monitoring

Breathing Rate (BR) is a crucial vital sign that describes the number of movements

indicative of inspiration and expiration per unit time, or in other words it describes

the speed that the air goes into and is expelled from the lungs. Abnormalities in BR

can be an indicator of deterioration as the body attempts to maintain oxygen delivery

to the tissues (Kelly, 2018). A study, investigating early signs of deterioration, has

shown that patients in a critical status could have been identi�ed as high risk up

to 24 hours previously, indicating that lack of vital signs monitoring can result in

poor outcomes for patients (Cretikos et al., 2008). It has also been recommended

that all the vital signs should be recorded as soon as a patient has been admitted

to the hospital (National Institute for Health and Care Excellence (NICE), 2007).

Furthermore an updated version on the National Early Warning Score (NEWS2) has

been published recently which indicates that BR is of high interest in patient status
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monitoring (Royal College of Physicians, 2017). NEWS2 is a simple scoring system

based on six vital signs, where a score is allocated to each sign and an overall score

is then produced (Kelly, 2018).

Much of the literature since the mid-1990s emphasises the importance of the

respiration signal and especially its derivative, the BR. However, it has been demon-

strated that BR is often neglected due to patient's acuity, lack of time, inadequate

nursing skills and cumbersome wearable sensors (Cretikos et al., 2008; Elliott, 2016;

Mlgaard, Larsen, & Håkonsen, 2016). Traditionally the BR is extracted by measuring

body volume changes around the thorax over a period of time, which is proven inad-

equate and time-consuming especially in case of emergency (Cretikos et al., 2008).

Moreover, counting chest movements cannot be carried out continuously by nurses or

clinicians and it is carried out unaccuretely in paediatrics where patients (children)

are hyperkinetic. In addition, most of the electronic methods for BR monitoring

require the use of cumbersome devices, such as chest bands for inductance plethys-

mograpgy, which cause patients to feel discomfort during the recording (Charlton,

2017; Nayan, Risman, & Jaafar, 2015).

A study conducted in hospitals in 1993 indicated that a BR greater than 27

breaths per minute (bpm) is the most important indicator that can predict failure of

the heart to contract e�ectively (Fieselmann, Hendryx, Helms, & Wake�eld, 1993).

Moreover, the necessity of BR was investigated in another study and it was claimed

that 21% of hospitalised patients with a BR of 25-29 bpm assessed by a critical

care outreach service die in hospital (Goldhill, McNarry, Mandersloot, & McGinley,

2005). An increase of the rate of mortality has been also reported for patients with

higher BR (Goldhill et al., 2005). It has been demonstrated that just over half of

the unhealthy subjects su�ering a serious event on the hospital wards have a BR
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greater than 24 bpm and these subjects could have been identi�ed as high risk up to

24 hours before the event (Goldhill et al., 2005). Furthermore, it has been reported

that BR is a better patient status indicator because of its relative greater changes

compared to heart rate or blood pressure (Cretikos et al., 2008).

In 2000, it has been highlighted that the diagnostic accuracy of the ECG sig-

nal can be improved by removing modulation e�ects induced by respiration, hence

respiration monitoring could be used in improving diagnostic and ECG applications

(Forbes & Helfenbein, 2000). Previous research has established that respiration can

be used as a screening tool outside the hospital setting of sleep-disorder breathing, a

set of dysfunctions characterised by abnormalities of breathing pattern or the quan-

tity of ventilation during sleep (Babaeizadeh, Zhou, Pittman, & White, 2011). There

are relatively few studies that focus on how BR could be applied to signal gating but,

it has been shown that a removal or adjustment of the respiratory motion e�ects of

the thoracic organs could be achieved. Both respiration and ECG are used for image

gating in MRI, CT and PET/SPECT nuclear imaging (Ehman, McNamara, Pallack,

Hricak, & Higgins, 1984; E. Helfenbein, Firoozabadi, Chien, Carlson, & Babaeizadeh,

2014).

Evaluation of the respiratory function of a subject can be performed using a range

of methods for patients who are mechanically ventilated and also for patients who

breath spontaneously (Cohen & Schwartz, 2013). Monitoring the respiratory function

can be helpful for optimising the mechanical ventilation process in a clinical setting,

regulating the amount of ventilation needed, indicating weaning from ventilation

and to which extent, and also de�ning a suitable ventilation support. Assessment of

respiratory distress has a pivotal role in Intensive Care Unit (ICU) as a technique

for pulmonary mechanical function appraisement. A number of techniques have been
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proposed for the respiratory e�ort evaluation (Addison, 2016b) such as the WOB

(Pandit, Courtney, Pyon, Saslow, & Habib, 2001) and pulse transit times (Contal et

al., 2013).

The signi�cance of respiratory distress monitoring can be also shown by a study

conducted in 2014 on behalf of the National Children's Bureau and the British

Association for Child and Adolescent Public Health (Royal College of Paediatrics

and Child Death (RCPCD), 2014). The study shows that 32% of deaths in childhood

are caused by respiratory and circulatory issues. The considered age groups are given

in Table 2.1. The statistics point out that the investigation of paediatric ECG and

respiration is signi�cant as many diseases are highly connected with the respiratory

system. In 2017, a statistical survey from the Department of Education demonstrated

that 2,444 of the 3,575 child deaths reviewed occurred in an acute hospital, a fact

that enhances the need for a step in the right direction, for a reliable vital sign

extraction, such as the BR and WOB, in a hospital environment (Department of

Education, 2017).

Deaths by age group
Age Deaths due to respiration and circulation issues

1-4 years old 17%
5-14 years old 15%

Table 2.1: Deaths by age group due to respiration and circulation issues in the UK,
2010, as percentage of total (Royal College of Paediatrics and Child Death (RCPCD),
2014).

2.2 QRS Complex Detection

The QRS complex is of high interest in computer-based ECG analysis as it is the most

distinguishable feature of the heart signal and embodies valuable information which
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can be used in Heart Rate Variability (HRV) (Malik et al., 1996) and BR estimation

(Moody, Mark, Zoccola, & Mantero, 1985). Signal contamination from various types

of noise and the variability of QRS morphology make the detection of the latter

more complex. Moreover, the di�culty in di�erentiating the R-peaks from large P-

or T-peaks is another factor that complicates the QRS complex identi�cation (Pan

& Tompkins, 1985). Thereupon, for the last forty years a large body of literature

has investigated the QRS detection problem. Several methods have been proposed

ranging from derivative-based (Pan & Tompkins, 1985; Hamilton & Tompkins, 1986)

to neural networks and machine learning methods (Maglaveras, Stamkopoulos, Dia-

mantaras, Pappas, & Strintzis, 1998; Kohler, Hennig, & Orglmeister, 2002; Xiang,

Lin, & Meng, 2018). For the purpose of this thesis, three di�erent approaches have

been studied. Derived based methods which use digital �lters are �rstly studied and

presented. Then, methods based on the Hilbert transform of the signal were investi-

gated. Finally methods which analyse the signal in di�erent frequency bands using

Empirical Mode Decomposition are discussed. A more detailed account of them is

given in the following sections.

2.2.1 Importance of the QRS Complex

The ECG is routinely used to monitor heart activities for anomalous behaviour such

as tachycardia, bradycardia, atrial �utter and atrial �brillation and even seizures. In

a hospital environment it is used as a vital signs measure where, in addition to coarse

time-grained information such as heart rate, it can be used to extract information

that an expert diagnostician can exploit to asses the physiological status of a patient

and their progress of recovery from trauma. All the heart information is hidden in

the morphology of the ECG signal and especially in the QRS complex. The basic
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Figure 2.1: Normal QRS complex: The �gure also depicts the other ECG components,
such as P and T waves.

pattern of a normal ECG, as shown in Figure 2.1, consists of the QRS complex and

the P and T waves (Malmivuo & Plonsey, 1995). The QRS complex is the most

important among them because it corresponds to the depolarization of the right

and left ventricles of the heart (Malmivuo & Plonsey, 1995). Moreover, in the last

decades, it has been the research core in computerised ECG signal analysis due to

its speci�c shape and heterogeneity.

The morphology and duration of a QRS complex has been reported as an impor-

tant prognostic sign in a hospital ward, especially in patients su�ering from a heart

disease (Brenyo & Zar¦ba, 2011). To determine the e�ects of QRS duration in pa-

tients with myocardial ischaemia, Schinkel et al. (2009) used a large cohort of 1,227

patients where a multivariate analysis was conducted (Schinkel et al., 2009). This

study showed that QRS duration ≥ 120 ms is signi�cantly correlated to the 4.8% of

cardiac deaths in the patient group under research. Moreover, in a study investigat-

ing the QRS complex signi�cance, it has been argued that increased mortality was

associated with QRS prolongation (Elhendy, Hammill, Mahoney, & Pellikka, 2005).

Overall, there seems to be some evidence to indicate that abnormalities in QRS mor-
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phology and duration can diagnose individuals with undetected heart diseases and

an increased mortality risk (Brenyo & Zar¦ba, 2011).

Furthermore, the shape of the QRS complex recommends the use of the R-peak

as a �ducial point for the identi�cation of other ECG components, such as the Q-

and T-peaks. In brief, studies have investigated the Q, S, T wave and QRS onset/o�-

set detection after successful extraction of the R-peaks based on the derivative and

Hilbert transform of the signal (Mukhopadhyay, Mitra, & Mitra, 2011). The QRS

complex is the most important among the ECG components. However, critical in-

formation exist not only in the QRS complex, but it can also be embodied in the

morphology and the timing of the rest of the ECG signal. For example, the T wave,

which represents the repolarization of the ventricles, is generally upright, therefore

inverted T waves can be a sign of myocardial ischaemia (Dodd, Elm, & Smith, 2016).

The ST segment represents the interval between ventricular depolarization and re-

polarization. Abnormalities in the ST segment, such as elevation or depression of the

latter, could be caused by myocardial ischaemia or infraction (Vogel et al., 2019).

Further, abnormalities in the QT interval are signi�cantly associated with ventric-

ular arrhythmias and sudden cardiac death (Rezu³, Moga, Ouatu, & Floria, 2015).

Further, the QT interval can be used as an indicator of Obstructive Sleep Apnea

(Baumert et al., 2008) and Chronic Obstructive Pulmonary Disease (Sievi et al.,

2014). Hence the signi�cance of accurate R-peak detection is evident as a tool for

robust identi�cation of the aforementioned ECG components.

There is a large volume of published studies describing the role of the QRS

complex in HRV and BR estimation (Moody et al., 1985; Malik et al., 1996; Berntson

et al., 1997; E. D. Helfenbein & Forbes, 2007; E. Helfenbein et al., 2014; Tayel &

AlSaba, 2015; Charlton et al., 2016). For the evaluation of the HRV a sequence of
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heart beats, i.e. R-R intervals, is processed in the frequency domain in order to get

information on the activity of the autonomic nervous system. Thus, it is evident that

the more accurate the R-peak detection, the more informative the analysis of the

HRV. Furthermore, most of the BR estimation methods investigate the amplitude

and frequency modulations of the R-peaks induced by respiration in order to extract

the respiration signal. To conclude, the QRS complex is an important component in

computerised ECG-analysis, especially for the continuous monitoring of vital signs

such as the HR and BR. Hence, investigating a QRS complex detector, which is

reliable and robust, is a continuing concern in biomedical signal processing. A more

detailed account of the most common QRS detectors is given in the following sections.

2.2.2 Single-lead First-derivative-based Methods

Research in the QRS detection has shown that the slope information of the signal

can be used to detect the R-peaks (Ahlstrom & Tompkins, 1983). Slope information

is obtained by computing the �rst derivative of the signal, which represents the

rate of amplitude change in time. The importance of the �rst derivative can be

explained by the fact that the location of maximum in a peak-type signal, such as

the ECG, can be estimated by �nding the location of zero-crossings in the derivative.

Moreover, methods based on the derivative of the signal were also used in ECG

signal segmentation, i.e. identi�cation of the rest of the ECG components, such as

the QT segment (Gupta, Mitra, Mondal, & Bhowmick, 2011; Mukhopadhyay et al.,

2011). However, approaches of this kind carry various well known limitations. The

signal derivative can amplify high frequency noisy components, which will a�ect

the detection accuracy. Furthermore, it has been observed that the abnormal QRS

complexes tend to have low R-peak slopes, a�ecting the accuracy of detection because

C. Kozia, PhD Thesis, Aston University, 2020 30



these peaks are not identi�ed due to their long durations and large amplitudes.

Several lines of evidence suggest that in order to address the limitations of

�rst-derivative-based QRS detectors, additional QRS complex features should be

extracted, such as width, amplitude and energy (Pan & Tompkins, 1985; Hamilton

& Tompkins, 1986; Arzeno, Deng, & Poon, 2008). In previous studies the R-peak

detection is based on other QRS complex features and not only slope information.

It has been observed that these algorithms include two basic stages: pre-processing

and decision (Pahlm & Sörnmo, 1984). Figure 2.2 shows the work-�ow of these algo-

rithms. In the pre-processing stage the ECG signal is �ltered in order to remove noise

caused by electrodes during the recording process, chest movements, and baseline

wander (Friesen et al., 1990). In addition, the signal is processed in a way to amplify

the R-peak slope and width. In the decision stage, the candidate peaks are located

by using thresholds and the �nal decision of real R-peaks is based on some criteria.

In this direction Pan and Tompkins (1985) developed a real-time algorithm for QRS

complex detection based on the slope, width, and amplitude information of the signal

under study (Pan & Tompkins, 1985). The so-called Pan-Tompkins algorithm was a

breakthrough in QRS detection and until today it is the most cited paper related to

R-peak identi�cation (Álvarez, Penín, & Sobrino, 2013).

Pre-processing 
stage

Decision 
stage

Raw ECG 
signal

Estimated 
R-peak 

positions

Figure 2.2: QRS detection algorithms work-�ow

During the pre-processing stage, the signal is prepared for future use. Initially,
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the signal should be smoothed using digital linear �lters. For this purpose, the design

of a band-pass �lter is attempted using a cascade of a high- and low-pass �lter. As

soon as the signal is passed through the high-pass �lter, frequencies above 5 Hz

are preserved and as the signal is passed through the low-pass �lter, frequencies

below 12 Hz are maintained. The low-pass �lter facilitates the noise removal and

the high-pass weakens the low-frequency components such as P- and T-peaks, and

baseline wander. Consequently, in order to derive the slope information of the signal,

the �rst derivative of the latter must be computed, using a �ve-point derivative. At

this instant, the higher frequencies of the signal need to be ampli�ed using a non-

linear transformation. A squaring function is used to amplify the ECG frequency

components instead of low frequency components, such as noise. The last step of the

pre-processing stage is the signal width information acquisition. In order to achieve

this, a moving-window integration is used. The width of the window corresponds

to the QRS complex duration (150 ms), which though varies from individual to

individual.

As soon as the pre-processing stage is completed, the signal is ready to be further

analysed in order to extract the R-peaks. The �rst step of the decision stage is a peak

detection approach based on the amplitude of the �ltered ECG signal. The latter is

divided into blocks of 200 ms, since from a physiological point of view no R-peak

can occur in less than 200 ms distance (heart refractory period) (Pan & Tompkins,

1985). Then, the peaks should be classi�ed as signal or noise by thresholding both the

�ltered ECG and the sequence obtained after the moving-window integration. The

fact that thresholds are applied to both sequences increases the algorithm reliability.

The threshold estimation relies on a learning step, where an initial threshold is

decided and afterwards the threshold is updated. Thus the latter is patient-speci�c,
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and needs to be experimentally determined. The same procedure is followed for the

integration sequence. If a peak is above the threshold in both signals, i.e. time domain

and moving-window integration signals, it is considered to be a real R-peak.

In 1986, another algorithm was suggested as an improvement of the Pan and

Tompkins (1985) algorithm, which has a slightly better performance (Hamilton &

Tompkins, 1986). The pre-processing stage remains the same with small changes.

For the derivative, a three-point scheme is used instead of �ve- point and the width

of integration window is slightly bigger (160 ms). The idea behind the decision stage

is almost the same with Pan and Tompkins (1985). The di�erence lies in how the

thresholds are established, as Hamilton and Tompkins (1986) use di�erent estimators

such as median, mean and an iterative estimator. The authors report that the best

results were obtained using the median in order to estimate the signal and noise

peak levels. Moreover, in order to avoid multiple peak detection due to ripples in

the moving-window integrated sequence, the authors established a criterion based

on the amplitude of the peaks.

In both algorithms the initial threshold decision is not speci�ed and thus should

be further investigated. One main characteristic of Pan and Tompkins (1985) and

Hamilton and Tompkins (1986) is that both studies attempts real time QRS detec-

tion; a fact that increases the detection error. What follows is an account of methods

that attempt to increase the accuracy instead of computation speed.

2.2.3 Hilbert Transform-based Methods

During the last two decades, a considerable amount of literature has been pub-

lished on QRS detection using methods that maximise the detection accuracy over

computation speed. A Hilbert transform based method, proposed by D. S. Benitez,
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Gaydecki, Zaidi, and Fitzpatrick (2000); D. Benitez, Gaydecki, Zaidi, and Fitzpatrick

(2001), which has drawn the academic attention in the last two decades is related to

the methods mentioned in the previous section (Pan & Tompkins, 1985; Hamilton

& Tompkins, 1986). The algorithm consists of two stages as before, pre-processing

and decision. The pre-processing stage is slightly similar to the Pan and Tompkins

(1985) and Hamilton and Tompkins (1986) algorithms. During this stage, the signal

should be distinguished from noise, motion and muscle artifacts. For this purpose,

previous approaches use a cascade of low- and high-pass �lters with a frequency

range of 5-12 Hz, whereas D. S. Benitez et al. (2000); D. Benitez et al. (2001) use a

band-pass �lter which allows frequencies between 8-20 Hz. The next step calculates

the �rst derivative of the signal using a central-di�erence formula in order to ob-

tain the slope information of the ECG signal. Instead of squaring and averaging the

output of the derivative, a Hilbert transform is applied on the latter. The main ad-

vantage of the Hilbert transform is that the peaks in the Hilbert sequence represent

the zero-crossings of the derivative, e.g. R-peaks in the original ECG signal.

During the decision stage, a primary threshold, which is not patient-speci�c, is

calculated based on the root mean square (RMS) of the Hilbert transform sequence.

In fact, the RMS is squaring and averaging the signal, one more similarity with Pan

and Tompkins (1985) and Hamilton and Tompkins (1986). As soon as the primary

threshold is de�ned, the peaks are classi�ed as candidate peaks if they exceed this

threshold. In order to extract the real R-peaks, a time threshold based on the refrac-

tory period of the heart (200 ms) is applied between adjacent candidate peaks and

the �nal decision is made based on the maximum amplitude.

A large and growing body of literature has further investigated the use of the

Hilbert transform in QRS detection. Arzeno et al. (2008) analysed the Hilbert trans-
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form based method and proposed ways to improve performance by applying sec-

ondary thresholds. Another application of the Hilbert transform using Empirical

Mode Decomposition has been pointed out by (Yang & Tang, 2008). S- and T-

peak extraction (Mukhopadhyay et al., 2011) and, heart rate detection (Prasad &

Varadarajan, 2013) are additional applications of the Hilbert transform in computer-

based ECG analysis.

2.2.4 Empirical Mode Decomposition-based Methods

The Hilbert-Huang Transform (HHT) has been an object of research since the late

1990s. Since it was �rst reported by Huang et al. (1998), the HHT has been attracting

a lot of interest within the �eld of data-analysis because it can treat non-linear and

non-stationary data while traditional data-analysis methods need linear and station-

ary assumptions. The HHT consists of two steps: Empirical Mode Decomposition

(EMD) and Hilbert Spectral Analysis (HSA). The latter demands the computation

of the instantaneous frequency (Huang et al., 1998) which is useful for narrow-band

signals and requires the calculation of the analytic signal. Thus, EMD decomposes

the signal into a series of narrow-band signals, which are called Intrinsic Mode Func-

tions (IMFs), and ful�l special conditions. The key advantage of the HHT is that it

is a data-driven analysis method. Thus, it is adaptive and o�ers physical information

of data.

To date, several studies have considered the use of HHT in ECG signal processing

(Nimunkar, Amit J & Tompkins, 2007; Karagiannis & Constantinou, 2009). The

ECG represents the electrical activity of the heart. The latter has its own oscillator

which is modulated by signals from the brain at every heart beat. Therefore, since the

process changes with time, i.e. the way that the heart signal changes at each heart
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beat, then it is considered as a non-stationary signal. Consequently, EMD can be

applied in computer-based ECG analysis. For example, a contaminated ECG signal

can be denoised and then reconstructed by identifying the IMFs after applying EMD

(Lu, Yan, & Yam, 2009).

A number of studies have postulated the use of HHT in R-peak detection (Yang

& Tang, 2008; Arafat & Hasan, 2009; Zhu, Zhao, & Chen, 2010; Taouli & Bereksi-

Reguig, 2011; H. Li, Wang, Chen, & Li, 2014). Most of the proposed algorithms

consist of a pre-processing stage before applying EMD and a decision stage based on

thresholds. Yang and Tang (2008) suggested a detection algorithm based on the HHT

and Wavelet transform. The ECG signal is �rst denoised using a Wavelet transform.

After the signal is �ltered, it becomes ready to be decomposed into a set of narrow-

band signals, called IMFs. The IMFs can have a variable amplitude and frequency as

a function of time. The higher IMFs include the fast oscillations of the signal. Thus,

the QRS complex, whose frequency is high about 3-40 Hz (Malmivuo & Plonsey,

1995), corresponds to the �rst three IMFs. Consequently, the signal is reconstructed

by summing these �rst three IMFs. Once the signal is reconstructed, a di�erent

threshold levels method is adopted. In particular, the algorithm calculates a sequence

B as follows: Bi = 2·(xi−xi−4)+xi−1−xi−3, where x is the reconstructed signal, and

i = 1, . . . , N , where N is the total number of samples. Then, the maximum value of

B is identi�ed and the �rst threshold Y 1 is calculated as follows: Y 1 = 0.7 ·max(B).

The next step locates in x the values that exceed threshold Y 1. For each value greater

than Y 1 and denoted by C, the threshold is modi�ed as follows: Y = 0.4·Y 1+0.4·C.

If a peak is greater than Y , it is classi�ed as an R-peak. A search back mechanism

of ± 12 samples is used in order to �nd the original position of the R-peak taking

the maximum value of this segment. The main point of this method is that the
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thresholds are experimentally computed and they are patient-depended.

A more general setting in de�ning thresholds can be found in studies conducted

by Arafat and Hasan (2009) and Taouli and Bereksi-Reguig (2011). Both studies use

di�erent �lter implementations in order to reduce high-frequency components and

baseline wander. Once the noise is removed from the raw ECG signal, the extraction

of IMFs is attempted. Then, the reconstruction of the signal follows by summing the

�rst three IMFs as before. As soon as the signal has been reconstructed, a threshold is

established based on the maximum value of the absolute of the reconstructed signal.

A possible consideration arises from the fact that a signal can have ectopic peaks

which will increase the threshold level and real R-peaks could be missed.

2.3 Breathing Rate Estimation

A summary of the main BR estimation techniques is provided in this section. The

idea behind BR estimation algorithms is to extract the BR from non-invasive signals

which are modulated by respiration. Two such signals are the ECG and the PPG

(Charlton et al., 2017, 2016). This study focuses on the extraction of BR from a

single-lead ECG because it is continuously monitored in a hospital setting as it is

low-cost using non-invasive equipment. Another key motive is that ECG is easy

for retrieval and storage, facilitating sharing and data transmission. Moreover, in

recent years there is an increasing body of wearable sensors incorporating ECG

measurements for patient monitoring (Gallego, Weir, & Errey, 2019) or wrist-type

sensors for monitoring during exercise (Kim et al., 2018). However methods applied

on PPG will also be discussed though will not be investigated in this thesis.

It has been reported that ECG demonstrates three types of respiratory-induced

modulations based on observations of the QRS complex morphology. These are: am-
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plitude modulation (AM), baseline wander (BW), and frequency modulation (FM).

AM and BW are related to changes in the cardiac output due to respiration. The

QRS complex amplitude and baseline are a�ected by respiration due to changes in

the thoracic impedance and changes in the direction of the heart axis with respect

to the ECG electrodes (Moody et al., 1985; Bailón, Sörnmo, & Laguna, 2006). FM

is de�ned as the change in the instantaneous heart rate (IHR) during respiration

(Jarchi, Salvi, Tarassenko, & Clifton, 2018). It is observed that IHR tends to in-

crease during inhalation and decrease during exhalation (E. Helfenbein et al., 2014;

Berntson, Cacioppo, & Quigley, 1993). The latter is due to the respiratory sinus

arrhythmia (RSA), which is controlled by barore�ex sensitivity, where receptors in

the main and peripheral arteries respond to slight pressure changes caused by respi-

ration (E. Helfenbein et al., 2014). Therefore the idea behind extracting respiration

from an ECG signal is actually to derive a signal controlled by one of the above-

mentioned respiratory-induced modulations. The three types of modulation in the

ECG signal are shown in Figure 2.3. What follows is an account of the most common

BR estimation algorithms.

2.3.1 Respiration Signal Extraction from the ECG

Most of the algorithms which attempt to extract the BR from an ECG signal consist

of two stages: respiration signal extraction and BR estimation which can be done

either in the frequency or in the time domain. Furthermore, there are some additional

stages which are optional, such as fusion of the respiration signals, or fusion of the

BR estimates and quality assessment. Figure 2.4 summarises all the BR estimation

steps.
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Figure 2.3: ECG respiratory-induced modulations: Plot 1 shows an ECG signal with
no modulation. Plot 2 shows an ECG signal dominated by AM (pink line). The peri-
odic amplitude changes with respect to the non-modulated ECG (dashed blue line)
are evident. Plot 3 shows an ECG signal dominated by BW (red line). The baseline
wonder modulation can be easily noticed when comparing with the non-modulated
ECG (dashed blue line). Plot 4 shows an ECG signal regulated by RSA (brown line).
The R-peaks show a non-periodic pattern a�ected by the frequency modulation (FM)
and occur at di�erent moments when compared to the non-modulated ECG (dashed
blue line). The ECG signal generation is described in Appendix D.
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steps during BR estimation process.
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Feature-based Respiration Signal Extraction

The respiration signal can be extracted using feature-based methods, such as the

amplitude variability of the QRS complexes, or �lter-based methods, where for ex-

ample the ECG signal can be low-pass �ltered in order to extract a signal which is

dominated by BW. Prior to respiration signal extraction there is a pre-processing

step which is sometimes optional. During the latter, the ECG signal is prepared for

future use by eliminating cardiac frequencies, baseline wander and power-line inter-

ference. Most commonly used �lters are median and high-pass �lters with a cut-o�

frequency of 0.03 Hz or 0.05 Hz (Sharma, Sharma, & Bhagat, 2015; Lázaro, Gil,

Bailón, Mincholé, & Laguna, 2013; Campolo et al., 2011; Lázaro, Gil, Bailón, & La-

guna, 2011; Sobron, Romero, & Lopetegi, 2010). The powerline interference can be

reduced using notch �lters at 50 Hz or 60 Hz depending on the continent (Sharma

et al., 2015; H. Li et al., 2014; Y. Li, Yan, Zhang, & Yang, 2014; Lázaro et al., 2013;

Campolo et al., 2011; Lázaro et al., 2011; Sobron et al., 2010).

Feature-based techniques aim to extract a signal from QRS complex features,

such as the amplitude variability of the R-peaks. Therefore a common step in all

feature-based methods is the identi�cation of the R-peaks. Babaeizadeh et al. (2011)

suggested an algorithm which is based on the variability in the peak-to-trough QRS

amplitude in order to extract a signal dominated by AM. A single-lead ECG signal is

given as an input to the algorithm. The R-peaks are detected and the peak-to-though

amplitude is measured. A method exploiting the RSA manifestation was proposed by

E. Helfenbein et al. (2014). The time locations of the R-peaks are identi�ed in order

to compute the R-R intervals. Then, the instantaneous heart rate (IHR) values are

computed by taking the inverse of the R-R intervals (time between two consecutive

R-peaks).

C. Kozia, PhD Thesis, Aston University, 2020 41



Much of the recent available literature on feature-based techniques deals with

the analysis of beat-to-beat changes uisng Principal Component Analysis (PCA)

or Independent Component Analysis (ICA) (Rajagopalan & Ramachandran, 2017;

Sadr & de Chazal, 2016; Tiinanen, Noponen, Tulppo, Kiviniemi, & Seppänen, 2015;

Varon & Van Hu�el, 2015; Langley, Bowers, & Murray, 2010). In fact the respiratory-

induced variability of the ECG features, such as the R-peaks, can be characterised by

PCA. Firstly, the R-peaks are located in order to extract the ECG features. PCA and

ICA are both applied to an aligned collection of ECG features. For example, aligned

QRS complexes can be seen as observations for PCA or ICA. In order to reduce

computational cost, PCA can be performed using Singular Value Decomposition

(SVD). Since the application of PCA to an ensemble of QRS complexes describes

the degree of morphologic beat to beat variability, the respiration signal is taken

to be the �rst principal component that represents the largest variability caused

by this morphologic beat to beat variability that is caused by respiration (Langley

et al., 2010). Furthermore, SVD can also be used in ICA-derived respiration for

dimensionality reduction, as only the components with the largest eigenvalues will

be considered for further analysis. As soon as the independent components (ICs) are

estimated, a frequency analysis should be applied in order to identify the component

which corresponds to the respiration signal (Tiinanen et al., 2015).

The majority of feature-based methods also contain a post-processing step, where

there are alternations from method to method. As soon as the respiration signal is

extracted from the ECG signal using one of the aforementioned approaches, it is

re-sampled at a constant sampling frequency. This step is essential as the respira-

tory signal, acquired from the ECG features is unevenly sampled, which will later be

processed in the frequency domain where regular sampling is required. Most com-
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monly used methods for re-sampling are linear (Orphanidou et al., 2013) or cubic

spline interpolation (Birrenkott, Pimentel, Watkinson, & Clifton, 2018). Respiratory

signals are usually re-sampled at 4-8 Hz (Varon & Van Hu�el, 2015; E. Helfenbein

et al., 2014; Karlen, Raman, Ansermino, & Dumont, 2013; Babaeizadeh et al., 2011;

Lázaro et al., 2011; Cysarz et al., 2008; E. D. Helfenbein & Forbes, 2007).

Filter-based Respiration Signal Extraction

Filter-based techniques aim to �lter the ECG signal in order to maintain only the

respiratory frequencies. A �lter-based method has been reported by E. Helfenbein

et al. (2014) and is called the Electromyogram derived respiration (EMGDR). The

idea lies on the fact that ECG contains muscle noise due to intercostal chest muscles

and the diaphragm during respiration. It has been observed that EMG contains

frequencies between 250 and 500 Hz, therefore the ECG signal is �ltered using a

high-pass �lter with cut-o� frequency at least 250 Hz. This reduces low frequency

components, such as P or T waves, and enhances EMG. QRS complexes are still

present and represented as spikes. Then, in order to compute the power of the muscle

activity, the RMS values of the signal is calculated. The derived signal rises above the

baseline during respiration. QRS spikes are then removed using a QRS detector. The

�nal signal, which corresponds to respiration, is derived using a moving average �lter

which smooths out the signal from noisy short spikes. The major drawback of this

method is the need of high-sampled ECG recordings in order to have a bandwidth

up to 500 Hz.

Another way of extracting the respiration signal using �lters can be based on the

cepstrum of the ECG signal. Sharma et al. (2015) reported an algorithm based on

homomorphic �ltering for the respiration signal extraction. Homomorphic �ltering

C. Kozia, PhD Thesis, Aston University, 2020 43



is used in source separation techniques by transforming convolved components into

additive, where later a linear �ltering scheme can be applied. The cepstrum is de�ned

as the log of the Fourier transform of the signal. Thus, the idea behind homomorphic

�ltering is to apply a band-pass �lter on the cepstrum of the ECG and obtain the

respiration signal in the log domain. To recover the respiration signal in its original

domain, the exponential of the latter should be taken. The major limitation of ho-

momorphic �ltering is that no respiration signal can be reliably retrieved when the

respiration frequencies lie outside the cut-o� frequencies of the band-pass �lter.

Publications that concentrate on �lter-based techniques have investigated the

use of EMD in respiration signal extraction (Orphanidou, 2017; Gavali & Upasani,

2015; Garde, Karlen, Dehkordi, Ansermino, & Dumont, 2013; Labate et al., 2013;

Sierra-Alonso, Sepúlveda-Cano, Bailón-Luesma, Laguna, & Castellanos-Dominguez,

2013; Campolo et al., 2011). It has been already mentioned that EMD decomposes

the signal into a series of narrow-band signals, called the IMFs. Thus, EMD can

be used to identify covered signals in the ECG, such as respiration (Karagiannis

& Constantinou, 2009; Lu et al., 2009). After successful extraction of the IMFs

the signal can be reconstructed by summing them. Based on this, Campolo et al.

(2011) suggested that the respiration signal can be extracted using the IMFs which

are related to respiration. Therefore, a method for identifying the IMFs related to

respiration should be established, rather than using visual inspection as in Labate

et al. (2013). A recent study of Gavali and Upasani (2015) points out that the IMFs

related to respiration could be detected by investigating the frequency range of the

respiration signal and the rate at which the ECG signal was sampled. Hence, a

spectral analysis of the IMFs is needed.

Another post-processing step common to both feature- and �lter-based tech-
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niques is the elimination of the non-respiratory frequencies. After successful extrac-

tion of the respiration signal, the latter is �ltered within reasonable respiration fre-

quencies using band-pass �lters. The range of frequencies used in literature varies

and sometimes should be adjusted according to the patients, especially for paedi-

atrics (S. Fleming, Tarassenko, Thompson, & Mant, 2008). The minimum cut-o�

frequency is 0.067 Hz (Karlen et al., 2013), which corresponds to 4 bpm, and the

maximum is 1 Hz (Birrenkott et al., 2018; Lázaro et al., 2013), which corresponds

to 60 bpm. However, no extensive research has been carried out in order to establish

an ideal frequency range. This step completes the respiration signal extraction and

the latter is ready to be further investigated in order to estimate the BR.

BR Estimation in the Frequency Domain

Having discussed the respiration signal extraction, the frequency domain methods

which aim to analyse the frequency spectra of the respiration signal and identify BR

as the most dominant frequency within the range of plausible respiratory frequencies

will be discussed here. The mean is �rst removed from the respiration signal and

then the latter is divided into overlapping windows. For each window, the Fourier

transform is then analysed in order to identify the maximum spectral peak that

corresponds to the BR (Y. Li et al., 2014; Karlen et al., 2013; Sobron et al., 2010).

Thus far, previous studies have demonastrated that Power Spectral Density (PSD)

can also be used for the frequency domain estimation (Campolo et al., 2011) or the

Welch periodogram (Lázaro et al., 2013, 2011). The idea behind these methods is

similar to the Fourier transform, what changes is the way to compute the frequency

spectra of the respiration signal.

Various studies have assessed the Autoregressive (AR) Modelling in the frequency
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domain BR estimation (Shah, Fleming, Thompson, & Tarassenko, 2015; Orphanidou

et al., 2013; Nemati, Malhotra, & Cli�ord, 2010; S. G. Fleming & Tarassenko, 2007;

Orphanidou et al., 2009). In 2008 it was reported that the EDR (ECG-Derived

Respiration) signal can be modelled as a linearly weighted sum of the proceeding

p values, where p is the model order. The transfer function, H(z), of the system is

evaluated and it is observed that the latter has no zeros, thus the AR model is an

all-pole model. The poles de�ne peaks in the frequency spectrum of the signal. The

phase angle of each pole results in the frequency of the spectral peak and the pole

with the highest magnitude is set to be the BR (S. Fleming et al., 2008). One year

earlier, S. G. Fleming and Tarassenko (2007) suggested the pole with the maximum

magnitude to be stored and a threshold of 95% of the maximum magnitude is used

in order to identify the candidate poles. BR is set to be the candidate pole with

the smallest angle. The respiration signal is commonly down-sampled in order to

increase the stability of the AR model. Several plausible model orders and model

estimation algorithms have been proposed in the literature, with no consensus on

the optimal order or estimator. Most commonly used model estimators are the Burg

(S. Fleming et al., 2008) and Yule-Walker algorithms (Garde, Karlen, Ansermino, &

Dumont, 2014; Orphanidou et al., 2009).

Previous research has established the use of Correntropy Spectral Density (CSD)

in frequency domain BR estimation (Garde et al., 2014). CSD is actually based on

the Fourier transform of the correntropy of the signal and provides improved spectral

resolution compared to power spectral density due to higher-order statistics (Burt,

Cinar, & Principe, 2014; Santamaría, Pokharel, & Principe, 2006). The signal is �rst

divided into windows and the CSD is evaluated for each window. The spectral peak

which corresponds to the BR can be found as the maximum in the range from 8 to
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60 bpm (Garde et al., 2014).

BR Estimation in the Time Domain

Another signi�cant aspect is the time domain BR estimation which aims to detect

individual breaths in the respiration signal. In 2012 a simple breath detection method

was suggested based on a three-point peak detection algorithm (Shah, 2012), which

intends to locate the peaks in the respiration signal and count them as breaths. The

mean is �rst subtracted from the signal and then the latter is divided into windows.

In each window, the peak detector is applied. A point is considered as peak if its

amplitude is greater than the amplitude of the previous and of the following points.

The main drawback of this method is the identi�cation of multiple peaks due to

ripples in the signal which will increase the number of breaths and hence a�ect the

accuracy of the estimation. A more sophisticated algorithm for breath detection was

proposed by S. Fleming (2010). A point in the respiration signal is set to be a peak

if it ful�ls some special conditions such as sign change in the derivative of the signal

and the least distance between two consecutive peaks.

Additional Approaches: Fusion and Quality Assessment

As indicated previously there are some optional stages in the respiration signal ex-

traction and BR estimation. Several studies have investigated the fusion of respira-

tion signals prior to BR estimation (Lázaro et al., 2013, 2011; Sobron et al., 2010).

The general idea is to produce di�erent respiration signals either from both ECG or

PPG, or produce several respiration signals following alternative methods. Sobron et

al. (2010) extracted four di�erent respiration signals and averaged their spectra in

order to attenuate non-respiratory frequencies. The combined spectrum is then later
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investigated by a frequency domaim estimation method. Alternatively, Lázaro et al.

(2011) introduced a peak-conditioned averaging where only the su�ciently peaked

spectra are averaged.

A great deal of previous research has focused on fusion of the BR estimates

(Orphanidou, 2017; Karlen et al., 2013; Orphanidou et al., 2013; Nemati et al.,

2010; S. G. Fleming & Tarassenko, 2007; Orphanidou et al., 2009). A number of BR

estimates can be fused by evaluating the standard deviation from all of them and

then averaging only those whose standard deviation was lower than 4 bpm (Karlen et

al., 2013). Orphanidou et al. (2013) used an AR pole magnitude criterion in order to

fuse BR estimates. The fused BR estimate results from the BR pole with the largest

magnitude among all the candidate BR poles which came from di�erent respiration

signals.

The accuracy of BR estimation can be further improved by introducing a quality

assessment step which can be applied on either the ECG signal or the BR estimate

or a combination of both (Birrenkott et al., 2018; Birrenkott, Pimentel, Watkinson,

& Clifton, 2016; Orphanidou, 2017; Chan, Ferdosi, & Narasimhan, 2013; Karlen

et al., 2013; Orphanidou et al., 2013, 2012). The quality of the ECG signal can

be assessed by following a number of rules which are based on the HR and R-

R interval, combined with a template matching criterion, which is an indicator of

signal regularity (Orphanidou et al., 2014, 2012). The quality of the BR estimated

was measured by the Fourier transform, autocorrelation function, autoregression, and

Hjorth complexity. For each measure, which is later used as a weight, a value between

0 and 1 was obtained. The trustworthy BR estimate is the weighted average of the

individual BR estimates (Birrenkott et al., 2016). Nonetheless quality assessment

may delay the BR estimation as in order to check the quality of either the ECG
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signal or of a BR estimate, we need to investigate a couple of seconds or minutes

worth of data.

Assessment Methodologies

Here the assessment methodologies for BR estimation algorithms found in the lit-

erature will be discussed. It is observed that ECG is the main non-invasive method

used to determine the BR, along with the PPG signal. Moreover, a number of studies

have investigated algorithms which use both ECG and PPG signals (Birrenkott et

al., 2018; Orphanidou, 2017; Y. Li et al., 2014; Orphanidou et al., 2014; Lázaro et

al., 2011). Most of the publications have compared two to three di�erent BR estima-

tion algorithms, meaning that from the same signal di�erent features were extracted

and further analysed in order to extract the respiration signal (Birrenkott et al.,

2018; E. Helfenbein et al., 2014; Y. Li et al., 2014; Chan et al., 2013; Karlen et

al., 2013; Orphanidou et al., 2013). To evaluate the performance of BR estimation

algorithms, a number of di�erent datasets has been used. The majority of studies

have used recordings which belong to healthy adults. Very few publications have

assessed BR estimation algorithms using datasets containing data from hospitalised

children (Birrenkott et al., 2018; Shah et al., 2015; Garde et al., 2013; Karlen et al.,

2013), which highlights the necessity to broadly evaluate BR estimation methods

using recordings which belong to sick children. Moreover, the duration of the record-

ings varies from 2 m to 12 h (Orphanidou, 2017; Shah et al., 2015) and a number of

publications have not indicated the duration of the recordings under study (Varon

& Van Hu�el, 2015; Chan et al., 2013).

The performance of BR estimation algorithms was evaluated by employing sta-

tistical analysis between the estimated and the reference BR. The majority of publi-
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cations used the mean absolute error (MAE) for performance evaluation (Birrenkott

et al., 2018; Rajagopalan & Ramachandran, 2017; Orphanidou, 2017; Shah et al.,

2015). A considerable amount of studies used the root mean squared (RMS) or the

percentage error (Garde et al., 2013; Karlen et al., 2013; Orphanidou et al., 2009).

Very few publications have investigated the correlation between the extracted and

the reference respiration signals, as a statistic for performance assessment (Tiinanen

et al., 2015; Varon & Van Hu�el, 2015; Sharma et al., 2015; Langley et al., 2010).

Moreover, the duration of respiration signal used to estimate a single BR varies be-

tween 30 to 90 s and a number of studies have not reported the duration of respiration

signal window used.

BR Estimation Performance Comparison

This section brie�y discusses the main current state of the art BR estimation tech-

niques found in the literature. The studies that were identi�ed to be further inves-

tigated and extended to obtain better BR estimation accuracy are summarised in

Table 2.2. All the required techniques and evaluation approaches have been previ-

ously stated in this chapter.

In the study presented by Birrenkott et al. (2018), six respiration signals are

acquired by extracting the AM, FM and BW modulated signals from both ECG

and PPG recordings. Then the authors apply a respiration quality metric, which

decides whether to include or exclude a respiration window from the analysis. This

method shows a promising performance for the Capnobase dataset after fusing all

respiration signals. However, this paper makes no attempt to ascertain whether the

suggested approach will produce the same results if applied to children who su�er

from a respiratory disease, where it is di�cult to de�ne respiration patterns in order
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to use quality indices.

Rajagopalan and Ramachandran (2017) and Tiinanen et al. (2015) focused on

PCA and ICA which are categorised as feature-based techniques that analyse the

beat-to-beat changes in the ECG signal. Both methods appear to adequately estimate

the BR of young and elderly subjects, nonetheless Rajagopalan and Ramachandran

(2017) fail to specify how the BR estimate was acquired from the PCA-derived res-

piration signal. On the other hand, the main criticism on the study of Tiinanen

et al. (2015) is that their evaluation process �nds a correlation between the esti-

mated and reference respiration signals, thus skipping the evaluation of BRs from

the respiration signal. Furthermore, Garde et al. (2013), in their interesting analysis

of the application of EMD in respiration signal extraction, report a relatively good

estimation approach. However, their method was tested only on PPG signals.

The results obtained in the aforementioned literature highlight the importance of

applying BR estimation methods on data that belong to sick hospitalised children.

Chapter 5 will focus on the BR extraction from ECG and EMG recordings of children

with respiratory problems collected in the Birmingham's Children Hospital (BCH).

The aforementioned data are not publicly available and they are used for the �rst

time in this thesis. Therefore, a straight comparison of the developed and current

state of the art methods is not feasible due to the nature of that data used, as it

would be unfair to contrast techniques that have been applied to di�erent datasets.

2.3.2 SCG-Derived Respiration

The existing body of research on BR estimation suggests that the latter can also

be extracted by the Seismocardiogram (SCG) signal (Zakeri et al., 2016; Haescher,

Matthies, Trimpop, & Urban, 2015; Tadi, Koivisto, Pänkäälä, & Paasio, 2014; Pan-
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dia, Inan, & Kovacs, 2013; Pandia, Inan, Kovacs, & Giovangrandi, 2012; Reinvuo,

Hannula, Sorvoja, Alasaarela, & Myllyla, 2006). SCG is a non-invasive method for

recording and analysing heart vibrations which are transmitted to the chest wall.

More speci�cally, SCG measures waves produced by the heart acceleration and de-

celeration due to the heart wall motion and blood movement (Inan et al., 2014;

Zanetti & Salerno, 1991). Moreover, SCG is commonly recorded by accelerometers

placed either on the left clavicle of sternum, which makes its acquisition inexpen-

sive and of high quality (Castiglioni, Faini, Parati, & Di Rienzo, 2007). A major

advantage of SCG is that the accelerometer can be integrated in the sensor/device

that records ECG, hence two respiration signals can be extracted simultaneously

and maybe fused, one from the ECG and one from the SCG, with no need for more

equipment on the patient (Inan et al., 2018). SCG can play a key role in vital sign

monitoring as the heart acceleration waves can provide more details on the heart

movement. Moreover, SCG can be a useful indicator of left ventricular malfunc-

tions, such as myocardial infraction (Zanetti & Salerno, 1991). Another important

advantage is that if SCG is simultaneously recorded with ECG, the clinicians can

have access to information of both mechanical and electrical aspects of the heart

and respiration extracted by two di�erent respiratory-modulated signals (Zanetti &

Tavakolian, 2013).

A recent study investigated the respiratory phases extraction from the SCG

(Zakeri et al., 2016) due to the fact that an accelerometer placed on the sternum

or clavicle can capture chest wall movements resulting from the expansion and ex-

traction of the lungs. Haescher et al. (2015) suggested to low-pass �lter the SCG

signal and then investigate its frequency spectrum in order to obtain respiratory in-

formation. As noted by Tadi et al. (2014) SCG-derived respiration can also be used
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in nuclear image gating in order to improve the quality and reliability of the image.

The SCG signal is passed through a median and a moving-average �lter in order

to extract respiration. However, the aforementioned methods do not investigate am-

plitude or morphology-based changes in the SCG due to respiration. Pandia et al.

(2012) extracted three respiration-dependent features of the SCG signal including

morphology and timing variations between heartbeats (Zakeri et al., 2016), in order

to assess SCG-derived respiration. Nonetheless, a more extensive research should be

conducted on SCG-derived respiration due to the aforementioned advantages of the

SCG signal.

2.4 Respiratory Distress Estimation

As previously mentioned one primary aim of this study is to ascertain the correlation

of the ECG signal with the respiratory distress and develop an ECG-based method

for the evaluation of the latter as a tool for identifying the ability of a patient to

maintain e�ective respiration. This section discusses the importance of respiratory

distress along with the potential methods for its evaluation. Monitoring respiratory

distress can be useful for optimising and adjusting the mechanical ventilation process

in a hospital ward, regulating the amount of ventilation needed, indicating weaning

from ventilation and to which extent, and also de�ning a suitable ventilation support

(Baram & Richman, 2010). Moreover, evaluation of respiratory function plays a key

role in the ICU and is one of the most critical components of nurses' assessment

abilities (Ahrens, 1993), as it provides information on the function and on injury of

the lungs and diaphragm (Bellani & Pesenti, 2014). Several techniques have been

used in its estimation including the WOB (Addison, 2016b).

The WOB is an important indicator of a subject's respiratory status (Cohen &
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Schwartz, 2013) and it is de�ned as the change in the airway pressure related to

tidal volume (Baram & Richman, 2010). In other words, WOB can be de�ned as the

e�ort expended by an individual in breathing. The WOB is assessed as a key vital

sign by skilled nurses and clinicians especially on paediatric and neonatal wards. In a

clinical setting, the WOB can be measured using invasive methods by calculating the

esophageal pressure with an esophageal balloon manometer, or transdiaphragmatic

pressure with esophageal and gastric balloon manometers (Stoller & Hill, 2012),

methods which are often poorly tolerated by patients and cause discomfort, especially

during sleep.

In order to avoid the aforementioned invasive methods, nurses usually evaluate

increased WOB by observing potential events of anxiety, discomfort, tachypnea,

increase in blood pressure or heart rate, nasal �aring, and subcostal and intercostal

retractions (Baram & Richman, 2010). Nonetheless, the clinical estimation of WOB is

subjective and can lead to false diagnostic conclusions. For example, patients with an

increased WOB show they are in comfort or patients breathing at lower BR might

have high WOB even if they seem comfortable at the current ventilation support

(Cohen & Schwartz, 2013). One of the greater challenges in digital healthcare is the

minimisation of di�erent types of sensors worn by a patient and the exclusion of

invasive techniques which increase discomfort in a hospital environment. Therefore

extracting the WOB for respiratory-modulated signals, such as the ECG, that are

already being recorded would be very advantageous if it could be performed reliably

and be trustworthy. The following is a brief description of how respiratory distress

is currently evaluated using plethysmograph recordings. However there has been no

detailed investigation of extracting the WOB from ECG signals. It has been reported

that the WOB can be assessed by measuring the work done by the respiratory muscles
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(Milic-Emili, Rocca, & D Angelo, 1999), whose frequency range is above 250 Hz. It

is evident that in order to capture the respiratory muscled activity, ECG recordings

sampled at high rate are required. The latter is not really common as ECG signal

are usually sampled between 100 and 200 Hz.

2.4.1 Plethysmography-based Estimation

In recent years, much more has become available on the measurement of the respira-

tory distress from the PPG signal (Addison, 2017, 2016b, 2016a; Contal et al., 2013).

These studies demonstrate a respiratory manifestation in the PPG signal which can

be expressed by the period of respiratory modulations. In 2013 Contal et al. (2013)

investigated the correlation of pulse transit time (PTT) with respiratory e�ort. To

measure PPT, the R-peak onset and the peak in the PPG signal are identi�ed,

then the R-peak time is subtracted from the PPG peak time. To evaluate their as-

sumption, the PPT measure was compared to esophageal pressure and a positive

correlation was found between the two, indicating PPT can be used as a measure

of respiratory distress. Moreover, it has been shown that the strength of respiratory

modulations present in the signal is related to the respiratory e�ort by indicating

changes in the thoracic pressure.

In a preliminary study conducted by Addison (2016a) the PPG baseline mod-

ulation was investigated as a measure of respiratory e�ort. The modulation was

extracted by applying a band-pass �lter on the PPG signal and then taking the run-

ning median of the latter. The baseline modulation was compared to airway pressure

signals and a generally increasing trend was found. It has been also argued that there

is a positive monotonic relationship between the amplitude changes on the PPG sig-

nal over a respiratory cycle and the respiratory distress, by using the PPG �uid
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responsiveness parameter, ∆POP. (Addison, 2016b, 2016a). The latter is de�ned as

follows:

∆POP = (AMPmax −AMPmin)/((AMPmax +AMPmin)/2), (2.1)

where AMPmax and AMPmin are the maximum and minimum PPG amplitudes

within a respiratory cycle. The ∆POP measure was compared to an airway pressure

signal at the mouth, and it was found that increased respiratory distress is manifested

as increase in ∆POP, hence it can be used in respiratory status monitoring.

2.4.2 ECG Respiratory Artifact

Previous studies have explored the relationship of the respiratory artifact present in

the ECG and the respiratory e�ort (Littmann, 2015; Littmann, Rennyson, Wall, &

Parker, 2008; Cheriex, Brugada, & Wellens, 1986; Higgins, Phillips Jr, & Sumner,

1966). Littmann et al. (2008) analysed the ECG signal from 248 patients in order to

locate by visual inspection micro-oscillations around the R-peak, which correspond

to a sign of increased respiratory distress. In a more recent study (Littmann, 2015)

it has been argued that the presence of peaks which are mimicking P waves in the

ECG signal manifest increased WOB. However, the main weakness of theses studies

is the failure to address how these micro-oscillations can be identi�ed from a single-

lead ECG using computerised techniques. Moreover, one question that needs to be

answered is whether these micro-oscillations are prominent in all leads or it varies

for each patient. Furthermore this approach requires ECG signals sampled at a high

sampling rate, where in most cases an ECG is sampled between 100 and 200 Hz.

These micro-oscillations constitute a high frequency component of the ECG signal,

thus a higher sampling frequency is needed due to the Nyquist limitation. Hence the
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latter necessitates further investigations given that the existing technology provides

sensors/devices which can measure ECG recordings that are sampled at high rate.
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Chapter 3

Breathing Rate Estimation:

Methodology and Approaches

As previously stated in Chapter 1, one of the main goals of this thesis is to investi-

gate BR estimation from the ECG of hospitalised children. BR plays a key role in

medicine and healthcare as it provides early warning for clinicians. Acquisition of

the respiration signal can be done physically using spirometry, measurements from

nasal thermistors, and plethysmography. However, these methods are expensive in

terms of hardware and computational cost. Another drawback of these acquisition

methods is that they usually require cumbersome devices which cause patient dis-

tress. Since the ECG signal is routinely monitored in many healthcare settings and

modulated by respiration as discussed in Chapter 2, a considerable amount of litera-

ture has been published on deriving respiratory signals from the ECG. Hence, a more

detailed account of respiration signal extraction methods from the ECG is given in

the following sections. Here, the estimation of BR from the respiration signal using

frequency and time domain analysis will be discussed brie�y. Moreover, a method
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fusion technique as an attempt to improve the accuracy of the BR estimation will

be discussed in this chapter.

3.1 Single Methods

A large and growing body of the literature has focused on the BR estimation using

ECG signals because the latter is inexpensive, non-invasive and easy for retrieval and

sharing. Furthermore, in the recent years there is an increasing body of wearable sen-

sors incorporating ECG measurements for patient monitoring (Gallego et al., 2019)

or wrist type sensors for monitoring during exercise (Kim et al., 2018). As previously

mentioned in Section 2.3 the ECG signal demonstrates three types of respiratory-

induced modulation: AM, FM and BW, shown in Figure 2.3. What follows is an

account of methods which attempt to extract the aforementioned modulations in

order to obtain a respiration signal.

3.1.1 ECG-Derived Respiration (EDR)

There are several methods for acquiring respiratory signals from the ECG. EDR

(ECG-derived respiration) is a popular technique which takes advantage of the

ECG amplitude modulations induced by respiration (E. Helfenbein et al., 2014;

Babaeizadeh et al., 2011; Moody et al., 1985). First, the R-peaks are identi�ed and

then the peak-to-trough amplitude is computed for each QRS complex. The require-

ment of the identi�cation of the trough makes the EDR method more complex and

time-consuming as it requires the identi�cation of both the R- and S-peaks in the

ECG signal. This will be addressed in our enhanced algorithm of the EDR as will

be discussed in Chapter 5. Following the computation of the peak-to-trough, the

e�ect of FPs (de�ned later in Chapter 4) in the R-peak detection on the accuracy of
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the BR estimation is minimised by discarding outliers. This contributes to an over-

all improvement in the performance of the method. The peak-to-trough values are

then interpolated in order to derive an evenly sampled waveform. This is required

because this waveform will later be �ltered in the frequency domain, thus it should

be uniformly sampled. The re-sampled waveform is then �ltered within reasonable

respiration frequencies in order to extract the �nal EDR signal. To summarise, the

conventional EDR method as proposed in E. Helfenbein et al. (2014) is as follows:

1. Extract the QRS complexes from a single-lead ECG signal,

2. For each QRS complex compute the peak-to-trough amplitude,

3. Discard outliers by restricting peak-to-trough values to remain within the range

of ± 2 SDs from the average value,

4. Interpolate with a cubic spline and then down-sample the interpolated signal

at 8 Hz,

5. Filter the output of step 4 within a reasonable respiration frequencies (0.0666-

0.5 Hz) to get the EDR signal.

A synthetic ECG signal was simulated so that it is dominated by AM, meaning that

the amplitude of the R-peaks vary over time. The reference BR of the simulated

ECG was set to be 4 bpm. The simulated ECG is shown in Figure 3.1 Plot 1. The

obtained EDR signal is shown in Figure 3.1 Plot 2. It is evident that the signal is

dominated by respiratory-induced amplitude modulations, and in one minute there

are 4 breaths, thus indicating a BR of 4 bpm.
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Figure 3.1: EDR on a synthetic ECG signal: Plot 1 shows the proposed EDR method
for a small part (60 s) of a synthetic signal dominated by AM. R-peaks are repre-
sented by black circles. The output of the EDR interpolation is represented by a
green dashed curve. Plot 2 shows the derived respiration signal for one minute win-
dow corresponding to the ECG of Plot 1.

3.1.2 RSA-Derived Respiration (RSA)

Another popular method for extracting the respiration signal from the ECG is the

Respiratory Sinus Arrhythmia-derived respiration (RSA) (E. Helfenbein et al., 2014).

The latter attempts to extract the respiration signal by investigating the frequency

modulations induced by respiration in the ECG signal. First the R-peaks are located.

Then the R-R intervals are computed, which is the time interval between two con-

secutive R-peaks. Then the Instantaneous Heart Rate (IHR) values are computed,

which are actually the inverse of the R-R intervals. The IHR values are later inter-

polated and re-sampled in order to get an evenly sampled waveform. The latter is

then �ltered within reasonable respiration frequencies in order to get the �nal RSA

signal. To summarise, the RSA method is as follows:

1. Extract the QRS complexes from a single-lead ECG signal,
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Figure 3.2: RSA on a synthetic ECG signal: Plot 1 shows small part (60 s) of the
synthetic ECG signal. R-peaks are represented by black circles. RSA spline is repre-
sented by a green dashed curve. Plot 2 shows the derived respiration signal for the
one minute window corresponding to the ECG of Plot 1 using the RSA method.

2. Compute the IHR values as follows:

IHRi =
1

tRi+1 − tRi
, (3.1)

where tRi is the time of the i-th R-peak and i = 1, . . . , n, where n is the total

number of identi�ed R-peaks,

3. Interpolate with a cubic spline and then down-sample the interpolated IHR

signal at 8 Hz,

4. Filter the output of step 3 within reasonable respiration frequencies (0.0666-0.5

Hz) to get the RSA signal.

A synthetic ECG signal was simulated so that it is governed by FM, meaning

that the distances between the R-peaks are not constant. Moreover, the reference BR
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was set at 4 bpm. Figure 3.2 shows the RSA method applied on the aforementioned

ECG signal (Plot 1). Plot 2 shows the derived respiration signal, which corresponds

to the ECG signal of Plot 1. It is observed that there are 4 dominant oscillations in

this one minute window, hence indicating a BR of 4 bpm.

3.1.3 PCA-Derived Respiration (PCADR)

In several settings of computer-based ECG signal analysis the respiration signal is

unknown. Complications may arise due to uncertainty of the clinical environment and

the variability of the biomedical signals due to di�erent pathologies and the inter- or

intra-patient variability. Therefore, deterministic signal processing approaches such

as frequency �ltering, are inappropriate. It has been previously mentioned that the

desired signal is unknown but not all its properties. The statistical properties of the

signal could be known, thus statistical modelling methods would be more appropri-

ate.

The PCA-derived respiration (PCADR) is based on the assumption that the

respiratory-induced variability of the ECG features, such as the QRS complex, can

be captured by the PCA. In other words, the ECG signal is the observation in which

the respiratory-induced variability which carries information on the respiration signal

is unknown. Hence the necessity of methods which can separate the two signals is

evident. Further details on PCA can be found in Appendix E, along with information

on the Blind Source Separation Problem (BSS), which forms the basis of PCA.

The �rst step of the PCADR is the generation of a set of observations which

contain the ECG features that are a�ected by respiration. Therefore, a data matrix

is constructed by stacking the QRS complexes in the rows of the matrix (Figure 3.3).

Then an eigendecomposition of the data matrix is carried out. For computational
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reasons the eigenvalues and eigenvectors of the data matrix are computed using SVD.

The idea is to keep the component that expresses the greatest variance in the data.

Therefore, the �rst eigenvector which corresponds to the maximum eigenvalue, is kept

and then projected on the data matrix in order to get the mixing coe�cients. Then

the latter projection is �ltered by the PCs in order to obtain a linear transformation

of the data. To summarise, the PCADR is as follows:

1. Create the data matrix by stacking n QRS complexes of length m in the rows

of matrix X, see Figure 3.3 below, and remove the mean, µxi from each row,

where i = 1, . . . , n,

2. Calculate the eigenvectors and eigenvalues using SVD, RX = UΣV T ,

3. Keep the �rst eigenvector v1 of length n which corresponds to the maximum

eigenvalue, σ211,

4. Project the eigenvector on the data matrix to get the �rst PC, s1 = v1X,

where s1 is a 1×m vector,

5. Multiply the PC, s1, with the �rst eigenvector, v1, in order to obtain the

PCADR signal. The �rst of row of matrix X̂, where X̂ = vT1 s1, is the PCADR

signal.

Figure 3.4 shows the derived respiration signal after applying the PCA method to a

synthetic ECG signal. It is evident that the BR is accurate as for each one minute

window the estimated BR is equal to 4 bpm, which is consistent with the reference

respiration.
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Figure 3.3: Data matrix construction: The data matrix, i.e. input of PCA, after
stacking the QRS complexes in the rows of the matrix.
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Figure 3.4: PCADR signal: Plot 1 shows the �rst PC of the synthetic signal under
study. Plot 2 shows the PCADR signal extracted. The blue box de�nes a period of
one minute where four oscillations reveal that the BR is 4 bpm, same as the reference
BR.

3.1.4 ICA-Derived Respiration (ICADR)

An additional statistical method, which is based on the BSS model, is the Inde-

pendent Component Analysis (ICA). Since it was reported in 1986, ICA has been

attracting a lot of interest in machine learning and signal processing (Tanskanen

& Viik, 2012; Herault & Jutten, 1986). ICA is a statistical approach whose main

assumption is that the observations are actually linear combinations of source sig-
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nals which are statistically independent, whereas PCA assumes that source signals

are mutually uncorrelated (Comon, 1994; Jutten & Herault, 1991). Under this as-

sumption the n observations are linear combinations of n unknown independent

components (Hyvärinen & Oja, 2000). The source signals are assumed to be mutu-

ally independent, zero-mean, E{si} = 0, and of unit variance, E{s2i } = 1. Therefore

the problem can be expressed as in Equation E.5. Hence, the main goal of ICA is

the estimation of the mixing matrix A. If the estimation of the latter and its inverse,

A−1 was trivial, then the observations could be obtained as follows: S = A−1X.

The main ambiguity of ICA is that the order and the variance of the independent

components (ICs) cannot be determined, that is why it is assumed that the ICs are

of unit variance. Furthermore, the fundamental challenge of ICA is that the obser-

vations can be decomposed only to non-Gaussian ICs. There are several algorithms

for ICA. For the purpose of this thesis the fastICA algorithm was used, whose core

is the kurtosis maximisation as a measure on the non-Gaussianity. For more details

please refer to Hyvarinen (1999).

The idea behind ICA-derived respiration (ICADR) is to analyse the beat-to-beat

changes in the QRS complex in order to extract the respiration signal using the ICA

by attempting to choose the corresponding to respiration IC by making use of its

spectral analysis. First the data matrix is constructed, as explained in Section 3.1.3

and PCA is applied in order to reduce the dimensionality of the data. Then the

fastICA is applied to the reduced matrix in order to obtain the ICs. Then the ICs

should undergo a spectral analysis in order to chose which component corresponds

to the respiration signal. To summarise, the ICADR method is as follows:

1. Create the data matrix by stacking n QRS complexes of length m in the rows

of matrix X and remove the mean, µxi from each row, where i = 1, . . . , n,
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2. Apply PCA method in order to reduce the size of X,

3. Apply the fastICA algorithm to the reduced matrix, Xtranc in order to get the

source signals as ICs,

4. Analyse the frequency content of the ICs in order to get the ICADR signal.

Figure 3.5 shows the �rst �ve ICs derived after applying the fastICA algorithm to the

reduced data matrix, along with their frequency spectra. It is evident that there are

components which correspond to respiration as they have one dominant frequency

at 4 bpm which is the reference BR for the synthetic signal under study.

3.1.5 EMD-Derived Respiration (EMDDR)

It has been already noted in Section 2.3 that the EMD method can be used as a

�lter-based respiration signal extraction approach because it has been reported that

EMD can identify masked signals in the ECG, such as respiration (Karagiannis &

Constantinou, 2009). The idea of EMD-derived respiration (EMDDR) is to investi-

gate the IMFs in the frequency domain in order to choose which IMF corresponds

to respiration. The BR estimation based on the IMF selection will be demonstrated

later in this section, but �rst the EMD method is discussed which is required for the

EMDDR.

Empirical Mode Decomposition

EMD decomposes the signal, x(t), into a series of narrow-band signals, ci(t), which

are called IMFs, and ful�l special conditions. An oscillatory mode of the signal is an

IMF exclusively in condition that:
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(1) In the whole dataset, the number of zero-crossings and the number of extrema

are either equal or di�er at most by one, and

(2) At any point, the mean values of maximum and minimum envelope is zero.

The key advantage of EMD is that it is a data-driven analysis method. Thus, it is

adaptive, does not require any a priori knowledge and o�ers a good re-presentation of

the data (Huang et al., 1998). A brief review of the EMD heuristic algorithm is given

in Algorithm 1. The nature of EMD is iterative because the procedure described in

Algorithm 1 has to be processed by a sifting process (Huang et al., 1998), which

includes a number of steps (lines 3 to 9) repeated on the i−th component, hi(t). The

sifting process has to be repeated as many times as required to reduce the extracted

signal to an IMF. For our implementations in order to terminate the EMD algorithm,

the number of zero-crossings and the number of extrema are checked for equality or

whether they di�er at most by one. If a residue is a trend line or constant, then

EMD algorithm can be terminated, otherwise it means that the residue still has

extrema and thus, the EMD scheme should continue. As soon as the EMD algorithm

is terminated, the signal x(t) can be written as follows:

x(t) =
N∑
i=1

ci(t) + rN (t), (3.2)

where N is the total number of the extracted IMFs and rN (t) is the �nal residue.

Regarding the EMDDR approach, the ECG signal is �rst decomposed into its

IMFs using the EMD method. Then a Fourier transform is applied to each IMF

in order to get its frequency spectrum (Campolo et al., 2011). The IMF whose

frequency content lies between reasonable respiration frequencies is assumed to be

the respiration signal. To summarise, the EMDDR method is as follows:
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1. Apply the EMD method on the ECG signal in order to extract the IMFs,

c1(t), . . . , cN (t), where N is the total number of the extracted IMFs,

2. For each IMF ci(t), where i = 1, . . . , N , produced in step 1, compute its Fourier

transform F{ci(t)}, and choose as respiration signal the IMF whose frequencies

lie between reasonable respiration frequencies,

Algorithm 1: EMD

1 Initialise: i← 0, ri(t)← x(t);
2 while ri(t) 6= trend or constant do
3 Identify extrema in ri(t):

4 Smax ← {t : ∂ri∂t = 0 ∧ ∂2ri
∂t2

< 0};
5 Smin ← {t : ∂ri∂t = 0 ∧ ∂2ri

∂t2
> 0};

6 Create upper, r̂i(t), and lower, ri(t), envelopes:
7 r̂i(t)← spline(Smax);
8 ri(t)← spline(Smin);
9 Compute mean of envelopes: mi(t)← [r̂i(t) + ri(t)]/2;
10 Find i−th component: hi(t)← ri(t)−mi(t);
11 n← 0;
12 while hni (t) 6=IMF do

13 Repeat lines 3 to 9;
14 n← n+ 1;
15 end

16 Extract i−th IMF after n iterations: ci(t) = hni (t);
17 Update data and compute the residue: ri(t)− ci(t) = ri+1(t);
18 i← i+ 1

19 end

One of the major reported drawbacks of EMD is the mode mixing issue, which

has been de�ned as an IMF that either consists of signals of di�ering scales, or a

single signal that can be observed in di�erent IMFs (Huang et al., 1998). This might

make the physical meaning of an IMF unclear. Considering that the main source

of ECG modulations is the BR and HR, information related to respiration and HR
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Figure 3.6: EMDDR signal: Plots 1-5 show the IMFs 1-5 after applying EMD on
a synthetic ECG signal. Plots 6-10 shows the frequency spectra of Plots 1-5 (DFT
points = 30000).

are expected to be identi�ed in the IMFs of the ECG signal. According to the mode

mixing issue, the respiration signal could be present in multiple IMFs and might

be masked by the HR. However, BR and HR frequency bands are quite di�erent.

Thus, it is suggested that a frequency domain investigation of the IMFs could reveal

the one that corresponds to the respiration signal, whose frequency would be the

most prominent frequency in the IMF, and overcome the limitations induced by the

mode mixing issue. This frequency domain based analysis method is proved to be

capable of extracting the respiratory signal and accurately estimating the BR as will

be demonstrated next.

Figure 3.6 and Figure 3.7 show the �rst 10 IMFs extracted along with their

frequency spectra for the AM synthetic signal under study. In Figure 3.7, Plot 5 and

Plot 10 show that the 10th IMF corresponds to the respiration signal, because in

the frequency spectrum there is only one dominant frequency at 0.0667 Hz which

corresponds to 4 bpm, equal to the reference BR of the synthetic ECG signal.
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Figure 3.7: EMDDR signal: Plots 1-5 show the IMFs 6-10 after applying EMD on
a synthetic ECG signal. Plots 6-10 shows the frequency spectra of Plots 1-5 (DFT
points = 30000). The blue box points out that IMF 10 corresponds to the respiration
signal giving a BR of 4 bpm, equal to the reference.

3.1.6 Frequency domain-based BR estimation

Thus far, this chapter has shown standard respiration signal extraction methods. As

soon as the respiration signal is derived, it can be processed either in the time or

in the frequency domain in order to obtain the BR estimates as previously shown

in Figure 2.4. According to the methodology followed in this thesis, the respiration

signal is divided into one minute windows and each window is further analysed. The

main assumption of the frequency domain estimation is that the most dominant

spectral peak corresponds to the BR. Under this assumption the most commonly

used methods is the Discrete Fourier Transform (DFT) and the Correntropy Spectral

Density (CSD). CSD can be de�ned as a generalisation of the power spectral density

and actually is the Fourier transform of the centred correntropy function (Garde et

al., 2014):
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CSD(ω) =
N−1∑

m=−(N−1)

Vc(m) · e−jωm, (3.3)

where N is the length of the signal and Vc is the centred correntropy function, that

is Vc(m) = V (m)− V , and V and V are de�ned as:

V (m) =
1

N −m+ 1

N∑
n=m

κ(x(n)− x(n−m)), (3.4)

V =
1

N2

N∑
m−1

N∑
n=m

κ(x(n)− x(n−m)), (3.5)

where κ(·) is a Gaussian kernel function that is:

κ(x(n)− x(n−m)) =
1√
2πσ

e

[
− (x(n)−x(n−m))2

2σ2

]
, (3.6)

where σ is the kernel parameter which results from the Silverman's rule (Garde et

al., 2014).

For the DFT analysis the size of the transform, N , is de�ned as: N = 60 ∗ fresp,

where fresp is the sampling frequency of the respiration signal and 60 corresponds to

the time duration of the one minute window in seconds. Most of the breathing rate

estimation methods discussed in this thesis resample the respiration signal at 8 Hz,

which results to an N of 480 DFT points. To avoid repetition, additional information

on the DFT analysis will be given when the respiration signal is not resampled and

its frequency depends on the frequency of the ECG.

Figure 3.8 shows an example of a DFT analysis of the EDR signal of Figure 3.1.

The length of the synthetic signal is 4 minutes thus the corresponding EDR signal

is divided into 4 windows. The frequency spectrum of each window is depicted by
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Figure 3.8: DFT BR estimation: Each window is depicted in a di�erent color. It is
evident that there is a dominant spectral peak in each window which is located at 4
bpm, which is equal to the reference BR of the synthetic signal.

a di�erent colour line. It is apparent from this �gure that a clear dominant peak is

present in each window. It can also be observed that the dominant peak is located

at 0.0667 Hz which corresponds to 4 bpm which is equal to the reference BR of the

synthetic signal.

Figure 3.9 shows an example of a CSD analysis of the same EDR signal of Fig-

ure 3.1. Each plot shows the frequency spectrum obtained after applying the CSD

analysis. It can be observed that in all windows there is a prominent spectral peak

at 4 bpm (0.066 Hz), which is equal to the reference BR of the synthetic signal.

3.1.7 Time domain-based BR estimation

Time domain estimation analysis aims to detect individual breaths in the respiration

signal by usually incorporating algorithms which detect peaks in the respiration

signal. Shah (2012) proposed a method where the breaths in the respiration signal
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Figure 3.9: CSD BR estimation: Each plot corresponds to a one minute window. It
is evident that there is a dominant spectral peak (dashed black line) in each window
which is located at 0.066 Hz (4 bpm), which is equal to the reference BR of the
synthetic signal.
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are identi�ed using a three-point (3PT) scheme, which is given by Algorithm 2.

Algorithm 2: Three-point (3PT)

1 n← 1;
2 if (xn > xn−1) ∧ (xn > xn+1) then
3 peak ← n
4 end

5 if (xn > xn−1) ∧ (xn == xn+1) ∧ (xn > xn+2) then
6 peak ← n
7 else

8 n← n+ 1
9 end

A more complicated method for the time domain BR estimation was suggested by

S. Fleming (2010). The idea is to identify peaks and troughs in the respiration signal

and then apply a set of rules in order to detect the �nal peaks which correspond to

breaths. This algorithm will be referred from now on as peak-to-trough (P2T). A

peak or trough is valid if it ful�ls the following four rules:

a. A point is considered a peak if the gradient change is from positive to negative

or a trough if the gradient change is from negative to positive,

b. A peak must be followed by a trough and vice versa,

c. The amplitude of a peak should be above the mean of the respiration signal

and the amplitude of a trough should be below the mean,

d. The peak-to-peak or trough-to-trough interval should be greater than 0.5 s,

As soon as the location of the breaths, t1, t2, . . . , tn where n is the total number of

breaths, are identi�ed using any of the two methods discussed above, the instanta-
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neous BR (IBR) is computed as follows:

IBRi = 60 · 1

ti+1 − ti
, (3.7)

where i = 1, . . . , n− 1. Then the IBR values are averaged over one minute windows

in order to obtain the �nal BR estimates. Figure 3.10 shows the EDR signal obtained

in Section 3.1.1 (Figure 3.1). The three-point detection algorithm is applied at each

window, the respiration peaks are located and represented as red asterisks, and then

the IBR values are computed. As can be seen from the �gure in each window the

algorithm identi�es 4 breaths, i.e. 4 peaks, which is equal to the reference BR at 4

bpm. The same results are obtained using the P2T method where same peaks are

identi�ed from both methods.

3.2 Fusion Methods

It has been already mentioned in Section 2.3 that BR estimation accuracy might be

improved by using fusion techniques and also shown in Figure 2.4. The majority of
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studies looking at this have investigated techniques that focus on method fusion. The

main idea is to generate respiration signals or BR estimates from several methods

and fuse them either in the time or in the frequency domain (Orphanidou, 2017;

Orphanidou et al., 2013; Sobron et al., 2010). In the above an all-pole autoregressive

(AR) model was used for the spectral analysis of the respiration signals and a pole

magnitude criterion was developed for the method fusion (Orphanidou et al., 2013;

Nemati et al., 2010; S. G. Fleming & Tarassenko, 2007). The idea of this method is

based on the fact that the spectral peaks of the signal are represented by the poles of

the AR model (Proakis & Manolakis, 1996). Moreover, the frequencies of the spectral

peaks are given by the phase angle of the corresponding poles of the model. Before

demonstrating the fusion method, a brief discussion on AR modelling is given.

AR modelling

AR modelling can be de�ned as a linear prediction problem, where the current value

of a signal, x(n), can be predicted by a linearly weighted sum of the previous p values

(Proakis & Manolakis, 1996). The latter is the order of the AR model, AR(p), and

p < N , where N is the length of the signal to be modelled. Hence the current value

of x can be written as follows:

x(n) = −
p∑

k=1

akx(n− k) + e(n), (3.8)

where e(n) is the error term, which is assumed to be normally distributed, with zero

mean and a variance of σ2. The above AR model can also be seen as a system with

input e(n) and output x(n), with the following transfer function:

C. Kozia, PhD Thesis, Aston University, 2020 79



X(Z) = −
p∑

k=1

akX(Z)z−k + E(Z),

E(Z) = X(Z)(1 +

p∑
k=1

akz
−k),

X(Z)

E(Z)
=

1

1 +
∑p

k=1 akz
−k ,

(3.9)

where X(Z) and E(Z) are the Z-transforms of the output and input of the system,

respectively. This results in:

H(z) =
1∑p

k=0 akz
−k

=
zp

(z − z1)(z − z2) . . . (z − zp)
,

(3.10)

assuming that a0 = 1.

It can be seen that the denominator of H(z) can be factorised into p terms, which

actually de�ne the roots zi of the denominator, giving the poles of H(z). Moreover,

it can be observed that the transfer function has no zeros away from the origin,

making an all-pole AR model. From theory, poles occur in complex-conjugate pairs,

de�ning the spectral peaks in the spectrum. The frequency of each peak is given

by the phase angle of the corresponding pole. The phase angle at a frequency f is

de�ned as follows:

θ = 2πf∆t, (3.11)

where ∆t is the sampling interval (Proakis & Manolakis, 1996).

Regarding the method fusion for the BR estimation, respiratory signals from dif-

ferent methods were derived. Each respiratory signal was modelled using an all-pole
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AR model. A respiratory pole for each signal was selected based an a magnitude and

phase angle criterion, described in Algorithm 3. First the poles and phase angles are

evaluated. The poles whose phase angle fall within reasonable respiration frequencies

are kept and their magnitude is computed. The candidate respiratory poles are se-

lected based on a magnitude criterion and the �nal BR pole is set to be the pole with

the minimum phase angle, which corresponds to the minimum frequency. Hence at

this stage di�erent BR poles are derived, one for each generated respiration signal.

Finally, the fused respiratory pole is set to be the pole with the highest magnitude,

thus the �nal selection is based on a pole magnitude criterion.

A critical point of AR modelling is the model order selection. The majority of

studies decide the model order on an experimental basis by testing orders ranging

from 6 to 20. Orphanidou et al. (2013) set the model order at 8 as it gives good

results for the database they used. However, the latter is addressed to a speci�c age

and type of patients thus it can a�ect the BR estimation accuracy for subjects with

di�erent characteristics. This drawback will be addressed in our proposed enhanced

fusion method as will be discussed in Chapter 5.

Figure 3.11 shows the poles obtained for the EDR and RSA signals (Figures 3.1

and 3.2) discussed earlier in this chapter. The poles in te blue box represent the

poles whose phase angle falls within reasonable respiration frequencies (0.1-0.6 Hz).

It can be observed that the fusion method selects as the �nal fused BR based on the

pole with the maximum magnitude, which is the EDR pole.
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Algorithm 3: Pole Magnitude and Phase Angle Criterion

1 Model respiratory signal: AR(p1), where p1 = 8;
2 Calculate phase angles: θ;
3 Keep respiratory poles: poles← poles(0.1 Hz < θ < 0.6 Hz);

4 Calculate pole magnitudes: mag←
√
Re{pole}2 + Im{pole}2s;

5 Find highest magnitude: magmax ← max(mag);
6 Find candidate BR poles: polescand ← poles(mag > 0.95 ∗magmax);
7 Select BR pole: poleBR ← polescand(min(θ));
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Chapter 4

QRS Complex Detection

This chapter discusses the research and experiments conducted over the past three

years by the author in order to develop a novel QRS detection algorithm which can

be applied to all patients types. For this purpose, an exhaustive review of the most

common detectors in the literature was necessary to understand the limitations and

strengths of the methods suggested.

4.1 QRS Detection Algorithms

The algorithms reviewed in Chapter 2 on the QRS detection are the most commonly

used and have been shown to achieve high levels of accuracy. Thus, they will be im-

plemented, analysed and compared in this chapter. In particular, Pan and Tompkins

(1985) and D. S. Benitez et al. (2000) will be discussed in detail. The main reason for

further investigating these two algorithms are that both detectors consist of a ma-

jor �nding in the derivative-based QRS identi�cation methods and they have been

highly used (Álvarez et al., 2013) due to their high accuracy levels (Ruangsuwana,

Velikic, & Bocko, 2010). Another reason why these two methods were selected is that
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both algorithms were benchmarked on ECG recordings obtained from the MIT-BIH

Arrhythmia database (Goldberger et al., 2000). As we have previously discussed in

Chapter 1, this thesis aims to develop a BR monitoring system, thus the veri�cation

of the QRS detection algorithms is beyond the scope of this work.

A comparison of the algorithms is shown in Table 4.1, in terms of Sensitivity (Se)

and Positive Predictivity (+P ), which will be de�ned later in Section 4.4. It needs

to be pointed out that the number of recordings used by the authors is di�erent and

that the detection accuracy provided is based on the results reported by the authors.

What stands out in the table is that the algorithm suggested by D. S. Benitez et al.

(2000) shows the best performance between the two. The following sections describe

our �ndings after implementing these methods, on the same MIT-BIH Arrhythmia

database.

Algorithm Se(%) +P (%)

Pan and Tompkins (1985) 99.30 -
D. Benitez et al. (2001) 99.94 99.30

Table 4.1: erformance of QRS detection algorithms (reported by the authors)

Hilbert Transform

Before we discuss the Pan and Tompkins (1985) and D. S. Benitez et al. (2000)

method, we �rst discuss the Hilbert transform which will be required for the under-

standing of the later. The Hilbert transform is an all-pass �lter that imparts a 90◦

phase shift on the signal at its output (Proakis & Manolakis, 1996), thus the zero-

crossings in the derivative sequence, which illustrate the peaks in the ECG signal,

will be represented as peaks in the Hilbert sequence. Given a continuous time signal
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x(t), its Hilbert transform is de�ned as:

ˆx(t) = H{x(t)} =
1

π

∫ ∞
−∞

x(τ)
1

t− τ
dτ. (4.1)

It can be observed that the Hilbert transform is an operator that transforms the

signal from the time domain to the time domain because the independent variable t

does not change. Moreover, H{·} is a linear operator because ˆx(t) results from the

convolution of x(t) with (πt)−1:

ˆx(t) =
1

πt
∗ x(t). (4.2)

Applying the Fourier transform, Equation 4.2 can be written as:

F{x̂(t)} =
1

π
F
{1

t

}
F{x(t)}. (4.3)

where,

F
{1

t

}
=

∫ ∞
−∞

1

t
e−j2πftdt = −j · π · sgn(f), (4.4)

and where,

sgn(f) =


+1 f > 0,

0 f = 0,

−1 f < 0.

(4.5)

Consequently, the Fourier transform of the Hilbert transform of x(t) can be expressed

as:

F{ ˆx(t)} = −j · sgn(f) · F{x(t)}. (4.6)
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It is evident from equation 4.6 that the Hilbert transform can be obtained in the

frequency domain by multiplying the spectrum of x(t) by +j (+90◦) for negative

frequencies and −j (−90◦) for positive frequencies. In order to obtain the Hilbert

transform sequence in the time domain, ˆx(t), an inverse Fourier transform of F{ ˆx(t)}

is required.

One of the limitations of the Hilbert transform results from the fact that it makes

use of the Fourier transform, as can be seen from equation 4.6. More speci�cally, the

Discrete Fourier Transform (DFT), which is actually used because we are dealing

with digital (discrete) signals, assumes that its input signal is one period of a periodic

signal, and its outputs are the discrete frequencies of this periodic signal (Proakis &

Manolakis, 1996). However, when applying the Hilbert transform on short sequences

of data where periodicity is not guaranteed, this periodicity assumption of the DFT

introduces discontinuities in the signal which in turn result in a strange behaviour at

the ends, known as the edge e�ect. The latter introduces multiple frequencies, which

do not belong to the actual spectral information of the original signal.

Single-lead First-derivative-based Methods

Returning brie�y to the QRS detection algorithm of Pan and Tompkins (1985), the

method consists of two stages, pre-processing and decision, as previously discussed.

During the pre-processing stage the signal is �ltered using a cascade of high-pass (at

5 Hz) and low-pass (at 12 Hz) �lters. The output of the band-pass �lter is denoted

as x(n). Consequently, the derivative of the signal, y(n), is computed and its square

value, s(n) is evaluated in order to amplify higher frequencies. To be more speci�c,
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the �ve-point derivative used is as follows:

y(n) =
1

8T
[2x(n+ 1) + x(n+ 2)− x(n− 2)− 2x(n− 1)], (4.7)

The output of the derivative is then squared as follows:

s(n) = [y(n)]2, (4.8)

for n = 0, 1, 2, . . . , N − 1, where N is the total number of recording samples and

T is the sampling rate. The �nal phase of the pre-processing stage considers the

integration of the signal, s(n), as follows:

m(n) =
1

M
[s(n− (M − 1)) + s(n− (M − 2)) + · · ·+ s(n)], (4.9)

for n = 0, 1, 2, . . . ,M , where M is the size of the integration window which depends

on the sampling rate and the QRS complex duration. One can observe that the

integration process is similar to computing the average of samples from n −M − 1

up to n with step −1, in order to produce the moving-window integrated (MWI)

sequence. Following the pre-processing stage, the ECG signal is now ready for further

analysis in the decision stage. During the decision stage, two sets of thresholds are

applied to both the �nal output of the pre-processing stage, m(n), and the output

of the band-pass �lter, x(n). The following discusses our �ndings as a result of

implementing this method on recording 100 from the MIT-BIH database. Figure 4.1

shows the results of our implementation of the di�erent phases of the pre-processing

stage.

The results of the decision stage and the identi�ed R-peaks are depicted in Figure
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Figure 4.1: Pre-processing stage of the QRS detection algorithm of Pan & Tompkins
(1985): Plot 1 shows the raw ECG signal (MIT-BIH recording 100). Plot 2 shows
the output of the band-pass �lter. Plot 3 shows the output of the derivative �lter.
Plot 4 shows the squared signal. Plot 5 shows the MWI sequence.
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Figure 4.2: Decision stage of the QRS detection algorithm of Pan & Tompkins (1985):
Plot 1 shows the decision process applied on the �ltered ECG signal (MIT-BIH
recording 100). Plot 2 shows the decision process applied on the MWI sequence.
Plot 3 shows the identi�ed R-peaks.

4.2. Before applying the thresholds, peaks in the moving-window integration sequence

are identi�ed and then thresholds are used in order to classify every peak as noise

or signal. A peak is de�ned as a local maximum within a prede�ned time interval.

For this purpose, we used the Matlab function findpeaks that chooses the highest

peak in the signal within a minimum distance. The latter was set to be 200 ms,

which corresponds to the heart refractory period. Furthermore, the authors (Pan &

Tompkins, 1985) have pointed out that in order to initialise the thresholds a learning

phase of 2 s is required.

The thresholds applied on the MWI sequence and the �ltered ECG signal are

based on estimates of signal or noise levels, which were acquired using the mean

or the median of the �ltered ECG signal and of the MWI sequence. Following the
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decision stage, a search back mechanism is used based on the average of the eight

most recent R-peaks. If no R-peak was identi�ed within 166% of the average R-R

interval, then a search back is applied and R-peak is set to be the highest peak.

Hilbert Transform-based Methods

It has been already mentioned that the algorithm of D. S. Benitez et al. (2000);

D. Benitez et al. (2001) consists of two stages as well, pre-processing and decision.

During the pre-processing stage, the signal is �ltered with a band-pass �lter, which

maintains frequencies between the range 8-20 Hz. As the Hilbert transform performs

better for short waveforms, at this stage the signal is divided into segments of 1024

samples, which are denoted as x(n). The next step is to calculate the �rst deriva-

tive, y(n), of the signal, in order to obtain the slope information. The derivative is

calculated using the central-di�erence formula as follows:

y(n) =
1

2T
[x(n+ 1)− x(n− 1)], (4.10)

for n = 0, 1, 2, . . . , N − 1, where N is the total number of samples in the segment,

i.e. 1024, and T is the sampling rate. In our implementations a derivative �lter was

designed with a transfer function:

H(z) =
1

2T
(z1 − z−1). (4.11)

Then, the Hilbert transform of the derivative signal, y(n), is computed, based on the

work of Todoran, Holonec, and Iakab (2008), where an algorithm is provided for the

discrete Hilbert transform implementation.

During the decision stage a primary threshold is calculated based on the RMS
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Figure 4.3: Steps of the QRS detection algorithm of Benitez et al. (2000, 2001): Plot
1 shows the �ltered ECG signal (MIT-BIH recording 100). Plot 2 shows the output of
the �rst derivative. Plot 3 depicts the Hilbert transform sequence where the dashed
black line stands for the RMS threshold, and the red triangles are the candidate
peaks. Plot 4 shows the results after the refractory period check. Plot 5 shows the
identi�ed R-peaks in the ECG signal.

of the Hilbert transform output, x̂(n), which is calculated as follows:

rms(x̂(n)) =

√
1

N
[x̂2(0) + x̂2(1) + ...+ x̂2(N − 1)] =

√√√√ 1

N

N−1∑
n=0

x̂2(i). (4.12)

Peaks in the segment are classi�ed as candidate peaks if they exceed this thresh-

old. In order to identify the real R-peaks, a time threshold based on the refractory

period of the heart (200 ms) is applied between consecutive candidate peaks and the

�nal decision is made based on the maximum amplitude. In particular, if the R-R
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interval of two consecutive peaks in h(n) is less than 200 ms, then the peak with the

maximum amplitude is considered to be the real peak, and the other is discarded.

The results of our implementation of the D. S. Benitez et al. (2000); D. Benitez et

al. (2001) detection algorithm on recording 100 from MIT-BIH is shown in Figure

4.3.

4.2 QRS Complex Detection based on Local Signal En-

ergy and EMD

Over the past decade, most research in QRS complex detection has emphasised

the use of Empirical Mode Decomposition (EMD) (Taouli & Bereksi-Reguig, 2011;

Arafat & Hasan, 2009; Yang & Tang, 2008). The fact that the EMD method acts as

an e�ective pre-processor which ampli�es the QRS complex led Taouli and Bereksi-

Reguig (2011), and Arafat and Hasan (2009) to decompose the ECG signal into its

Intrinsic Mode Functions (IMFs) and then reconstruct it by adding the �rst three

IMFs, to enhance the QRS complex. To summarise, the suggested algorithm reported

in (Taouli & Bereksi-Reguig, 2011), and (Arafat & Hasan, 2009) is as follows:

1. The ECG signal is �rst de-noised using a moving average and a low-pass �lter.

The output of the �lter is denoted as x(t),

2. The EMD method is applied on x(t) to extract the IMFs, c1(t), . . . , cN (t),

where N is the number of the extracted IMFs,

3. The ECG signal is reconstructed as follows,

x(t) =
3∑
i=1

ci(t), (4.13)
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4. The absolute value of the reconstructed signal is computed and denoted as

a(t),

5. The detection threshold is set to be T = 0.5×max(a(t)),

6. The amplitudes in the absolute sequence are retained if they exceed the thresh-

old T, while the rest are set to zero,

7. A search back mechanism is applied, where in a 200 ms segment, starting from

the �rst non-zero value of a(t), the maximum value is identi�ed and is set to

be the real R-peak.

Such approaches, however, have failed to address the problem of ectopic R-peaks.

The serious weakness of these methods that are reported in Taouli and Bereksi-

Reguig (2011), Arafat and Hasan (2009) and Yang and Tang (2008) is that the

threshold is derived from the full length ECG signal. The latter a�ects the detection

accuracy as the number of missed peaks is increased, due to ectopic R-peaks which

make the threshold high. Thus, this results in failure to detect lower R-peaks. In

addition, another drawback is that these methods cannot be implemented on-line,

as they make use of the full length ECG signal. Furthermore, no research has been

found that surveyed a solution to distinguish R-peaks from large Q-peaks in the

absolute sequence. The latter a�ects the detection performance as large Q-peaks

will be wrongly identi�ed as R-peaks. All of these �aws will be addressed in our

proposed QRS detector which will be discussed next.

4.3 Proposed QRS Complex Detector

This section discusses our novel QRS complex detector which is based on the local

signal energy. The proposed algorithm overcomes the aforementioned problems in
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the state of the art EMD-based methods through its integrating of the following

features: (1) it uses an adaptive threshold which is based on the local energy of

the reconstructed signal, (2) it makes use of the most recent history of the ECG

signal, hence can be used as an on-line QRS detector for all patient types and (3)

it combines a gradient-based and a refractory period checks in order to di�erentiate

large Q-peaks and reject false R-peaks.

The suggested algorithm relies on the assumption that the QRS complex can be

enhanced by reconstructing the signal from the �rst few IMFs. The validity of this

assumption is veri�ed on all of the tested recordings as will be shown in Section 4.4.

During the pre-processing stage the signal is �ltered in order to remove noise and

improve computational speed, by decreasing the number of IMFs. The signal is then

reconstructed from the �rst three IMFs after being analysed with EMD. During the

decision stage, the reconstructed signal is divided into segments. For each segment

the envelope of the maxima is computed. The threshold results from an averaging

step which makes use of the local signal energy of each segment is then calculated.

Furthermore, during the decision stage a refractory period and gradient-based

checks were combined in order to increase the accuracy of the detection, by elimi-

nating the presence of false positives and negatives. The segment duration provides

an adequate number of R-peaks for the threshold decision and depends on the sam-

pling frequency of the signal. Moreover, for the averaging step the eight most recent

segments were used. This is a pre-speci�ed parameter which depends on the clinical

condition of the patients and whether it is expected that their ECG signal is going to

show a large heterogeneity. Nonetheless, the most recent history of the ECG signal

is used, hence the eight most recent values are recommended. To summarise, the

proposed QRS complex detector is as follows:
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Pre-processing Stage

1. The raw ECG signal, x(t), of length M is �rst �ltered with a band-pass �l-

ter, whose coe�cients were designed using a Kaiser-Bessel window (Proakis &

Manolakis, 1996). The band-stop frequencies were set at 8 and 20 Hz (Elgendi Mo-

hamed, 2005), in order to amplify the QRS complex, eliminate noise and reduce

the number of IMFs. The output of the �lter is denoted as xf (t) (Figure 4.4,

Blocks 1 and 2),

2. The EMD method is applied on xf (t) to extract the IMFs, c1(t), · · · , cN (t),

where N is the total number of the extracted IMFs (Figure 4.4, Block 3),

3. The signal is reconstructed by summing the �rst three IMFs (Figure 4.4, Block

3),

xr(t) =
3∑
i=1

ci(t), (4.14)

4. Then, the absolute value of the reconstructed signal is computed, that is

a(t) = |xr(t)|. This makes all data points positive and implements a linear

ampli�cation of the reconstructed signal emphasising the higher frequencies

(Figure 4.4, Block 4),

Decision Stage

5. In order to increase the algorithm e�ciency, a(t) is divided into k segments of

3 s duration, that is k = M/(3 × fs). The starting point of the k-th segment

should match the last R-peak located in the k− 1 segment in order to increase

accuracy (Figure 4.4, Block 5),
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6. Compute the envelope of the maxima, âk(t) of ak(t) through a cubic spline

interpolation of the local maxima (Figure 4.4, Blocks 6 and 7),

7. Compute the local signal energy as,

Tk =

√√√√ 1

K

K∑
t=1

[âk(t)]2, (4.15)

where K is the number of samples in the segment, that is K = 3 · fs (Figure

4.4, Block 8),

8. The threshold of the k-th segment is set to be the mean of the eight most

recent Tk values (Figure 4.4, Blocks 9, 10, 11 and 12),

DTk =
1

8

k∑
j=k−7

Tj , (4.16)

9. The peaks, which exceed the threshold DTk in the absolute sequence ak(t), are

classi�ed as candidate peaks (Figure 4.4, Block 13),

10. In order to segregate large Q-peaks from R-peaks, the �rst derivative of xf (t)

is computed. Peaks with a negative derivative are further investigated at the

refractory period check given next (Figure 4.4, Block 14),

11. Apply a refractory period check. When the R-R interval of two adjacent peaks

is less than 200 ms, keep the peak with the maximum amplitude (Figure 4.4,

Block 15),

12. In order to obtain the locations in the �ltered ECG, xf (t), apply a search back

mechanism of ± 10 samples (Figure 4.4, Blocks 16 and 17).
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For the computation of the detection threshold, DTk, a dynamic bu�er of eight

positions is required, which stores the T values. For the �rst seven segments, the

detection threshold is set to be the last position of the bu�er (DT = buff(end),

Figure 4.4, Block 12). As soon as the 8-th segment is being processed, the detection

threshold is set to be the mean of the bu�er values ( DT = mean(buff(end-7:end))).

As soon as the T value of the 9-th segment is being ready, a left shift of one position

is applied on the bu�er, and the most recent T value is stored. To summarise, the

bu�er functions as a data queue (FIFO - First In First Out) and it is updated for

each segment, thus the memory need is very low (Figure 4.5).

4.4 Statistical Analysis of the proposed QRS Complex

Detector

The main assumption of our proposed QRS complex detector is that the �rst three

IMFs correspond to the QRS complex based on their spectrum information. However,

the number of IMFs can vary in real ECG data so it needs to be checked, for example

using the Fourier transform. The suggested number of IMFs will be discussed later in

this section. The QRS complex frequencies lie in the range 3-40 Hz, whereas P and

T wave frequencies lie in the rage 0.7-10 Hz (Malmivuo & Plonsey, 1995). Thus the

idea is to attenuate low frequency ECG components and amplify the QRS complex

by discarding the IMFs which correspond to P and T waves. Before proceeding to the

performance evaluation of the proposed method, it is important to show the validity

of the assumption discussed above.

In order to analyse the frequency spectrum of the IMFs, the EMD method was

applied on a �ltered ECG signal and a Fourier transform was applied on each IMF
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Figure 4.5: Schematic representation of the bu�er's function for the computation of
the detection threshold

to obtain their frequency bands. Figure 4.6 shows the �ltered ECG signal, xf (t) and

its �rst �ve IMFs. The �gure also shows the frequency spectra of each IMF. It is

apparent from this �gure that the spectra of the �rst three IMFs coincide with the

frequency band of the QRS complex. Moreover, it is observed that there is an overlap

between the QRS and P, and T wave spectral ranges. However, the most dominant

frequencies in Plots 7-9 are centred around 10-20 Hz (QRS complex spectral range).

This indicates that the �rst three IMFs carry most of the QRS complex spectral

information, whereas IMFs 10 and 11 carry information mostly related to P and T

waves. Therefore, only the �rst three IMFs are used in the signal's reconstruction,

and the rest are discarded. Figure 4.7 compares the �ltered signal, xf (t), with the

reconstructed signal, xr(t). It is also evident that the �ltered signal can be su�ciently

approximated by the reconstructed signal, since their di�erence (red dotted line) is

small and the oscillatory nature of the QRS complex is retained. Therefore, it can be

concluded that the �rst three IMFs are su�cient to characterise the QRS complex.

Our assumption was tested on all the recordings under study and the �rst three

IMFs were found to be adequate for reconstructing the ECG signal, amplifying
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Figure 4.6: The extracted IMFs and their frequency spectra: Plot 1 corresponds to
the �ltered ECG, xf (t). Plot 2 to 6 show the �rst �ve IMFs, c1(t), . . . , c5(t). Plots 7
to 11 correspond to the Fourier transform of each IMF.

C. Kozia, PhD Thesis, Aston University, 2020 100



0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

Time (s)

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

A
m

p
li
tu

d
e
 (

m
V

)

x
f
(t)

x
r
(t)

x
f
(t)-x

r
(t)

Figure 4.7: Reconstruction of the �ltered signal, xf (t), by the summation of the �rst
three IMFs, xr(t), and their di�erence, xf (t)− xr(t).

the QRS complex frequencies and attenuating low frequency components. Follow-

ing this validation step, the proposed QRS complex detector was evaluated using

entire records from the MIT-BIH Arrhythmia database (Goldberger et al., 2000),

which belongs to adults, and records from the Preterm Infant Cardio-Respiratory

Signals (PICSDB) database (Gee, Barbieri, Paydarfar, & Indic, 2016; Goldberger

et al., 2000). Furthermore, our algorithm was evaluated on real data from the Cap-

nobase dataset (Karlen et al., 2013), which were collected during elective surgery

or routine anaesthesia and belong to children of ages in the range 1-14 years old

and adults of ages in the range 37-64 years old. It is important to point out that

the aforementioned datasets provide recordings along with their annotated R-peaks.

The sequential steps of our proposed QRS complex detector are shown in Figure 4.8

for recording 100 from MIT-BIH database. The identi�ed R-peaks are marked by a

red asterisk "*" in the �ltered ECG signal, xf (t) (Plot 4).

The performance evaluation of the proposed QRS complex detector was based

on the calculation of Sensitivity (Se), Positive Predictivity (+P) and Detection Error

Rate (DER), which were computed as follows:
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Figure 4.8: Steps of the proposed QRS complex detector: Plot 1 corresponds to the
�ltered ECG signal, xf (t). Plot 2 shows the reconstructed signal, xr(t). Plot 3 shows
the absolute sequence, ak(t), (blue line) and its maximum envelope, âk(t), (dotted
black line) along with the estimated threshold (dashed black horizontal line) and
candidate peaks marked with a red circle. Plot 4 shows the detected R-peaks on
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Se(%) = 100× TP

TP + FN
, (4.17)

+P (%) = 100× TP

TP + FP
, (4.18)
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DER(%) = 100× FP + FN

total number of R-peaks
. (4.19)

A false negative (FN) occurs when the algorithm fails to detect an actual R-

peak. A false positive (FP) represents a false peak detection and a true positive

(TP) indicates a correctly identi�ed R-peak by the algorithm. For the MIT-BIH

database, we have also computed the Average Time Error (ATE) as follows:

ATE(ms) =

∑TP
i=0 |located QRS− actual QRS|

TP
, (4.20)

in order to track the time error of the proposed method, because the locations of

R-peaks play a pivotal role in the BR estimation. Moreover, for each method we

provide a con�dence interval (CI) which is given as ±2σ, where σ is the standard

deviation of the results for a speci�c metric.

For all the datasets under study the results obtained are shown in Tables 4.2,

4.3, 4.4 and 4.5. It is apparent from these tables that our method outperforms Pan

and Tompkins (1985) and D. S. Benitez et al. (2000) across the entire records from

MIT-BIH database, achieving higher Se of 99.92% (±0.30) compared to 99.80% and

99.86% from Pan and Tompkins (1985) and D. Benitez et al. (2001) respectively,

as well as lower DER of 0.42% (±1.23) compared to 1.33% and 14.23% from Pan

and Tompkins (1985) and D. Benitez et al. (2001) respectively. Moreover what is

interesting about the proposed algorithm is that it shows better performance for

infant and children recordings from PICSDB and Capnobase datasets, achieving the

best Se of 99.95% (±0.31) and 100% (±0.00), respectively.

Furthermore, changes in threshold estimation were compared using the median of

the eight most recent Tk values, instead of the mean. Figure 4.9 compares the DER
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Record Annotated

peaks

DER

(%)
Se

(%)
+P

(%)
ATE

(ms)
100 2273 0.00 100 100 0.00
101 1865 0.48 99.95 99.57 0.22
103 2084 0.00 100 10 0.00
104 2229 1.57 100 98.45 2.90
105 2572 2.33 99.92 97.79 3.10
106 2027 0.98 99.41 99.60 1.34
107 2137 0.47 99.81 99.72 1.10
109 2532 0.28 99.72 100 0.96
111 2124 0.66 99.95 99.39 0.99
112 2539 0.20 100 99.80 0.34
113 1795 0.11 100 99.89 0.13
115 1953 0.00 100 100 0.14
117 1535 0.00 100 100 2.20
118 2278 0.04 100 99.96 0.28
119 1987 0.25 100 99.75 0.63
121 1863 0.16 99.95 99.90 0.44
122 2476 0.00 100 100 0.24
123 1518 0.06 100 99.93 0.20
124 1619 0.30 99.81 99.77 0.40

Average 35740 0.42 99.92 99.66 0.81

CI ±1.23 ±0.3 ±1.17 ±1.89

Table 4.2: QRS detection performance using the MIT-BIH database
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Record Annotated peaks DER (%) Se (%) +P (%)

infant1 4671 0.08 99.95 99.95
infant2 970 1.34 100 98.70
infant3 1757 0.91 100 99.10
infant4 2300 0.00 100 100
infant5 4434 0.04 100 99.95
infant6 3974 0.30 100 99.70
infant7 4451 0.13 100 99.87
infant8 4185 0.02 100 99.98
infant9 4426 0.59 99.50 99.91
infant10 4572 0.19 100 99.80

Average 15371 0.36 99.95 99.70

CI ±0.90 ±0.31 ±0.88

Table 4.3: QRS detection performance using the PICSDB

obtained from both the mean and median threshold estimators for all databases

under study. The �gure shows three plots, one for each database, where the y-axis

represents the DER value and the x-axis represents the recording number from the

corresponding database. From the �gure, it can be seen that for some records the

mean estimator gives the lower DER. Overall, both mean and median estimators

show a similar performance for all databases under study.

Moreover, Table 4.6 shows a comparison of Se and +P obtained for all datasets

using the mean and median for the threshold estimation. What stands out from this

table is that the overall +P was decreased using the median estimator due to an

increase of FPs. A possible explanation for this is that the median estimator gives

lower threshold levels, allowing erroneous peaks to be identi�ed as real R-peaks, and

hence a�ecting the detection accuracy. Therefore, the proposed methods uses the

mean estimator.
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Record Annotated peaks DER (%) Se (%) +P (%)

capno9 815 0.00 100 100
capno15 960 0.00 100 100
capno16 1012 0.00 100 100
capno18 1131 0.00 100 100
capno23 818 0.00 100 100
capno32 685 0.00 100 100
capno35 900 0.18 100 99.89
capno38 956 0.00 100 100
capno103 826 0.00 100 100
capno104 912 0.00 100 100
capno105 530 0.37 100 99.62
capno121 579 0.00 100 100
capno122 588 0.00 100 100
capno125 627 0.00 100 100
capno127 615 0.00 100 100
capno128 541 0.18 100 99.82
capno134 578 1.53 100 98.50
capno142 739 0.00 100 100
capno147 538 3.58 100 97.52
capno148 624 0.00 100 100
capno311 555 0.17 100 99.82
capno312 432 0.00 100 100
capno313 588 0.00 100 100
capno322 589 0.16 100 99.83
capno325 584 0.00 100 100

Average 17716 0.25 100 99.80

CI ±1.52 ±0.00 ±1.13

Table 4.4: QRS detection performance using the Capnobase dataset
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DB Method DER (%) Se (%) +P (%)

MIT-BIH
Pan and Tompkins (1985) 1.33 99.80 98.85
D. S. Benitez et al. (2000) 14.23 99.86 99.71
Our method 0.42 99.92 99.66

PICSDB
Pan and Tompkins (1985) 0.34 99.86 99.81
D. S. Benitez et al. (2000) 0.14 99.92 99.84
Our method 0.36 99.95 99.70

Capnobase
Pan and Tompkins (1985) 0.25 100 99.78
D. S. Benitez et al. (2000) 0.31 100 99.70
Our method 0.25 100 99.80

Table 4.5: Comparison of QRS detector performance with other methods for PICSDB
and Capnobase

Figure 4.9: Comparison of Threshold Estimation: Plot 1 shows the DER for the mean
and median estimators for MIT-BIH database. Plot 2 corresponds for PICSDB. Plot
3 corresponds for Capnobase dataset.
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DB Estimator DER (%) Se (%) +P (%)

MIT-BIH
mean 0.42 99.92 99.66

median 0.56 99.88 99.56

PICSDB
mean 0.36 99.95 99.70

median 0.39 99.95 99.66

Capnobase
mean 0.25 100 99.80

median 0.32 100 99.69

Table 4.6: Comparison of Threshold Estimators

Figure 4.10 shows the behaviour of the average DER as we increase the number

of averaging segments from 1 to 10 for the MIT-BIH database. It is evident that

as we increase the number of segments, the error decreases. At around 7 averaging

segments we can observe that the error drops below 0.5 and then �uctuates between

0.3 and 0.4. As it has been previously stated in the result tables, the achieved DER

for 7 averaging segments is 0.42% (±1.23). Despite the fact that a higher number of

segments would have slightly decreased the error, we chose to keep only the 7 most

recent segments in order to keep the computational complexity low.

Figure 4.10: Comparison of averaging segments: DER performance as the number of
averaging segments increases.
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During the algorithm evaluation process the following observations were found,

compared to existing QRS complex detectors based on the EMD method (Taouli &

Bereksi-Reguig, 2011; Arafat & Hasan, 2009). It has been observed that some record-

ings which belong to MIT-BIH database and PICSDB include inverted R-peaks. The

proposed QRS detector fails to identify those inverted R-peaks. Nonetheless a peak

close to the inverted one is identi�ed as a real R-peak because it is classi�ed as can-

didate peak based on the proposed threshold scheme. However please note that the

same issue occurs with existing QRS complex detectors (Taouli & Bereksi-Reguig,

2011; Arafat & Hasan, 2009; Yang & Tang, 2008; Pan & Tompkins, 1985), as it is

normally hard to detect whether an R-peak is inverted.

Another interesting observation was found in some recordings from the MIT-BIH

database, where the absolute amplitude of a Q-peak was higher than the absolute

amplitude of an R-peak. Because the decision is made on the absolute of the recon-

structed signal, this issue yields high error in the QRS detection since the faultlessly

detected Q-peaks will be classi�ed as FPs and the missed R-peaks as FNs.

Figure 4.11 shows part of record mitdb104 where the absolute value of a Q-peak

exceeds the absolute value of an R-peak. To address this problem the �rst derivative

of the ECG signal is computed and the decision stage was modi�ed adding a step

where the sign of the derivative is checked. The idea is based on the fact that the

derivative after an R-peak is negative because the signal decreases in time, whereas

the derivative after a Q-peak is positive as the signal increases in time. Hence peaks

with positive derivatives were discarded, while peaks with negative derivatives were

further investigated during the refractory period check. This modi�cation of the

decision stage contributes positively to the proposed QRS complex detectors as the

proposed algorithm can e�ciently distinguish Q- from R-peaks, whereas existing
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Figure 4.11: Part of the �ltered ECG signal, xf (t), and its absolute value, a(t), from
recording mitdb104. Dashed red line shows that the amplitude of the Q-peak exceeds
R-peak amplitude in the absolute sequence.

algorithms have not reported anything about this issue.

Another signi�cant advantage of our proposed QRS detector is that the decision

threshold is based on the most recent vital sign history of the patient as it is com-

puted as the mean of the eight most recent Tk values and does not depend on the full

length of the ECG signal. On the other hand, existing QRS complex detectors based

on the EMD method use the average of all segments (Arafat & Hasan, 2009) and

half of the maximum amplitude (Taouli & Bereksi-Reguig, 2011) in order to com-

pute the threshold. During our experiments these thresholds were computed where

the threshold of half of the maximum amplitude was found to be high, about 0.5161

(Figure 4.12, P1ot 1), while the average of all segments was found to be very low,

about 0.0847, hence increasing the number of FNs and FPs, respectively. The thresh-

old computed based on the average of the RMS of the proposed segmented ECG was
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Figure 4.12: Threshold comparison: Plot 1 illustrates the threshold (black dashed
line) obtained from Taouli and Bereksi-Reguig (2011). Plot 2 shows the threshold
(red solid line) obtained from the proposed QRS detector.

found to be 0.1153, thus decreasing the number of FPs and FNs. It is evident from

Figure 4.12 (Plot 2) that the proposed algorithm identi�es all the peaks, whereas

the 0.5 of the maximum amplitude threshold (Taouli & Bereksi-Reguig, 2011) misses

too many peaks (Plot 1). Moreover the fact that the threshold is based on the most

recent history of the ECG signal facilitates the R-peak identi�cation for all patient

types.

To conclude, in this section a novel QRS complex detector was discussed which

is based on the EMD using an adaptive threshold which relies on the local signal

energy. The proposed decision stage provides a solution for the detection of small

R-peaks using a threshold derived from the average of the RMS over eight seg-

ments. An additional advantage of the proposed decision stage is the gradient-based

check where the algorithm can e�ectively distinguish R-peaks from large Q-peaks

in the absolute sequence. Furthermore, the proposed detector can be implemented
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in real-time causing a detection delay equal to the segment duration. Real-time im-

plementation requires a small modi�cation in the decision stage. The segmentation

step can be executed at the very beginning of the algorithm and the sequential steps

can be applied to each segment. Thus the time between task request and response

(identi�ed R-peaks) requires to wait as long as one segment is processed.

4.5 Exploitation of the proposed QRS detector on ECG

segmentation

This section focuses on the ECG segmentation, which here refers to the extraction of

ECG features such as the Q-, S- and T-peaks (Figure 2.1 Chapter 2). The extraction

of the ECG components requires �rst the identi�cation of the R-peaks. Therefore, a

high detection accuracy will also improve the accuracy in identifying other features

from the ECG signal. The detection of these features is based on a study from

Mukhopadhyay et al. (2011). The authors explored the relationship between the QRS

complex and the rest of te ECG components. First, the R-peaks are identi�ed using

our proposed R-peak detection algorithm, presented in Sections 4.3 and 4.4. After

successful extraction of the R-peak time locations, the ECG features identi�cation

is attempted.

Q-peak and QRS onset detection

Having as reference the most recent R-peak in the �ltered ECG signal, a zero slope

or slope reversal is searched for on the left side of the R-peak to identify a Q-peak.

As soon as all the Q-peaks are detected, having as reference the most recent Q-peak,

when the derivative of the signal becomes zero on the left of the Q-peak, it is counted
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as the QRS onset.

S-peak and QRS o�set detection

For the detection of the S-peak, having as reference the most recent R-peak in the

�ltered ECG signal, a zero slope or slope reversal is searched for now on the right side

of the R-peak to identify an S-peak. After successful detection of the S-peaks, having

as reference the most recent S-peak, when the derivative of the signal becomes zero

on the right of the S-peak, it is counted as the QRS o�set.

T-peak detection

The T-peak detection can be obtained based on the most recent QRS o�set. Then, in

the Hilbert transformed sequence �nd the maximum amplitude of the segment which

starts at QRSo�set + 30 ms and ends at QRSo�set + 300 ms (Gupta et al., 2011). In

this segment the amplitudes which are within 50% of the maximum amplitude are

marked and where these marked samples undergo slope reversal, it is counted as

a T-peak. Figure 4.13 and Figure 4.14 show the detection of Q-, S-, T-peaks and

QRS onset/o�set points for the recording mitdb100 from the MIT-BIH Arrhythmia

database using the proposed QRS detector.

4.6 Conclusion

In this chapter, the aim was to demonstrate and analyse the proposed QRS complex

detection algorithm to provide accurate results for all patient types. The developed

R-peak detector prevails over the limitations encountered in the current state-of-the-

art QRS complex detectors, because it uses an adaptive threshold which is based

on the most recent history of the ECG signal. Moreover, the accuracy of R-peak
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identi�cation is further increased due to the fact the R-peaks are ampli�ed based

on a frequency analysis of the oscillatory modes obtained after applying EMD. The

proposed algorithm was tested on three di�erent databases which belong to both

adults and children and it achieved the best accuracy scores when compared with

the most commonly used QRS complex detectors.
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Chapter 5

Breathing Rate Estimation from

Real Data

This chapter focuses on the BR estimation of real raw ECG and EMG data using

the methods discussed in Chapter 3. Furthermore, additional contributions of this

thesis to the BR estimation will be highlighted in this chapter which include: (1)

the ECG signal extraction from EMG signals using the ICA method, (2) the use

of peak-to-baseline amplitude for the EDR method which reduces computational

cost, (3) the design of band-pass �lters whose cut-o� frequencies are based on the

age and condition of the child, (4) the exploitation of the CSD for the �rst time

on respiratory signals, (5) the use of a band-pass �lter on PCA- and ICA-derived

respiration signals to exclude non-respiratory frequencies in order to increase the BR

estimation accuracy, (6) the development of an enhanced EMD-derived respiration

method by introducing further signal processing �ltering stages to the raw ECG

signal, (7) the proposed data fusion technique and, (8) the use of the autocorrelation

function for the AR model order selection.
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Section 5.1 describes the databases used in this chapter. Section 5.2 focuses on the

performance of single methods for BR estimation and how these methods were further

enhanced in order to increase the estimation accuracy. Section 5.3 explores fusion

techniques and investigates if the latter bene�ts the BR estimation performance.

5.1 Discussion of Investigated Real Databases

Before we discuss the proposed BR estimation methods, we �rst present the details

of the databases under study. The methods were tested on three real datasets which

belong to hospitalised children. In more details our developed methods will be tested

on:

1. Capnobase dataset: This dataset consists of 25 recordings that were previ-

ously partly seen in Chapter 4. Capnobase contains real ECG data collected

during elective surgery and routine anaesthesia and belongs to children in the

age range of 1-14 years and adults of ages in the range of 37-64 years (Karlen

et al., 2013). The duration of the ECG signals is 8 minutes and the sampling

frequency was set at 300 Hz. A reference BR is provided for each minute where

the BR varies from 7 to 39 bpm. For each recording, the code name is capno

followed by the number of the patient. The reference BR was obtained via

manual annotations of the capnography signals, which was performed by the

authors of the study (Karlen et al., 2013).

2. BCH ECG dataset: This dataset contains children ECG recordings collected

in the Birmingham's Children Hospital (BCH). The data were collected using

wireless sensors, designed by Isansys Lifecare. The children ECG database

contains 18 recordings which belong to children of ages in the range of 0-
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5 years. The duration of the recordings varies from 1 to 2 minutes and the

sampling frequency was set to 100 Hz. The reference BR was provided for each

minute where BR varies from 35 to 91 bpm. The code name of the children

ECG recordings is ecgch, followed by the patient number. The reference BR

was estimated by skilled nurses, by counting how many times the chest rises

within a minute, assuming that each rise corresponds to a breath.

3. BCH EMG dataset: This dataset contains newborn EMG signals provided

by BCH. The EMG signals were sampled at 500 Hz and their duration varies

from 1 minute to 7 hours and the reference BR are provided per hour. More-

over, the BR varies from 24 to 85 bpm. The code name of the EMG children

recordings is emgch, followed by the patient number. The BCH EMG data were

acquired by placing eight electrodes on the chest and diaphragm of the subject,

thus obtaining eight channels which re�ect the intercostal and diaphragmatic

muscle activity. The latter points out that the EMG is a more convenient signal

to extract the WOB, however it requires further signal processing in order to

extract the BR. The reference BR was estimated by skilled nurses, by count-

ing how many times the chest rises within a minute, assuming that each rise

corresponds to a breath.

The EMG electrodes can also capture the heart activity, as they are placed

around the heart, whose biopotential is quite dominant, around 1-5 mV (Thakor,

1999). Thus the heart signal can be seen as the unknown source and the eight EMG

channels as the observations, hence this problem can be modelled as a BSS model

and the ECG signal can be estimated using ICA, as described in Section 3.1.4. For

this purpose, a data matrix, X, which will undergo ICA, is constructed by stacking

the eight EMG channels in the rows of the matrix. Hence X is an 8 × m matrix,
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where m is the number of samples, which is the same for all the channels and 8

is the number of channels as mentioned earlier. The idea here is to �nd the non-

noisy coe�cients and �lter out the noise from the data matrix and then re-apply

ICA in order to get the ECG signal. Algorithm 4 summarises the proposed steps in

order to extract an ECG signal using the provided EMG channels. Figure 5.1 shows

the extracted components after applying the ICA on the data matrix for recording

emgch4. It can be observed that components 7 and 8 are noisy thus the data will

be �ltered with the coe�cients which correspond to the non-noisy components 1 to

6. The extracted ECG signal in presented in Figure 5.2 (component 6 - red curve).

It can also be seen that the extracted ECG signal should be inverted in this case in

order to further analyse it for BR estimation.

Algorithm 4: ECG extraction from EMG

1 Data matrix construction X;
2 Apply ICA to get ICs: S ← ICA(X), S contains 8 ICs;

3 Locate non-noisy ICs, Ŝ, whose number is less than 8, and compute the

non-noisy mixing coe�cients, Â, as follows: XŜ
T ← ÂŜŜ

T
, where

ŜŜ
T ← I;

4 Filter data matrix with non-noisy coe�cients: Xf ← ÂŜ;
5 Apply ICA to get ECG: ECG← ICA(Xf );

5.2 Single Methods

This section provides an account of the proposed BR estimation methods using the

Capnobase, the children ECG and EMG data. Following our approach discussed

earlier, the derived respiration signal is divided into one minute windows prior to

estimating the BR using either the frequency or time domain analysis. In order to

evaluate the performance of the methods described in the following sections, the
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Figure 5.1: EMG ICA: A small part (5s) of the eight ICs found after applying ICA
on the EMG data matrix for recording emgch4. Components 7 and 8 correspond to
noise.
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Figure 5.2: ECG extraction from EMG: A small part (5s) of the eight ICs found
after applying ICA on the �ltered data matrix for recording emgch4. Components
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Mean Absolute Error (MAE) in bpm was calculated as follows:

MAE =
1

N

N∑
i=1

|BRrefi − BResti |, (5.1)

where BRref is the reference BR, BRest is the estimated BR, and N is the total

number of one minute windows. Moreover, for each method we provide a con�dence

interval (CI) which is given as ±2σ, where σ is the standard deviation of the MAEs

for a speci�c method.

5.2.1 ECG-Derived Respiration (EDR)

This section discusses the results obtained using the proposed EDR estimation which

is presented in Algorithm 5 on the recordings described above. The proposed method

reduces the implementation time as the proposed algorithm uses the peak-to-baseline

amplitude (Algorithm 5 line 3), whereas conventional EDRmethods (E. Helfenbein et

al., 2014; Babaeizadeh et al., 2011) use the peak-to-trough amplitude. This is because

the computation of the peak-to-trough requires the identi�cation of the S-peaks

in addition to the R-peaks, thus increasing the computation cost and introducing

delays to the BR estimation. However, we think this is unnecessary as one of the

�rst processing steps of an ECG signal is the removal of the baseline wander thus

peak-to-baseline, as proposed in this thesis, should provide accurate estimation of

the BR as will be demonstrated later.

Furthermore, the majority of BR estimation methods �lter the extracted respi-

ration signal within reasonable respiration frequencies taking into account the BR

limits of a healthy subject at rest. However, the proposed EDR method takes into

account the patient age and the HR (Algorithm 5 line 4). The lower cut-o� frequency

is set to 0.4 Hz (24 bpm) for children with age in range 0-1 years old, and to 0.5 Hz
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(30 bpm) for children with age in range 1-5 years old. The upper cut-o� frequency is

set to be the average of the maximum BR and the lower HR and it is always higher

than 1.2 Hz (72 bpm) (Charlton et al., 2017).

Algorithm 5: Proposed EDR

1 Locate R-peaks;
2 Discard outliers: R← µR − 2σR < R < µR + 2σR (where µR and σR are the

mean and the variance of the R-peaks, respectively);
3 Interpolate R-peaks and then down-sample at 8 Hz;
4 Filter within reasonable respiration frequencies depending on age and

condition;

Results

Tables 5.1, 5.2 and 5.3 show the results for Capnobase, BCH ECG and BCH EMG

data, respectively. The results presented are structured as follows: �rst columns cor-

responds to the patient code name, second column illustrates the results obtained

after applying DFT to the respiration signal, third column the results from CSD

and columns four and �ve show the results of the time domain analysis using the

methods discussed in Section 3.1.

As can be seen from the tables, the EDR method gives the most promising results

when applied on the Capnobase dataset. However, the results on the children data

(BCH ECG and EMG) show a poor performance. This can be explained by the

fact that these data were recorded in a hospital setting from under the age of 5

sick children with serious respiratory problems. In addition, the BR estimation of

this hospital data is a�ected by the presence of noise such as sensors' imperfection,

patient movements since children cannot stay still, misplaced sensors and imperfect

sensor-patient contacts.

Figure 5.3 shows the ECG signal of patient ecgch1 in Plot 1. It is evident that the
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Record MAEDFT (bpm) MAECSD (bpm) MAE3PT (bpm) MAEP2T (bpm)

capno9 0.25 0.38 5.88 0.50
capno15 0.00 0.13 2.25 0.00
capno16 0.00 0.00 22.63 1.38
capno18 1.38 1.50 3.00 2.38
capno23 0.13 0.00 10.00 1.25
capno32 2.50 7.50 10.50 5.25
capno35 2.00 1.86 12.29 1.37
capno38 0.63 0.50 8.13 1.50
capno103 0.00 0.00 11.50 0.25
capno104 0.00 0.00 11.38 0.75
capno105 0.02 0.02 9.88 0.75
capno121 0.01 0.01 8.63 0.88
capno122 0.01 0.01 8.00 1.38
capno125 0.21 0.21 3.00 0.88
capno127 0.38 0.50 34.13 0.25
capno128 0.38 0.25 11.25 1.00
capno134 0.01 0.01 11.13 0.88
capno142 0.51 0.39 13.75 3.00
capno147 0.00 0.00 12.25 4.38
capno148 0.01 0.01 9.88 1.00
capno311 0.00 0.01 6.38 0.75
capno312 0.63 1.25 12.13 6.50
capno313 0.00 0.00 8.00 0.63
capno322 0.40 0.40 1.13 0.75
capno325 0.00 0.00 14.13 6.38

Average 0.38 0.60 10.45 1.76

CI ± 1.3 ± 3.04 ± 13.36 ± 3.74

Table 5.1: Capnobase dataset: EDR performance
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Record MAEDFT (bpm) MAECSD (bpm) MAE3PT (bpm) MAEP2T (bpm)

ecgch1 7 7 9 5
ecgch2 31 34 14 22
ecgch3 9 9 10 4
ecgch4 4 4 7 2
ecgcg5 2 22 5 6
ecgch6 25 25 0 9
ecgch7 27 24 2 12
ecgch8 10 6 11 6
ecgch9 55 52 40 49
ecgch10 20 20 8 14
ecgch11 11 10 12 4
ecgch12 2 2 7 3
ecgch13 2 17 14 4
ecgch14 17 16 13 13
ecgch15 26 16 5 12
ecgch16 7 3 5 3
ecgch17 16 24 0 6
ecgch18 3 1 7 2

Average 15.2 16.2 9.4 9.8

CI ± 27.6 ± 26.0 ± 17.6 ± 22.2

Table 5.2: ECG children: EDR performance

Record MAEDFT (bpm) MAECSD (bpm) MAE3PT (bpm) MAEP2T (bpm)

emgch1 23 26 16 21
emgch2 3 2.5 7 3.5
emgch3 6 5 3.8 2.8
emgch4 15.5 14.6 11.6 13.7

Average 11.8 12.0 9.6 10.3

CI ± 18.2 ± 21.4 ± 10.6 ± 17.4

Table 5.3: EMG children: EDR performance
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Figure 5.3: Noise in ecgch1: The baseline wander e�ect and muscular noise in ecgch1.
Plot 1 shows the ECG signal. Plot 2 shows the DFT of the signal (DFT points =
6000). The blue and black dashed lines show the frequencies that correspond to BR
and HR, respectively.

signal is governed by baseline wander, which results from excessive body movements.

Plot 2 shows the DFT of this signal. Baseline wander is known as a low-frequency

artefact, and it can be seen that the low frequencies are very dominant compared

to the frequency corresponding to the BR. Moreover, a closer look at frequencies

between 30-50 Hz reveals the presence of high frequency muscular noise.

Figure 5.4 shows the respiration signal obtained when the proposed EDR method

was applied on recording capno9. Each plot corresponds to an one minute window.

It has been already mentioned that the ECG signals' duration is 8 minutes, hence

following our approach it is expected to see 8 respiration signals of one minute length.

For each window the BR is estimated in the frequency domain by applying a DFT.
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Figure 5.4: EDR method on capno9: The band-pass �ltered respiration signal ob-
tained from the proposed EDR method for recording capno9. Plots 1 to 8 correspond
to the 8 one minute windows obtained from the proposed algorithm.

Figure 5.5 shows the frequency analysis of the band-pass �ltered EDR signal obtained

for capno9. Plots 1 to 8 of Figure 5.5 represent the DFT frequency domain analysis

for the entire EDR signal, along with the reference BR. It can be seen that each

window contains a dominant peak which corresponds to the estimated BR.

Figure 5.6 shows the frequency domain analysis of the band-pass �ltered EDR

respiratory signal obtained for recording ecgch1. The reference BR is only given for

the second respiratory window and it is 42 bpm (0.7 Hz). From Plots 3 and 5 in the
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Plots 1 to 8 show the frequency spectra of each one minute window, along with the
reference BR.
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Figure 5.6: FD analysis of the EDR signal on ecgch1: Frequency domain analysis
of the band-pass �ltered EDR signal using the DFT and CSD for recording ecgch1.
Plot 1 shows the obtained band-pass �ltered EDR signal for the 2 min recording.
Plots 2 and 3 represent the DFT analysis. Plots 4 and 5 show the CSD analysis.

�gure, it is apparent that the most dominant DFT and CSD frequencies are at 35

bpm (0.58 Hz) for both methods. What is interesting about the frequency spectra

in this �gure is that both DFT and CSD spectra contain a peak at 0.7 Hz, which

corresponds to the reference BR, proving that the respiration frequency is present

in the data, however noise frequencies are more prominent.

Moreover, regarding the performance of the methods for recording ecgch9, the

high MAE of recording ecgch9 can be explained from the fact that the BR cannot
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Figure 5.7: HR Nyquist limit on ecgch9: Plot 1 shows the ecgch9. Plot 2 shows
the DFT of the signal (DFT points = 6000). The blue dashed line represents the
Nyquist limit (HR/2). The pink and black dashed lines correspond to the BR and
HR, respectively.

be estimated as it is 91 bpm and the corresponding HR is 137 bpm, meaning that

the reference BR is much higher than half the HR causing aliasing. To elaborate in

ECG-based BR extraction methods, the time series derived as respiration signal is

sampled at the HR frequency because the respiration signal is based on the R-peaks

which also de�ne the HR. Hence frequencies above half of the HR frequency can

not be retrieved due to the Nyquist limit. Figure 5.7 shows the DFT of ecgch9. It is

evident that the BR frequency is higher than the Nyquist limit. Therefore the BR in

this case cannot be retrieved from methods that depend on the R-peak extraction.

Figure 5.8 shows the frequency domain analysis of two one minute windows using

the DFT and CSD techniques on the respiration signal obtained from the proposed
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EDR method for emgch2. The reference BR for these windows is 28 bpm (0.4667

Hz). As shown in Plots 2 and 3 the most dominant peaks are close to the reference so

the MAE is low. Furthermore, Plot 5 shows that the most dominant peak in the CSD

spectrum is quite close to the reference frequency, hence the estimation accuracy is

high.

Taken together, these results suggest that the developed EDR method provides

accurate BR estimates for the Capnobase data. However, the MAE is higher for

the BCH ECG and EMG data, suggesting that the EDR method is a�ected by the

noise introduced to the ECG signals due to sensor's imperfections. The latter is also

mirrored in the frequency domain analysis of the EDR signals of the children data,

where it can be seen that the frequency spectrum is more spread and there is no clear

dominant frequency. Moreover, the time domain methods show similar performances

for the children data, suggesting that the advanced P2T method is somehow confused

on which peak to chose as breaths, when it comes to patients who show di�culty in

breathing, because it uses a set of conditions applied on the identi�ed breaths which

is based on normal breathing.

5.2.2 RSA-Derived Respiration (RSA)

The improved RSA estimation and the results obtained when applied to the databases

discussed earlier in this chapter are described in this section. The novelty of the RSA

method is that the extracted respiration signal is �rst �ltered within reasonable res-

piration frequencies based on the age of the patient and their HR (Algorithm 6 line

4).

C. Kozia, PhD Thesis, Aston University, 2020 130



70 80 90 100 110 120 130 140 150 160 170 180

Time (s)

-10

-5

0

5

A
m

p
li
tu

d
e
 (

m
V

)

10
-6 Plot 1 - EDR signal

0 1 2 3 4
0

2

4
10

-4Plot 2 - DFT of Window 1

0 1 2 3 4
0

1

2

3
10

-4Plot 3 - DFT of Window 2

0 1 2 3 4

Frequency (Hz)

0

1

2

3

M
a
g

n
it

u
d

e

10
4Plot 4 - CSD of Window 1

0 1 2 3 4

Frequency (Hz)

0

2

4

6
10

4Plot 5 - CSD of Window 2

35 bpm 25 bpm

29 bpm 28 bpm

Figure 5.8: FD analysis of the EDR signal on emgch2: Frequency domain analysis
of the band-pass �ltered EDR signal using the DFT and CSD for recording emgch2.
Plot 1 shows the obtained band-pass �ltered EDR signal. Plots 2 and 3 represent
the DFT analysis. Plots 4 and 5 show the CSD analysis.

Algorithm 6: Proposed RSA

1 Locate R-peaks;
2 Compute the Instantaneous Heart Rate (IHR) values;
3 Interpolate IHR values and then down-sample at 8 Hz;
4 Filter within reasonable respiration frequencies depending on age and

condition;
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Results

The results from the frequency and time domain analysis for each dataset are sum-

marised in Tables 5.4, 5.5 and 5.6. It is apparent from these tables that the frequency

domain methods perform better when applied on the Capnobase dataset. Moreover,

the overall performance appears not to be as good as when using EDR. A possible

explanation for the high errors when analysing an RSA signal is that the ECG signal

is not dominated by FM, meaning that the distances between the R-peaks are not

a�ected by respiration and hence the RSA method cannot capture the respiratory

behaviour of the signal. The latter can be related to the position of the ECG sen-

sors. Nonetheless, it was previously shown that EDR can capture this behaviour,

indicating that the Capnobase ECG signals are governed by AM.

Figure 5.9 shows the respiration signal obtained when the proposed RSA method

was applied on recording capno16. Each plot illustrates a one minute window and

for each window the frequency spectrum is computed using the DFT analysis, which

is shown in Figure 5.10. The MAE of recording capno16 for the DFT method is high

about 5.8781 bpm. It can be observed that the RSA signal is not very smooth and

the respiratory oscillations are not distinct which will a�ect the frequency domain

analysis as other frequencies are going to be present and deteriorate the accuracy

of the BR estimation. This phenomenon can also be validated by having a closer

inspection of the frequency spectra (Figure 5.10). The reference BR for capno16 is

10 bpm (0.1667 Hz). As can be seen only in Plots 2, 3 and 4 there is a dominant

respiratory peak at 0.1667 Hz. However the most dominant frequency of the rest of

the windows is around 0.06667 Hz, which is far from the reference.

It is also interesting to compare the RSA signal and its spectrum with the EDR

signal. Figure 5.11 shows the EDR signal obtained for capno16. It is evident that
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Record MAEDFT (bpm) MAECSD (bpm) MAE3PT (bpm) MAEP2T (bpm)

capno9 2.13 0.38 6.13 0.88
capno15 0.00 0.00 3.50 0.00
capno16 5.88 2.63 38.38 16.75
capno18 2.00 5.76 18.50 3.75
capno23 0.25 0.10 6.75 0.50
capno32 1.62 1.63 11.25 0.75
capno35 15.83 19.97 33.57 4.86
capno38 2.88 3.13 6.50 1.25
capno103 0.00 0.00 21.88 6.38
capno104 0.00 0.00 35.63 11.88
capno105 1.25 2.27 9.88 2.00
capno121 3.76 5.01 13.50 2.63
capno122 0.51 0.01 10.50 1.75
capno125 0.21 0.21 3.38 1.00
capno127 6.02 8.75 3.13 3.14
capno128 7.00 7.13 17.13 2.25
capno134 8.26 10.88 37.00 6.63
capno142 0.00 3.00 14.63 2.75
capno147 11.63 8.25 32.13 3.50
capno148 3.38 3.26 14.50 2.63
capno311 7.10 7.72 10.63 2.60
capno312 0.00 0.00 11.25 3.00
capno313 2.00 4.50 18.38 9.00
capno322 2.00 2.53 5.25 1.25
capno325 5.88 7.24 28.75 4.00

Average 3.58 4.17 16.49 3.81

CI ± 8.1 ± 9.3 ± 22.82 ± 7.7

Table 5.4: Capnobase dataset: RSA performance
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Record MAEDFT (bpm) MAECSD (bpm) MAE3PT (bpm) MAEP2T (bpm)

ecgch1 7 10 19 8
ecgch2 22 8 10 12
ecgch3 11 11 20 2
ecgch4 3 18 12 8
ecgcg5 9 17 8 5
ecgch6 22 6 3 5
ecgch7 18 2 2 5
ecgch8 5 12 15 9
ecgch9 52 65 40 52
ecgch10 25 8 2 11
ecgch11 15 11 9 3
ecgch12 4 4 8 1
ecgch13 4 17 10 4
ecgch14 18 17 10 18
ecgch15 17 23 1 10
ecgch16 8 8 7 0
ecgch17 7 1 3 6
ecgch18 2 2 9 5

Average 13.8 13.3 10.4 9.1

CI ± 24.0 ± 28.6 ± 18.4 ± 23.2

Table 5.5: ECG children: RSA performance

Record MAEDFT (bpm) MAECSD (bpm) MAE3PT (bpm) MAEP2T (bpm)

emgch1 26 28 3 19
emgch2 2.5 2 5 2
emgch3 7.2 10.2 3.2 5.5
emgch4 22.3 21.9 13.7 11.0

Average 14.5 15.5 6.2 11.0

CI ± 22.8 ± 23.3 ± 10.1 ± 17.0

Table 5.6: EMG children: RSA performance
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Figure 5.9: RSA method on capno16: The band-pass �ltered respiration signal ob-
tained from the proposed RSA method for recording capno16. Plots 1 to 8 correspond
to the 8 one minute windows obtained from the proposed algorithm.
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Figure 5.10: DFT analysis of the RSA signal on capno16: Frequency domain analysis
of the band-pass �ltered RSA signal using the DFT for recording capno16. Plots 1
to 8 shows the frequency spectra of each one minute window.
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Figure 5.11: EDR method on capno16: The respiration signal obtained from the
proposed EDR method for recording capno16. Plots 1 to 8 correspond to the 8 one
minute windows obtained from the proposed algorithm.

the EDR signal is smoother, compared to the RSA signal, and also gives a clearer

image of the respiratory oscillations. The latter conclusion can be further validated if

the frequency spectrum of the signal is investigated. Figure 5.12 illustrates the DFT

spectra of each window of the EDR signal for recording capno16. It can be observed

that in all the windows there is a clear dominant spectral peak at 0.1667 Hz, which

corresponds to the reference respiratory frequency.

Figure 5.13 illustrates the frequency and the time domain analysis of the RSA
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Figure 5.12: DFT analysis of the EDR signal on capno16: Frequency domain analysis
of the EDR signal using the DFT for recording capno16. Plots 1 to 8 shows the
frequency spectra of each one minute window.
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signal extracted for recording ecgch1. As previously mentioned, the reference BR for

recording ecgch1 is given only for the second window and it is at 42 bpm (0.7 Hz).

From Plots 3 and 5 it is evident that the most dominant peak is far from the refer-

ence respiratory peak. However, there are peaks in both the DFT and CSD spectrum

which are around 0.7 Hz, indicating the respiratory activity is present but it is over-

lapped and �nally distorted by noise frequencies. Moreover, P2T method identi�es

50 breaths, whereas the 3PT method identi�es 61 breaths, when the reference is 42

bpm. This result suggests that P2T performs better that 3PT for the RSA signal

which was also shown for the Capnobase dataset (Table 5.4). The latter conclusion

can be explained by the fact that the prerequisites required by P2T method discard

breath peaks which are present due to the speci�c jagged-shaped respiration signal

obtained from the RSA method.

Figure 5.14 shows the BR estimation using the band-pass �ltered RSA signal

extracted for patient emgch3. The reference BR for the �rst hour of patient emgch3

is 37 bpm, which is 0.6167 Hz. It is evident from Plots 2, 3, 4 and 5 that the

respiration frequency is present but it is not the most dominant. However, in both

DFT and CSD spectra there are peaks which are at 0.6167 Hz whose amplitude is

not so insigni�cant. This problem will be addressed later in a following section by

using data fusion techniques. Moreover, 3PT identi�es 36 and 37 breaths for each

window, whereas the P2T 32 and 31 breaths, suggesting that the P2T method is

discarding more breaths when it comes to patient who face di�culty in breathing.

Overall, these results suggest that RSA is a more sensitive method and in order

to give su�cient BR estimates, the ECG signals should be distinctively governed

by FM. Moreover, it has be shown again that the DFT and CSD analysis can both

accurately estimate the BR of sick children. Finally, the RSA results demonstrate
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Figure 5.13: Frequency Domain (FD) and Time Domain (TD) analysis of the RSA
signal on ecgch1: Frequency and time domain analysis of the band-pass �ltered RSA
signal using the DFT, CSD, 3PT and P2T for recording ecgch1. Plot 1 shows the
obtained band-pass �ltered RSA signal. Plots 2 and 3 represent the DFT analysis.
Plots 4 and 5 show the CSD analysis. Plot 6 shows the breaths obtained from 3PT
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C. Kozia, PhD Thesis, Aston University, 2020 140



0 20 40 60 80 100 120

Time (s)

-5

0

5

A
m

p
li
tu

d
e
 (

s
-1

) 10
-6 Plot 1 - RSA signal

0 0.5 1 1.5 2 2.5
0

2

4

M
a
g

n
it

u
d

e

10
-4 Plot 2 - DFT of Window 1

0 0.5 1 1.5 2 2.5
0

1

2
10

-4 Plot 3 - DFT of Window 2

0 0.5 1 1.5 2 2.5

Frequency (Hz)

0

5
10

4 Plot 4- CSD of Window 1

0 0.5 1 1.5 2 2.5

Frequency (Hz)

0

5

10
10

4 Plot 5 -CSD of Window 2

0 20 40 60 80 100 120
-5

0

5
10

-6 Plot 6 - 3PT

3PT breaths

0 20 40 60 80 100 120

Time (s)

-5

0

5

A
m

p
li

tu
d

e
 (

s
-1

)

10
-6 Plot 7 - P2T

P2T breaths

29 bpm 28 bpm

28 bpm28 bpm

Figure 5.14: FD and TD analysis of the RSA signal on emgch3: Frequency and time
domain analysis of the band-pass �ltered RSA signal using the DFT, CSD, 3PT and
P2T for recording emgch3. Plot 1 shows the obtained band-pass �ltered RSA signal.
Plots 2 and 3 represent the DFT analysis. Plots 4 and 5 show the CSD analysis.
Plot 6 shows the breaths obtained from 3PT method as red crosses. Plot 7 shows
the breaths obtained from the P2T method as black circles.
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that the two time domain methods show comparable performances when processing

signals which belong to patients with di�culty in breathing.

Having explored the two deterministic feature-based methods, the EDR and RSA,

for the BR estimation, the next sections move on to discussing the statistical analysis

methods, in order to investigate if the performance is improved.

5.2.3 PCA-Derived Respiration (PCADR)

The uncertainty of the patient's clinical condition, as well as the inter- or intra-

patient variability can be factors which a�ect deterministic feature-based methods,

such as the EDR and RSA. Moreover, the statistical properties of the unknown

signal, i.e. respiration, could be known, hence statistical modelling might be more

appropriate. In this section, the PCA-derived respiration will be investigated using

Capnobase, BCH ECG, and EMG data. The enhanced proposed PCADR method

�lters the extracted respiration signal using a band-pass �lter whose cut-o� frequen-

cies are based on the age and condition of the patient (Algorithm 7 line 5), prior to

the estimation of the BR.

Algorithm 7: Proposed PCADR

1 Locate R-peaks;
2 Create data matrix X;
3 RX ← UΣV T ;

4 Filter the data matrix with the coe�cients of the �rst PC and create X̂;

5 Filter the �rst row of X̂within reasonable respiration frequencies depending
on age and condition of the patient;
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Results

Tables 5.7, 5.8 and 5.9 outline the results obtained when estimating the BR using

the PCADR method. These �ndings suggest that the use of the PCA method did

not improve the BR estimation for real children ECG data. A possible explanation is

that PCA is a basic statistical analysis method. Therefore, more advance techniques

should be investigated.

Figures 5.15 and 5.16 show the frequency spectra obtained for each respiratory

window of recording capno9 after applying the DFT and the CSD analysis, respec-

tively, on the extracted PCADR signal. It can be observed that both methods per-

form identically. The reference BR is about 18 bpm (0.3 Hz). In all the respiratory

windows, in the extracted spectra there is a dominant peak at or very close to 0.3

Hz, achieving a low MAE.

Figures 5.17 and 5.18 illustrate the time domain analysis for each respiratory

window. It is evident that the 3PT method identi�es more breaths, contributing to

increasing the estimation error, compared to the P2T method, whose overall MAE

is low at about 1.93 bpm. As previously mentioned this �nding is expected as the

3PT method counts as breaths all the extrema of the respiration signal, whereas

P2T applies additional conditions which discard the non-respiratory oscillations of

the signal.

The frequency domain and time domain analysis of recording ecgch1, as well

as the extracted band-pass �ltered PCADR signal can be seen in Figure 5.19. To

reemphasize, the reference BR of this recording is 42 bpm (0.7 Hz) and the reference

is provided only for the second respiratory window. Plot 3 shows that the most

dominant peak is at 0.6 Hz, which is not the reference frequency. What is interesting

in this plot is that the second most dominant frequency is at 0.7 Hz which is the
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Record MAEDFT (bpm) MAECSD (bpm) MAE3PT (bpm) MAEP2T (bpm)

capno9 0.38 0.38 3.00 0.00
capno15 0.00 0.00 2.13 0.00
capno16 1.38 0.00 23.00 2.00
capno18 1.51 1.38 4.25 1.72
capno23 0.50 0.38 13.88 0.63
capno32 2.75 2.13 18.88 4.50
capno35 1.86 2.00 13.71 2.00
capno38 1.75 1.75 9.13 2.50
capno103 0.00 0.00 11.50 0.38
capno104 0.00 0.00 10.38 0.88
capno105 0.00 0.00 8.38 0.75
capno121 0.01 0.01 7.25 0.57
capno122 0.13 0.13 9.13 0.88
capno125 0.25 0.25 2.63 0.75
capno127 0.50 0.50 5.63 0.75
capno128 0.38 0.25 13.00 0.63
capno134 1.75 3.25 12.50 0.88
capno142 3.13 1.26 14.63 3.88
capno147 8.13 9.38 15.25 6.88
capno148 0.01 0.01 10.63 1.00
capno311 0.38 0.25 7.00 1.25
capno312 1.75 3.38 12.50 7.13
capno313 0.00 0.00 8.50 0.88
capno322 0.75 0.75 1.75 0.88
capno325 0.74 2.24 26.25 6.50

Average 1.12 1.19 10.60 1.93

CI ± 3.44 ± 4.00 ± 12.34 ± 4.26

Table 5.7: Capnobase dataset: PCADR performance
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Record MAEDFT (bpm) MAECSD (bpm) MAE3PT (bpm) MAEP2T (bpm)

ecgch1 6 6 10 2
ecgch2 30 29 9 19
ecgch3 5 10 1 3
ecgch4 6 2 9 4
ecgcg5 4 20 4 3
ecgch6 11 14 9 3
ecgch7 7 27 2 8
ecgch8 6 6 20 6
ecgch9 52 60 43 49
ecgch10 23 23 4 15
ecgch11 11 10 9 2
ecgch12 15 15 13 7
ecgch13 16 15 13 5
ecgch14 15 21 11 18
ecgch15 31 29 3 12
ecgch16 4 3 4 0
ecgch17 2 15 3 8
ecgch18 7 14 4 0

Average 13.9 17.7 9.5 9.1

CI ± 25.8 ± 27.0 ± 19.4 ± 23.0

Table 5.8: ECG children: PCADR performance

Record MAEDFT (bpm) MAECSD (bpm) MAE3PT (bpm) MAEP2T (bpm)

emgch1 18 35 10 20
emgch2 2 2 7.5 3.5
emgch3 6 6 3.8 4.2
emgch4 15.3 13.9 11.1 13.6

Average 10.3 14.2 8.1 10.3

CI ± 15.1 ± 29.4 ± 6.5 ± 15.9

Table 5.9: EMG children: PCADR performance
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Figure 5.15: DFT analysis of the PCADR signal on capno9: Frequency domain anal-
ysis of the band-pass �ltered PCADR signal using the DFT for recording capno9.
Plots 1 to 8 show tha frequency spectra of each one minute window.

reference, suggesting that sensor capturing noise while recording the ECG signals,

a�ects the frequency spectrum of respiration. This problem will be addressed later

in this chapter using data fusion techniques. Regarding the time domain estimation

methods both of them achieved a promising MAE for real ECG data which belong

to sick children. Closer inspection of Plot 6 shows that the 3PT method counted 52

breaths, whereas the P2T method (Plot 7) counted 44 breaths, which is closer to the

reference, giving a MAE of 2 bpm.
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Figure 5.17: 3PT analysis of the PCADR signal on capno9: Time domain analysis
of the band-pass �ltered PCADR signal using the 3PT for recording capno9. Red
crosses represent the identi�ed breaths by the 3PT method.

Figure 5.20 shows the frequency and time domain analysis along with the PCADR

signal extracted for patient emgch3. First it can be observed that the PCADR signal

is smoother than the RSA signal (Figure 5.14), having more distinct respiratory-

oscillations, whose behaviour can be retrieved from the frequency domain analysis.

The depicted respiratory windows correspond to the �rst hour of the EMG channels

and their reference BR is at 37 bpm, which is 0.6167 bpm. It is evident that the most

dominant peaks in the DFT window are close to the reference BR. Nonetheless, the

frequency domain estimation accuracy is a�ected due to the ECG sensors capturing
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Figure 5.18: P2T analysis of the PCADR signal on capno9: Time domain analysis
of the band-pass �ltered PCADR signal using the P2T for recording capno9. Black
circles represent the identi�ed breaths by the P2T method.
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Figure 5.19: FD and TD analysis of the PCADR signal on ecgch1: Frequency and
time domain analysis of the band-pass �ltered PCADR signal using the DFT, CSD,
3PT and P2T for recording ecgch1. Plot 1 shows the obtained band-pass �ltered
PCADR signal. Plots 2 and 3 represent the DFT analysis. Plots 4 and 5 show the
CSD analysis. Plot 6 shows the breaths obtained from 3PT method as red crosses.
Plot 7 shows the breaths obtained from the P2T method as black circles.
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noise.

In summary, these �ndings illustrate that the EDR and PCADR methods show

similar performances for both ECG and EMG children data, while RSA is more

sensitive. Furthermore, it is worth mentioning that the signals obtained for the Cap-

nobase, children ECG, and EMG children data from the EDR (Figures 5.4, 5.6 and

5.8) and the PCADR methods have a smoother shape when compared to the RSA

signal (Figures 5.13 and 5.14).

5.2.4 ICA-Derived Respiration (ICADR)

The main drawback of PCA analysis is that it assumes that the source signals,

i.e. respiration, are mutually uncorrelated, whereas ICA assumes statistical indepen-

dence. Therefore, it is interesting to investigate whether ICADR will improve the BR

estimation. The innovativeness of the proposed ICADR method is the dimensionality

reduction of the data matrix based on the cumulative sum of the eigenvalues of the

latter (Algorithm 8 line 3), the selection of the corresponding to respiration IC (Al-

gorithm 8 lines 5 and 6) and that the latter is �ltered within reasonable respiration

frequencies prior the BR estimation (Algorithm 8 line 7).

Algorithm 8: Proposed ICADR

1 Locate R-peaks;
2 Create data matrix X;
3 Apply PCA to reduce dimensions of X based on the cumulative sum of

eigenvalues;
4 IC ← fastICA(X);
5 Analyse frequency content of IC;
6 Choose respiratory IC;
7 Filter within reasonable respiration frequencies depending on age and

condition;

The main assumption of the proposed ICADR method is that the size of the
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Figure 5.20: FD and TD analysis of the PCADR signal on emgch3: Frequency and
time domain analysis of the band-pass �ltered PCADR signal using the DFT, CSD,
3PT and P2T for recording emgch3. Plot 1 shows the obtained band-pass �ltered
PCADR signal. Plots 2 and 3 represent the DFT analysis. Plots 4 and 5 show the
CSD analysis. Plot 6 shows the breaths obtained from 3PT method as red crosses.
Plot 7 shows the breaths obtained from the P2T method as black circles.
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data matrix can be reduced while keeping the same amount of information about

the data. This can be achieved by applying the PCA analysis on the data matrix

and investigating the eigenvalues. Therefore, the idea is to keep the PCs which

correspond to the largest eigenvalues and thus represent a high enough percentage of

the data and preserve the beat-to-beat variability which is essential in the respiration

signal extraction. In order to achieve this, the cumulative sum of the eigenvalues is

computed as follows:

cs =

n∑
j=1

λj , (5.2)

where n is the total number of eigenvalues. Figure 5.21 shows the cumulative sum

versus the eigenvalue number obtained after applying PCA on the data matrix of

recording capno15. It is evident that by using the �rst 10 eigenvectors, over 95% of the

dataset can be expressed. Close inspection of the red curve illustrates that the �rst 10

eigenvectors represent 96.87% of the data matrix for capno15. This assumption was

tested on all Capnobase recordings, thus the �rst 10 PCs are kept for dimensionality

reduction prior to applying the ICA analysis.

After applying the fastICA algorithm on the reduced data matrix it is expected

to extract 10 ICs, one of which is likely to correspond to the respiration signal. Figure

5.22 shows the extracted ICs for recording capno15. In order to decide the respiratory

IC, the frequency content of the ICs was investigated by applying the DFT method.

Then the ICs whose frequency spectrum lies between reasonable respiration frequen-

cies and contains a clear dominant peak is set to be the ICADR signal. Figure 5.23

shows the frequency spectra of the 10 extracted ICs. Plot 2 shows the respiration

frequency close at 0.4795 Hz (29 bpm) which corresponds to the reference BR (29

bpm) of recording capno15.
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Figure 5.21: Cumulative sum of eigenvalues for recording capno15

Results

Table 5.10 illustrates our �ndings when applying the ICADR method on entire the

recordings from Capnobase dataset and using both frequency (DFT and CSD) and

time domain (3PT and P2T) estimation techniques. This table shows that the best

performance is achieved by the DFT analysis. It is observed that the worst per-

formance is achieved by the 3PT method. This can be explained by the fact that

the extracted ICADR signal from the Capnobase dataset is smooth but the 3PT

technique identi�es extra breaths which are not meant to be counted as breaths.

Nonetheless, the P2T method which imposes a number of conditions for the breath

detection achieves a lower average MAE. Similar behaviour to the CSD analysis for

PCADR and EDR when applied to the Capnobase recordings is also pointed out

when using the proposed ICADR.

Figure 5.24 illustrates the frequency and time domain analysis of the ICADR
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Figure 5.22: Extracted ICs for recording capno15: Plots 1 to 10 shows the 10 ICs
extracted from the reduced data matrix of recording capno15. Plot 2 (yellow curve)
illustrates the respiration signal.
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Figure 5.23: Frequency content of the extracted ICs for recording capno15: Plots
1 to 10 show the frequency spectra of the 10 ICs extracted from the reduced data
matrix for recording capno15 (DFT points = 120). Plot 2 (green curve) illustrates
the frequency spectrum of the respiration signal.
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Record MAEDFT (bpm) MAECSD (bpm) MAE3PT (bpm) MAEP2T (bpm)

capno9 0.38 0.38 3.50 0.75
capno15 0.00 0.00 0.25 0.00
capno16 0.00 0.00 25.50 5.38
capno18 1.38 5.13 8.63 1.88
capno23 0.50 0.38 5.75 1.13
capno32 1.00 3.50 13.63 4.38
capno35 1.86 2.00 13.00 1.57
capno38 1.75 1.75 9.50 1.88
capno103 0.00 0.00 10.12 0.63
capno104 0.00 0.00 15.13 0.88
capno105 0.02 0.02 8.38 1.88
capno121 0.01 0.01 9.25 2.25
capno122 0.00 0.13 16.63 8.50
capno125 0.25 3.63 12.38 6.00
capno127 0.50 0.50 6.13 0.75
capno128 0.38 0.25 11.88 4.88
capno134 0.50 0.50 11.13 4.25
capno142 0.14 0.01 16.38 4.00
capno147 5.38 8.25 17.88 8.75
capno148 0.01 1.13 17.38 8.50
capno311 0.88 1.63 11.13 3.63
capno312 0.00 0.00 10.00 4.38
capno313 0.00 0.00 7.88 0.75
capno322 0.63 0.75 3.25 1.13
capno325 0.13 0.00 14.75 5.50

Average 0.63 1.20 11.18 3.35

CI ± 2.26 ± 4.00 ± 10.92 ± 5.32

Table 5.10: Capnobase dataset: ICADR performance
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signal for recording capno15. The reference BR is 29 bpm (0.4795 Hz). It is spotted

that the most dominant peak in both respiratory windows for DFT and CSD analysis

is at 0.4795 Hz. Regarding the time domain estimation, for capno15 both the 3PT

and P2T methods identi�ed 29 breaths for the �rst two one minute windows, which

is the same as the reference BR.

In summary, the proposed ICADR method shows comparable to EDR perfor-

mance and it behaves better when a classic DFT analysis is applied on the respi-

ratory one minute windows. After having investigated deterministic and statistical

feature-based methods for the BR estimation, the next section will discuss the pro-

posed �lter-based EMD method which is based on the age and the condition of the

patient.

5.2.5 EMD-Derived Respiration (EMDDR)

This section discusses a �lter-based method which makes use of the EMD algorithm

in order to extract the oscillatory modes of the ECG signal. The selection of the res-

piration signal is based on the spectral content of the IMFs extracted. The EMDDR

method has been previously discussed in Section 3.1.5. To reemphasize, the EMD al-

gorithm is applied on the ECG signal in order to extract its IMFs (oscillatory modes),

and then the Fourier transform of each IMF is computed and the IMF whose frequen-

cies lie between reasonable respiration frequencies is set to be the EMDDR signal.

In order to improve the accuracy of this method, prior to estimating the BR, the

EMDDR signal is processed by a band-pass �lter whose cut-o� frequencies depend

on the age and condition of the patient.

However, because the EMD can extract a large number of IMFs depending on

how many oscillatory modes the signal contains, the identi�cation of the IMF that
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Figure 5.24: FD and TD analysis of the ICADR signal on capno15: Frequency and
time domain analysis of the band-pass �ltered ICADR signal using the DFT, CSD,
3PT and P2T for recording capno15. Plots 1 and 2 represent the DFT analysis.
Plots 3 and 4 show the CSD analysis. Plot 5 shows the breaths obtained from 3PT
method as red crosses. Plot 6 shows the breaths obtained from the P2T method as
black circles.
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corresponds to the respiration signal is hard. As such, we propose additional signal

processing steps which will, as can be seen later, make the respiration signal the

most dominant signal in the extracted IMFs. The proposed EMDDR method �rst

processes the ECG signal using a band-pass �lter, whose lower cut-o� frequency is

based on the BR range taking into account the age of the child and the higher cut-o�

frequency is based on the HR. This additional step will remove the modes related

to the HR and thus shifting the respiration signal to a lower order IMF. The latter

reduces the computational time because the EMD algorithm can be restricted to

calculate a speci�c number of IMFs. Hence, it allows us not to wait to extract the

full amount and then continue to the BR estimation.

Furthermore, after applying the EMD algorithm on the �ltered ECG data, the

respiration signal is expected to be the �rst IMF, which will be further processed

taking into account the age and the HR of the patient. In more details the char-

acteristics of the band-pass �lter are: the lower cut-o� frequency is set to 0.5 Hz

(30 bpm) for children with age in range 0-1 years old, and to 0.4 Hz (24 bpm) for

children with age in range 1-5 years old and the upper cut-o� frequency is set at the

HR. The proposed EMDDR method is summarised in Algorithm 9 and additional

steps arose for this thesis are highlighted in red.

Algorithm 9: Proposed EMDDR

1 Locate R-peaks;

2 Compute HR: HR← 60 1
N−1

∑N−1
i=1

1
tRi+1

−tRi
, where N is the total number

of R-peaks;
3 Compute HR frequency: HR← HR

60 ;
4 Filter ECG within frequencies which depend on the age and HR of child;
5 IMFs← EMD(ECG);
6 Filter the �rst IMF within frequencies which depend on the age and HR of

child ;
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Results

Tables 5.11 and 5.12 summarise the results of the proposed method. Compared to

previously obtained EDR, RSA and ICADR results, EMDDR underperforms EDR

and ICADR but outperforms RSA. Time domain analysis on the EMDDR signal ex-

tracted using this method, on the other hand, gives good results, suggesting that the

shape of the EMDDR signal is smooth-shaped with distinct respiratory oscillations.

Figures 5.25 and 5.26 illustrate the EMD analysis of recording capno9. For sim-

plicity only the IMFs from 7 to 11 are included because the respiratory signal is IMF

9, hence the di�erence between its adjacent IMFs is worth mentioning. It is observed

that as the order of the IMFs decreases, the speed of the oscillations decreases. IMF

9 has a nice, smooth shape and its frequency spectrum (Figure 5.26 Plot 3) is spread

around reasonable respiratory frequencies.

Figure 5.27 focuses on the frequency and time domain analysis of the EMDDR

signal for capno9. Plots 2 and 3 depict the DFT spectra of the �rst and the second

respiratory windows. The reference BR is 18 bpm and the most dominant peak of

these windows is located at 0.3 Hz, which is 18 bpm. Moreover, Plots 4 and 5 show

the time domain analysis, verifying similar performance of the two methods, which

counted 21 and 20 breaths for each window, which is actually really close to the

reference BR, but higher.

The most interesting aspect of the results obtained is that the error for recording

ecgch9, whose reference BR is higher than half the HR, is drastically decreased

when comparing to the other methods exploited in this chapter, suggesting that

the EMDDR method could be a possible solution to overlapping frequencies. To

reemphasize, Figure 5.7 shows the issue with this recording. Methods which depend
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Record MAEDFT (bpm) MAE3PT (bpm) MAEP2T (bpm)

capno9 3.13 2.50 2.75
capno15 0.00 2.88 3.00
capno16 0.88 2.75 1.25
capno18 5.63 5.75 6.00
capno23 0.88 0.50 0.63
capno32 3.50 7.38 2.63
capno35 2.57 12.29 4.86
capno38 4.25 8.13 7.75
capno103 2.00 8.88 8.50
capno104 0.88 3.75 2.13
capno105 2.77 2.00 2.00
capno121 2.50 4.00 3.75
capno122 1.75 3.13 2.63
capno125 1.38 3.38 3.00
capno127 1.88 1.50 1.63
capno128 2.75 3.63 1.50
capno134 3.75 3.00 3.38
capno142 5.01 4.00 4.25
capno147 3.88 1.00 1.13
capno148 2.50 2.00 1.88
capno311 1.63 0.88 0.88
capno312 0.38 1.00 0.50
capno313 2.36 1.50 1.63
capno322 5.00 2.50 3.00
capno325 2.00 3.75 3.38

Average 2.53 3.68 2.96

CI ± 2.96 ± 5.66 ± 4.08

Table 5.11: Capnobase dataset: EMDDR performance
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Record MAEDFT (bpm) MAE3PT (bpm) MAEP2T (bpm)

ecgch1 18 20 17
ecgch2 2 1 1
ecgch3 9 29 25
ecgch4 28 27 25
ecgcg5 5 6 3
ecgch6 3 1 1
ecgch7 23 3 1
ecgch8 15 14 13
ecgch9 32 29 39
ecgch10 38 3 16
ecgch11 19 14 33
ecgch12 23 20 19
ecgch13 16 20 20
ecgch14 1 1 1
ecgch15 5 1 5
ecgch16 6 22 1
ecgch17 3 13 7
ecgch18 31 29 28

Average 15.4 14.1 14.2

CI ± 23.6 ± 21.6 ± 24.8

Table 5.12: ECG children: EMDDR performance
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Figure 5.25: EMD analysis of recording capno9: Plots 1 to 5 show the IMFs 7 to 11
of recording capno9. Plot 3 (yellow curve) depicts the EMDDR signal.
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Figure 5.26: DFT analysis of IMFs of recording capno9: Plots 1 to 5 show the fre-
quency spectra of IMFs 7 to 11 (DFT points = 12000). Plot 3 (red curve) depicts
the respiratory spectrum.

C. Kozia, PhD Thesis, Aston University, 2020 165



0 20 40 60 80 100 120

Time (s)

-5

0

5

A
m

p
li

tu
d

e
 (

m
V

) 10
-8 Plot 1 - EMDDR signal

0 0.2 0.4 0.6 0.8 1

Frequency (Hz)

0

1

M
a
n

g
it

u
d

e

10
-4Plot 1 - DFT of Window 1

0 0.2 0.4 0.6 0.8 1

Frequency (Hz)

0

1

10
-4Plot 3 - DFT of Window 2

0 20 40 60 80 100 120
-5

0

5

A
m

p
li

tu
d

e
 (

m
V

)

10
-8 Plot 4 - 3PT

3PT breaths

0 20 40 60 80 100 120

Time (s)

-5

0

5
10

-8 Plot 5 - P2T

P2T breaths

18 bpm 18 bpm
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on the timing of the R-peaks, such as the EDR, RSA, PCADR and ICADR, are

limited by the HR frequency because the R-peaks are sampled at this rate. The

EMD method extracts all the frequency bands involved in the spectrum, thus helps

in identifying the IMFs which belong only to the BR. Therefore, it is a more reliable

technique when the BR is higher than the Nyquist limit of the R-peaks.

Figure 5.28 shows an example of the proposed �lter-based EMDDR method on

recording ecgch9. The reference BR of this recording is high about 65 bpm. The EMD

algorithm extracted 14 IMFs when it was applied on the raw ECG signal, whereas

when applied to the band-pass �ltered (BPF) ECG the number of the extracted

IMFs is reduced to 8. The idea of �ltering the ECG signal and then applying the

EMD algorithm is to limit the range of frequencies and reduce the computational

time. This can be clearly seen from Plot 1 and Plot 2 where Plot 1 shows frequencies

between 5 and 30 Hz while Plot 2 shows a signi�cantly lower frequency range between

0.5 and 0.25 Hz. A second BPF is applied on the extracted �rst IMF of the proposed

EMDDR method in order to extract the �nal EMDDR signal (Plot 5). The most

dominant frequencies of the EMDDR signal are around 1 Hz, corresponding to 60

bpm (Plot 6), which is very close to the reference BR of 65 bpm (Plot 6).

To conclude, the proposed �lter-based EMDDR method shows promising results

when applied to noisy real ECG children data and it might provide a solution to

the issue of overlapping frequencies. However, further experimental investigations

are needed in order to better understand the physical nature of the extracted IMFs

and analyse the possible existence of novel biomedical indicators hidden in the IMFs.

Moreover, the results emerged during the investigation of single feature- and �lter-

based methods for BR estimation on children data suggest that supplementary ex-

ploration can be done using fusion methods in order to research whether these can
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Figure 5.28: Proposed EMDDR method on ecgch2: Plot 1 shows the IMF1 of the raw
ECG signal of ecgch2 and Plot 2 shows its frequency content (DFT points = 6000).
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C. Kozia, PhD Thesis, Aston University, 2020 168



improve the estimation accuracy. The next section, therefore, moves on to discuss

data and method fusion techniques developed during this thesis.

5.3 Fusion Methods

One of the emerge directions of this research is to investigate fusion techniques

and explore whether these techniques are capable of improving the BR estimation

accuracy using ECG data which belong to sick children. Therefore, a data fusion

technique is proposed here to improve the accuracy of the estimated BRs from single

methods. In addition an enhanced method fusion technique based on (Orphanidou

et al., 2013) is proposed as well. This method as discussed in Chapters 2 and 3

uses an AR model combined with a pole magnitude criterion in order to chose the

�nal BR estimate (Algorithm 3). However, a major drawback of this technique is

that the suggested model order is database-speci�c and there is a notable lack of

empirical research where a model order estimation scheme is investigated. Our en-

hanced method exploits an algorithm for model order estimation which is based on

the autocorrelation function of the respiration signal.

5.3.1 Data Fusion

Several studies in the literature dealing with the BR estimation have focused on

method fusion techniques (Orphanidou, 2017; Orphanidou et al., 2013; Sobron et al.,

2010; Nemati et al., 2010; S. G. Fleming & Tarassenko, 2007). The current literature

on the other hand lacks the investigation of data fusion method to improve the

accuracy of the required estimation of BR. However, data fusion has the potential

of smoothing out the errors from the data, and therefore will be investigated for the

�rst time in this work. The proposed data fusion technique �rst estimates the BRs
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of respiratory windows whose duration is 10 sec, and then the �nal BR estimate is

obtained by averaging over these 10 sec windows. Algorithm 10 summarises the steps

of the proposed technique.

Algorithm 10: Proposed Data Fusion

1 Divide respiration signal into m 10 sec windows, where m← length(respiration)
10·fs ;

2 For (i :1 :m) estimate bri;
3 Estimate the �nal BR as: BR← 1

m

∑m
i=1 bri;

Table 5.13 compares the summary statistics (average MAE) for the single meth-

ods and the proposed data fusion technique in both frequency and time domain for

the ECG children data. What is interesting about these �ndings, is that in most

cases the proposed data fusion technique improve the accuracy by reducing the error

about 1.5 bpm on average. This conclusion suggests that data fusion techniques are

more suitable for noisy, real data. Particularly the proposed data fusion method com-

bined with the RSA signal processed by the P2T method achieved the best average

MAE, 8.8 bpm, for the ECG children data.

The results in this section indicate that fusion techniques might be essential for

the BR estimation from ECG signals which are contaminated by noise. The next

section, therefore, moves on to discussing the improved AR model method fusion

technique and how it a�ects the estimation.

5.3.2 Method Fusion

This section discusses an improvement of the pole magnitude and phase angle cri-

terion for the method fusion technique suggested by Orphanidou et al. (2013). In

Orphanidou et al. (2013) an all-pole AR model is designed for the spectral analysis

of the respiration signals produced by di�erent methods and the selection of the BR
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Single Method Data fusion

EDR MAE ±CI MAE ±CI
FFT (bpm) 15.2 (±27.6) 11.2 (±27.0)
3PT (bpm) 9.4 (±17.6) 9.8 (±17.9)
P2T (bpm) 9.8 (±22.3) 9.9 (±19.9)
RSA

FFT (bpm) 13.8 (±24.0) 9.9 (±23.0)
3PT (bpm) 10.4 (±18.4) 11.1 (±18.5)
P2T (bpm) 9.1 (±23.1) 8.8 (±22.0)
PCADR

FFT (bpm) 13.9 (±25.7) 11.9 (±24.2)
3PT (bpm) 9.5 (±19.4) 9.1 (±19.2)
P2T (bpm) 9.1 (±23.0) 9.4 (±22.8)
EMDDR

FFT (bpm) 15.4 (±23.6) 13.9 (±21.6)
3PT (bpm) 14.1 (±21.7) 14.2 (±21.4)
PT2 (bpm) 14.1 (±24.7) 13.4 (±24.1)

Table 5.13: ECG children: Single methods and Data Fusion performance comparison

poles is based on Algorithm 3 (Chapter 3). After testing models with orders ranging

from 6 to 20, Orphanidou et al. (2013) selected the model order to be 8, as it gave

the best results. Nonetheless, this method can be seen to be age and subject speci�c

and hence the estimation accuracy can be a�ected when using a di�erent dataset.

Therefore, a model order selection scheme is proposed in this work based on the

partial autocorrelation function (PACF) of the respiration signals. The PACF gives

an image of the relationship between a current value of the signal with its values at

prior time steps and it is commonly used in AR model order selection (Burke, 2011).

The idea is to select as model order the �rst lag where the PACF falls under 0.2,

thus using an 80% con�dence interval. Figure 5.29 shows the PACF obtained for the

EDR signal of capno9. The number of lags are shown on the x-axis and the PACF

values on the y-axis. The black dashed lines de�ne the 80% con�dence interval. It is
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Figure 5.29: PACF of the EDR signal for capno9

observed that the model order is 13 because this is the �rst lag for which the PACF

falls under 0.2. Algorithm 11 summarises the improved method fusion technique

based on the poles magnitude and phase angle criterion of an AR model.

Algorithm 11: Improved Pole Magnitude and Phase Angle Criterion

1 Estimate model order p1: p1 ← lag, {lag | − 0.2 < PACF(lag) < 0.2};
2 Model respiratory signal: AR(p1);
3 Calculate phase angles: θ;
4 Keep respiratory poles: poles← poles(0.1 Hz < θ < 0.6 Hz);

5 Calculate pole magnitudes: mag←
√
Re{pole}2 + Im{pole}2s;

6 Find highest magnitude: magmax ← max(mag);
7 Find candidate BR poles: polescand ← poles(mag > 0.95 ∗magmax);
8 Select BR pole: poleBR ← polescand(min(θ));

Results

For Capnobase dataset an AR model was designed for each respiratory signal ex-

tracted from the previously discussed methods, EDR, RSA, PCADR and ICADR.

For each one minute window a pole from each signal was computed and �nally only
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one pole was kept as the estimated BR based on the pole magnitude and phase angle

criterion. Table 5.14 shows the results obtained after applying the proposed method

fusion technique on the Capnobase dataset. As can be seen, the average MAE is

about 0.93 bpm which shows that the method fusion underperforms the single EDR

and ICADR methods, however it overperforms the RSA and PCADR methods.

During the experiments the total number of respiratory windows produced for

Capnobase was 224. The method chose 31% of the windows to get the EDR BR

estimate, 6% to get the RSA, 35% to get the PCADR and 17% to get the ICADR

estimate. The percentage of RSA windows was expected as it was previously dis-

cussed that the Capnobase ECG signals do not undergo FM, which is a requirement

for the RSA method in order to extract the respiration signal.

Moving to the ECG children data, the EDR, RSA and PCADR signal where fused

using the proposed method. Table 5.15 illustrates the results obtained after fusing

the EDR, RSA and PCADR signal for the ECG children recordings. The average

MAE achieved from the method fusion is 12.9 bpm, indicating a better performance

compared to the frequency analysis of the corresponding single methods. Moreover,

the total number of the produced respiratory window was 18. The method fusion

chose 22% to be EDR windows, 6% to be RSA and 72% to be PCADR windows.

5.4 Conclusion

Returning to the main question of this chapter, the evidence from these �ndings

suggest that the proposed enhanced BR estimation signle methods, along with the

fusion techniques, showed promising results for ECG children recordings provided

by the Capnobase dataset. It has been observed that sensors used in the hospitalised

ECG and EMG signal recordings induced noise which contaminated the frequency
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Record EDR (bpm) RSA (bpm) PCADR (bpm) ICADR (bpm) Fusion (bpm)

capno9 0.42 2.17 0.50 0.47 0.44
capno15 11.08 0.17 12.05 0.20 0.17
capno16 0.48 24.60 1.43 2.03 0.48
capno18 1.53 3.08 15.78 0.82 1.50
capno23 0.37 3.92 0.44 0.63 0.44
capno32 4.17 2.57 1.43 1.68 1.11
capno35 1.69 17.00 1.88 1.84 11.25
capno38 1.30 0.92 1.33 4.28 1.44
capno103 0.16 1.40 0.17 0.21 0.17
capno104 0.11 1.34 0.38 0.36 0.24
capno105 0.09 4.33 0.29 0.85 0.07
capno121 0.27 2.83 0.39 0.19 0.17
capno122 0.12 11.32 1.47 0.81 0.12
capno125 0.20 0.27 0.27 0.69 0.26
capno127 1.26 8.15 3.78 0.94 0.53
capno128 1.19 5.69 0.51 0.72 0.35
capno134 0.75 1.20 1.01 0.89 0.88
capno142 0.91 5.60 0.33 0.71 0.46
capno147 2.22 17.44 1.20 1.28 0.95
capno148 0.37 3.07 0.41 0.21 0.32
capno311 0.12 5.15 0.73 2.24 0.12
capno312 1.60 1.67 4.78 1.40 0.71
capno313 0.31 1.90 0.19 0.20 0.05
capno322 4.68 5.19 4.92 0.79 0.45
capno325 1.02 24.14 2.56 0.61 0.50

Average 1.46 6.20 2.33 1.00 0.93

CI ± 4.66 ± 14.24 ± 7.56 ± 1.8 ± 4.38

Table 5.14: Capnobase dataset: Method fusion

C. Kozia, PhD Thesis, Aston University, 2020 174



Record EDR (bpm) RSA (bpm) PCADR (bpm) Fusion (bpm)

ecgch1 5 2 8 8
ecgch2 21 10 30 21
ecgch3 27 23 9 9
ecgch4 4 3 7 4
ecgcg5 9 1 20 20
ecgch6 12 10 28 28
ecgch7 25 18 2 2
ecgch8 5 6 2 6
ecgch9 45 49 65 45
ecgch10 27 25 15 15
ecgch11 0 9 8 8
ecgch12 13 13 16 16
ecgch13 18 7 15 15
ecgch14 14 10 13 13
ecgch15 13 16 6 6
ecgch16 0 8 7 0
ecgch17 13 9 9 9
ecgch18 0 7 7 7

Average 13.9 12.6 14.8 12.9

CI ± 23.6 ± 22.4 ± 29.6 ± 21.6

Table 5.15: ECG children: Method fusion
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content of the signals and thus a�ected the estimation accuracy.

Furthermore, during our experiments it was observed that the P2T time do-

main analysis technique is confused as to which peaks to count as breaths when the

respiration signal belongs to a patient who has di�culty in breathing.

Moreover, it needs to be pointed out that the results presented in this section

is the �rst attempt to further investigate CSD, when it has only been applied on

PPG signals to di�erentiate HR and BR frequencies (Gavali & Upasani, 2015). Our

�ndings indicate that the CSD analysis shows similar performance to the DFT,

suggesting that this method can be applied also to respiration signals and accurately

extract the BR.

Another major point of this work discussed in this chapter is the proposed

EMDDR method, whose main advantage is that it overcomes the issue of the Nyquist

limit, encountered in the feature-based methods, as the EMDDR signal is not sam-

pled at the HR frequency, achieving a lower MAE when the reference BR is higher

than half the HR.
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Chapter 6

Breathing Rate Estimation from

Seismocardiograms

As previously discussed in Chapters 1 and 2, this thesis sets out also to investigate the

usefulness of Seismocardiogram (SCG) recordings in BR estimation. Focus is given

on the SCG as it is a non-invasive, inexpensive and high-quality method for recording

and analysing heart vibrations, which can be acquired using accelerometers placed

on the chest of the patient (Inan et al., 2014; Zanetti & Salerno, 1991). However,

there is a relatively small body of literature that is concerned with BR estimation

from SCG signals (Zakeri et al., 2016; Haescher et al., 2015; Pandia et al., 2013,

2012; Reinvuo et al., 2006).

A signi�cant advantage of using SCG is that the accelerometer can be integrated

in the sensor/device that measures the ECG, enabling the simultaneous extraction

of both ECG and SCG signals. This can also lead to the estimation of two respi-

ration signals which can be later fused as a more robust BR estimation approach.

Furthermore, it was discussed in Chapter 5 that the BR estimation on sick children is

C. Kozia, PhD Thesis, Aston University, 2020 177



quite complicated due to sensor imperfections, thus having an extra signal to extract

respiration can be very advantageous in a clinical ward.

This chapter will �rst review standard methods for extracting the BR from an

SCG signal, which were found in the literature, by evaluating them using an SCG

database which belongs to healthy adults. The remaining part of the chapter will

discuss a novel method developed in this thesis for the SCG BR estimation, which is

based on the amplitude variations of the SCG signal due to respiration. Moreover, a

�lter-based method which decomposes the SCG signal using the EMD analysis and

identi�es the respiration component based on spectral analysis was developed during

this thesis and it will be exploited on the SCG signal.

6.1 Current State of the Art Methods

This section investigates the current state of the art methods which attempt BR

estimation from SCG recordings. In more details, the methods will be tested on

20 recordings from the Combined measurement of ECG, Breathing and Seismo-

cardiograms database (CEBSDB) (García-González, Argelagós-Palau, Fernández-

Chimeno, & Ramos-Castro, 2013). The SCG signals belong to healthy male and

female adult volunteers, who were asked to be very still in supine position and their

ages range from 19 to 30 years old. The duration of the SCG signals is 5 minutes and

the sampling frequency was set at 5 kHz. A reference BR is also provided for each

minute which varies from 10 to 26 bpm. The code name of the SCG adult recordings

is b00, followed by the volunteer number. The performance of the current state of

the art methods is evaluated using the MAE in bpm.

A study conducted in 2012 (Pandia et al., 2012) lists three respiration-dependent

SCG features which arise from the variations in timings and intensity of the primary
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heart sounds, S1 and S2 of the SCG signal. It was also made clear that R-peak

identi�cation plays a major role in SCG analysis, as the R-peak is used as a �ducial

point in order to identify critical points in the SCG signal.
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Figure 6.1: S1-peak identi�cation on SCG: Plot 1 shows the ECG signal of subject
b001, along with the detected R-peaks (red asterisks). Plot 2 shows the corresponding
SCG signal, along with the identi�ed S1-peaks (black circles). Also the time intervals
for the S1- and S2-intensity are de�ned.

S1-S1 Interval

The �rst respiratory-dependent SCG feature is the S1-S1 interval, which is de�ned as

the time interval between two consecutive S1-peaks in the SCG signal. The S1-peak

is set to be the maximum amplitude of the SCG signal in a 0.1 sec time interval

following the R-peak. Figure 6.1 shows a small part of the ECG signal which belongs

to subject b001. For each R-peak (red asterisks in Plot 1), an S1-peak is identi�ed

in the SCG signal and it is represented by black circles in Plot 2.

The S1-S1 interval method explores the frequency modulation in the S1-peaks

induced by respiration. This feature creates a discrete non-uniform time series which

is sampled at the HR frequency. In order to get a uniformly sampled signal, the S1-
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S1 interval time series is down-sampled at 8 Hz using cubic spline interpolation. In

our implementations, the accuracy of the BR estimation is increased by processing

the uniformly sampled signal by a band-pass �lter, whose cut-o� frequencies are at

0.0666 Hz and 0.5 Hz, re�ecting the reasonable respiration frequencies for a healthy

person.

After successful extraction of the �ltered S1-S1 respiration signal, the latter was

further processed either in the frequency (DFT) or time domain (3PT and P2T) in

order to obtain the BR estimates. Table 6.1 summarises the results obtained for the

CEBSDB recordings for the S1-S1 interval method. It is observed that the results

obtained are quite promising especially from the time domain analysis. The best

performance is achieved by the 3PT time domain analysis, giving an average MAE

of 3.2 bpm.

Figure 6.2 shows the frequency and time domain analysis of the S1-S1 interval

signal obtained for subject b001. The reference BR of the �rst two respiratory one

minute windows is 24 bpm (0.4 Hz). It can be seen in Plots 2 and 3 that the most

dominant frequencies are far from the reference. This can be explained by the shape

of the derived respiration signal (Plot 1). It is evident that the most dominant in

amplitude oscillations in the �rst one minute window is 8, which is equal to the

most dominant frequency (0.125 Hz) in Plot 2. Similar behaviour is observed for the

second window, where the number of the most dominant in amplitude oscillations is

5, which is the same as the most dominant frequency of 0.08 Hz in Plot 3. What is

interesting about the frequency domain analysis is that the BR frequency (0.4 Hz) is

still present. This combination of �ndings provides some support for the conceptual

premise that S1-S1 interval method does not capture the power of the respiratory-

induced modulations of the SCG signal, consequently the latter cannot be adequately
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Record MAEDFT (bpm) MAE3PT (bpm) MAEP2T (bpm)

b001 16.8 3 10.2
b002 6.2 0.6 2.2
b003 0.0 1.0 0.0
b004 7.8 5.4 4.4
b005 0.0 2.4 0.6
b006 3.0 1.8 1.4
b007 1.4 10.2 5.6
b008 16.8 3 10.2
b009 1.2 6.8 1.4
b010 1.4 0.8 0.4
b011 0.8 0.6 1.4
b012 17 1.2 10.4
b013 14.6 2.2 8.8
b014 7.2 0.8 1.4
b015 11.0 2.2 6.4
b016 5.2 2.0 3.0
b017 2.4 0.4 1.8
b018 2.0 9.4 4.0
b019 2.6 0.6 1.4
b020 1.4 10.4 2.2

Average 5.9 3.2 3.9

CI ±12.1 ±6.7 ±7.0

Table 6.1: SCG data: S1-S1 interval performance

re�ected in the frequency spectrum of the respiration signal.

Regarding the time domain analysis, both methods responded better compared to

DFT, however the shape of the respiration signal does not allow to clearly investigate

their performance, as the most dominant in amplitude oscillations in the signal a�ect

also the P2T method, giving a high MAE of 10.2 bpm for subject b001.

S1 Intensity, S2 Intensity

As previously mentioned in Section 6.1, additional respiration-dependent features

were explored in the study conducted by Pandia et al. (2012), which are based on
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Figure 6.2: DFT and TD analysis of the S1-S1 interval signal on b001: Plot 1 shows
the S1-S1 interval signal for subject b001. Plots 2 and 3 represent the DFT analysis.
Plot 4 shows the breaths obtained from 3PT method as red crosses. Plot 5 shows
the breaths obtained from P2T method as black circles.
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the intensity of the S1 and S2 primary sounds of the SCG signal. The S1 intensity

is de�ned as the RMS of the SCG windowed at 0.2 sec before and 0.15 sec after the

S1-peak. Figure 6.1 Plot 2 de�nes the S1 interval used in the S1 intensity method.

Similarly, S2 intensity is calculated as the RMS of the SCG windowed at 0.22 sec to

0.5 sec following the S1-peak. The S2-interval used in the S2 intensity method is also

depicted in Figure 6.1 Plot 2. Moreover, the S1/S2 intensity ratio was calculated as

a respiratory-measure which can extract respiration from the SCG signal.

The aforementioned features extract a discrete non-uniform time series which is

sampled at the HR frequency. Therefore, these time series are interpolated and down-

sampled at 8 Hz, in order to get uniformly sampled respiration signals. Furthermore,

in order to increase the accuracy of the BR estimation the uniformly sampled signal

is further processed by a band-pass �lter, whose cut-o� frequencies are at 0.0666 Hz

and 0.5 Hz.

Tables 6.2, 6.3 and 6.4 illustrate the results obtained from the S1, S2 intensity,

along with their ratio (S1/S2 intensity). The intensity methods were further pro-

cessed in the frequency (DFT) and the time domain (3PT and P2T) for the �nal

estimation of the BRs. As can be seen from these tables the intensity methods out-

perform the S1-S1 interval method. In accordance with the present results, the study

of Pandia et al. (2012) demonstrated the superiority of the intensity methods. The

best performance is achieved by the frequency domain analysis of the S2 intensity

respiration signal, giving an average MAE of 1.6 bpm.

Figure 6.3 demonstrates in Plots 1 to 3 the S1, S2 and S1/S2 intensity signals

obtained for subject b001, respectively. It is apparent that these signals capture more

adequately the respiratory oscillations, compared to the S1 interval signal (Figure

6.2 Plot 1), meaning that the amplitude of the non-respiratory oscillations does not
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Record MAEDFT (bpm) MAE3PT(bpm) MAEP2T (bpm)

b001 10.0 1.8 3.4
b002 0.6 2.4 1.0
b003 0.0 0.6 0.2
b004 2.2 7.0 2.2
b005 0.0 2.8 0.8
b006 3.0 6.2 1.8
b007 1.6 6.6 3.2
b008 10 1.8 3.4
b009 1.2 12.0 2.4
b010 1.8 6.0 1.2
b011 0.2 4.4 1.0
b012 15.6 1.2 4.8
b013 2.6 0.6 0.6
b014 0.4 2.4 1.2
b015 1.0 0.4 0.8
b016 5.8 5.4 2.0
b017 0.3 0.4 0.8
b018 4.4 12.8 4.2
b019 1.0 1.0 0.6
b020 0.6 9.0 1.4

Average 3.1 4.2 1.9

CI ±8.4 ±7.6 ±2.6

Table 6.2: SCG data: S1 Intensity performance
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Record MAEDFT (bpm) MAE3PT (bpm) MAEP2T (bpm)

b001 3.2 1.4 2.2
b002 0.4 2.0 0.6
b003 1.6 4.2 1.8
b004 0.2 6.0 2.0
b005 0.0 1.0 0.6
b006 1.4 6.6 2.4
b007 1.4 6.0 2.4
b008 3.2 1.2 2.2
b009 6.0 15.6 7.2
b010 1.0 4.6 1.0
b011 0.0 1.8 0.6
b012 2.2 0.6 3.0
b013 0.6 0.8 0.8
b014 1.2 3.4 1.4
b015 1.0 0.6 0.6
b016 3.4 4.8 3.4
b017 0.2 0.4 0.6
b018 3.4 10.0 3.0
b019 1.6 0.8 0.6
b020 0.8 8.0 4.4

Average 1.6 4.0 2.0

CI ±3.1 ±7.8 ±3.3

Table 6.3: SCG data: S2 Intensity performance
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Record MAEDFT (bpm) MAE3PT (bpm) MAEP2T (bpm)

b001 1.6 1.8 2.6
b002 1.2 2.8 0.8
b003 0.2 3.6 1.2
b004 3.0 6.8 1.4
b005 0.0 2.8 1.0
b006 2.4 5.4 1.8
b007 0.4 6.0 2.0
b008 1.6 1.8 2.4
b009 1.6 13.4 4.6
b010 1.6 3.4 1.8
b011 0.4 3.6 1.0
b012 6.6 1.0 4.8
b013 2.6 0.6 0.6
b014 3.6 4.0 1.8
b015 0.8 1.0 0.8
b016 4.8 6.0 2.6
b017 0.2 0.6 0.4
b018 1.6 11.6 5.8
b019 1.8 1.6 1.0
b020 0.2 10.2 3.0

Average 1.8 4.4 2.1

CI ±3.4 ±7.4 ±3.0

Table 6.4: SCG data: S1/S2 Intensity performance
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overlap the power of the respiratory ones. This is also re�ected in the frequency

spectrum of the three respiration signals, which is shown in Figure 6.3 Plots 4 and 5.

The reference BR of the �rst two respiratory windows is 24 bpm (0.4 Hz). As can be

seen the most dominant frequencies of the S2 intensity spectrum are at 0.4 Hz. The

same applies for the S1/S2 intensity spectrum, a �nding which is expected as this

signal is a�ected by the S2 intensity, thus its performance is expected to be similar.

Regarding the time domain methods, it is observed that for the intensity signals

the P2T analysis provides the best results, compared to the 3PT analysis. However,

the best performance is still achieved by the DFT analysis of the S2 intensity signal.

The observed increased MAE of the 3PT analysis can be attributed to the fact that

the latter identi�es as breaths all maxima present in the respiration signal, returning

a higher BR.

6.2 Advanced Methods

Thus far, previous studies have focused on feature-based techniques in order to ex-

tract the BR from an SCG signal, by analysing the frequency (S1-S1 interval) and

intensity (S1, S2, S1/S2 intensity) modulations in the SCG induced by respiration.

What it is not investigated in the current literature is the impact of respiration on

the amplitude of the S1-peaks. Therefore, an obvious e�ect will be investigated for

the �rst time in this thesis.

Furthermore, an obvious disadvantage of feature-based BR estimation methods is

that they require the identi�cation of both the R- and S1-peaks, which can introduce

delays in the estimation and increase the computational cost. Thus, the need for

a �lter-based technique which does not demand the detection of the S1-peaks is

evident. Consequently, the exploitation of the EMD method for the extraction of
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Figure 6.3: DFT analysis of the intensity methods on b001: Plots 1 and 2 show the
S1 and S2 intensity signals, respectively. Plot 3 depicts the S1/S2 intensity signal.
Plot 4 shows the DFT analysis of the three methods for the �rst respiratory window,
where Plot 5 gives the corresponding information for the second respiratory window.
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respiration signals from SCG recordings will be explored for the �rst time in this

thesis.

AM in SCG

This method takes advantage of the Amplitude Modulation (AM) of the S1-peaks

over time, assuming that these modulations are induced by respiration. The S1-peaks

are detected with respect to the locations of the R-peaks, as described previously in

Section 6.1. Then the amplitude of the S1-peaks is computed and kept for further

processing. The AM feature produces a discrete non-uniform time series which is

sampled at the HR frequency. Therefore, the time series are interpolated and then

down-sampled at 8 Hz, in order to get a uniformly sampled respiration signal. Finally,

the respiration signal is �ltered within reasonable respiration frequencies (0.0666 -

0.5 Hz).

The AM S1 signal is further investigated in both frequency and time domains in

order to extract the BR. Table 6.5 summarises the results obtained for the CEBSDB

data using the proposed method. It is observed that the best performance is achieved

by the DFT analysis of the AM S1 respiration signal, giving an average MAE of 3.2

bpm. It is interesting to note that these results are very close to the ones obtained

from the S1 intensity signal. A possible explanation for this might be that both

methods are taking advantage of the amplitude information of either the S1-peak

or its RMS values over a prespeci�ed interval. However, the proposed method is

computationally less intensive as it does not require further processing to calculate

RMS values and at the same time achieves similar accuracy.

Figure 6.4 shows the DFT analysis of the �rst two respiratory windows of the AM

S1 signal for subject b001. The reference BR of these windows is at 24 bpm (0.4 Hz).
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Record MAEDFT (bpm) MAE3PT (bpm) MAEP2T (bpm)

b001 4.4 1.4 4.8
b002 1.2 5.0 1.8
b003 0.0 0.2 0.2
b004 6.8 8.4 2.2
b005 8.6 6.6 2.8
b006 5.4 7.6 2.8
b007 1.6 7.8 3.2
b008 4.4 1.4 4.6
b009 4.2 13.8 5.6
b010 1.6 7.2 2.6
b011 0.4 3.0 3.2
b012 3.6 1.6 3.2
b013 8.4 1.0 3.8
b014 1.4 2.0 0.8
b015 1.0 2.6 1.0
b016 1.6 5.2 3.8
b017 0.2 0.6 0.8
b018 2.4 10.6 5.4
b019 6.0 1.0 2.8
b020 1.4 9.2 4.2

Average 3.2 4.8 3.9

CI ±5.4 ±7.8 ±3.1

Table 6.5: SCG data: S1 AM performance
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Figure 6.4: DFT analysis of the AM S1 signal on b001: Plot 1 shows the obtained
AM S1 signal. Plots 2 and 3 depict the DFT analysis of the �rst two respiratory
windows.

It can be seen from Plot 2 that the most dominant peak is at 0.1667 Hz (10 bpm),

which is quite far from the reference. This can be possibly justi�ed by the shape of

the obtained respiration signal in the �rst 60 sec, where the slower oscillations seem

to be more prominent in amplitude, compared to the fast ones which are related to

respiration.

EMDDR

It has been previously discussed that the EMD method can possibly extract signals

which are hidden in an observed signal, such as the ECG. Therefore, it has been

suggested as a method for the extraction of the respiration signal in Section 5.2.5.

The accelerometers, used in the SCG signal acquisition, are usually located on the
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subject's chest, thus the respiration signal is expected to be embedded in an SCG

signal. Therefore, the EMD method is proposed here as a potential approach to

extract the respiration signal from the SCG signal. Firstly, the IMFs of the SCG

signal are obtained after applying the EMD method. The selection of the respiratory

IMF is then based on a spectral analysis. The IMF whose frequencies lie between

reasonable respiration frequencies is set to be the EMDDR signal. The frequency

spectrum of the respiratory IMF (IMF 17) of subject b001 is shown in Figure 6.5

Plot 3. It is also shown that the spectrum has a dominant frequency which lies

between 0.0666 Hz and 0.5 Hz (Plot 4), which are the normal respiration frequencies

for a healthy person. Moreover, it can be observed that the dominant frequency of

IMF 17 is more distinct, compared to the frequency peaks of IMFs 16 and 18 (Plots

2 and 6).

The EMDDR signal extracted for the CEBSDB data were further processed by

the DFT analysis and the time domain methods (3PT and P2T). The results are

summarised in Table 6.6. The overall response of the EMDDR method on the SCG

is very promising, as it outperforms all the state of the art and the proposed in this

work AM S1 method, achieving a low average MAE of 1.5 bpm for the DFT analysis.

This is an interesting �nding which can be explained by the fact that this method

does not depend on the S1-peaks, whose identi�cation is not well de�ned, as there

is a lack of studies which clarify their detection.

Figure 6.6 illustrates the DFT and time domain analysis of the EMDDR signal

obtained for subject b001. The reference BR of the �rst two respiratory windows is

24 bpm (0.4 Hz). It is evident from Plots 1 and 2 that the most dominant spectral

peak is located at 0.4 Hz (24 bpm), achieving a low error for these windows.

Overall, the present results on the EMDDR method using SCG data are encour-
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Figure 6.5: DFT analysis of the IMFs of b001. Plots 1, 3 and 5 depict the IMFs 16, 17
and 18, respectively. Plots 2, 4 and 6 show the corresponding spectra (DFT points
= 300000). Plot 3 is the EMDDR signal (yellow curve) whose frequency spectrum is
shown in Plot 4 (red curve).
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Record MAEDFT (bpm) MAE3PT (bpm) MAEP2T (bpm)

b001 0.6 2.6 2.6
b002 1.2 1.6 1.6
b003 0.2 7.6 6.2
b004 1.6 2.6 2.4
b005 0.6 2.0 2.0
b006 2.2 21.4 21.4
b007 2.4 9.0 9.0
b008 0.6 2.6 2.6
b009 0.8 1.0 0.8
b010 1.6 1.8 1.4
b011 2.6 3.0 3.0
b012 3.4 3.4 3.4
b013 1.4 3.8 3.8
b014 0.2 2.8 2.8
b015 1.6 2.0 2.0
b016 4.4 4.0 3.8
b017 0.0 1.0 1.0
b018 3.6 4.0 4.0
b019 0.2 4.2 4.2
b020 0.8 5.0 4.6

Average 1.5 4.3 4.1

CI ±2.5 ±9.0 ±9.0

Table 6.6: SCG data: EMDDR performance
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Figure 6.6: DFT and TD analysis of the EMDDR signal of b001: Plots 1 and 2 depict
the DFT analysis of the �rst two respiratory windows (DFT points = 300000). Plots
3 and 4 show the identi�ed breaths (red crosses) by the 3PT analysis. Plots 5 and 6
represent the identi�ed breaths (black circles) by the P2T analysis.
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aging and signi�cant in at least two major respects: (1) the proposed method does

not involve the detection of the S1-peaks, consequently the identi�cation of the R-

peaks is not needed, making the BR estimation less computationally expensive and

less exposed to R-peak detection artefacts and, (2) the EMDDR method does not

require the re-sampling of the respiration signal as the latter is uniformly sampled

at the SCG sampling frequency. Moreover, the results of this section indicate that

further investigations can be done in order to improve the BR estimation from the

SCG data. The next section, therefore, moves on to discussing the application of

fusion techniques on the SCG signals.

6.3 Method Fusion in SCG

This section focuses on the fusion of the S1-S1 interval, S1, S2 and S1/S2 intensity

and the AM S1 methods, which were reviewed in Sections 6.1 and 6.2. These methods

will be fused using the proposed fusion technique presented in Section 5.3.2 Algo-

rithm 11. For each respiration signal an AR model is designed, whose order is based

on the PACF of the respiration signal. For each respiratory one minute window a

pole from each signal is computed and �nally only one pole is kept as the estimated

BR based on the pole magnitude and phase angle criterion.

The results obtained from the AR-based method fusion are illustrated in Table

6.7. The statistical analysis reveals that the method fusion achieved a low MAE of

1.5 bpm, which outperforms the single intensity and AM S1 methods. Furthermore,

during the experiments it was observed that the total number of respiratory windows

produced for the CEBSDB data is 100. The method chose 40% of the windows to

get the S2 intensity estimate, 25% to get the S1 intensity, 16% to get the S1/S2

intensity, 11% to get the AM S1 estimate and 8% to get the S1-S1 interval estimate.
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Record MAEmethod fusion (bpm)

b001 2.4
b002 1.6
b003 0.2
b004 1.2
b005 0.4
b006 2.4
b007 1.2
b008 2.4
b009 1.4
b010 0.8
b011 0.6
b012 1.4
b013 2.4
b014 1.8
b015 1.0
b016 3.4
b017 0.6
b018 2.8
b019 1.2
b020 0.6

Average 1.5

CI ±1.8

Table 6.7: SCG data: Method Fusion performance

This observation is also illustrated in Figure 6.7. This also accords with our earlier

observations for the intensity and S1-S1 interval methods, which showed that in-

tensity methods outperform the S1-peak time variation method, which is consistent

to the study of Pandia et al. (2012). Therefore, the method fusion correctly selects

more BR estimates extracted by the intensity methods.
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Figure 6.7: Distribution of respiratory windows based on method fusion

6.4 Conclusion

To summarise, one of the main aims of this thesis is to develop novel methods for

extracting the BR from SCG signals. This chapter has provided a deeper insight

into SCG BR estimation, suggesting that the proposed EMDDR method showed the

most encouraging results, giving an average MAE of 1.5 bpm. It is also important

to point out that no attempt has been made to investigate the application of the

EMD method on SCG data. The latter can be a good starting point for identifying

new biomarkers related to cardiopulmonary system by analysing the extracted IMFs

of the SCG signal. Furthermore, this is the �rst study which exploits the AR-based

method fusion on raw SCG data, suggesting that fusion of the intensity methods can

provide accurate BR estimates from the SCG signal.
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Chapter 7

Respiratory Distress Estimation

from the ECG

This chapter focuses on one of the primary aims of this thesis which is the investi-

gation of the potential correlation of the ECG signal with respiratory distress. The

WOB, which has been used in respiratory distress estimation, is a signi�cant indi-

cator of a patient's respiratory status (Addison, 2016b; Cohen & Schwartz, 2013).

The key �nding of this chapter, which also highlights this thesis contribution to the

respiratory distress estimation, is the correlation between the changes in R-to-S (RS)

amplitude and the WOB over a respiratory cycle. This idea stems from the amplitude

modulation in the ECG signal induced by respiration and it will be later elaborated

in this chapter. The aforementioned association helped us develop an ECG-based

measure for assessing the WOB in real-time.

The �rst section focuses on the clinical interpretation of the WOB and its impor-

tance in patients monitoring. The second section discusses the reference WOB data

which will be used for the performance evaluation of the proposed measure. The
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third section illustrates some preliminary results obtained when using as a WOB

measure the R-peak amplitude variability over respiratory cycles. The developed

WOB measure based on the RS amplitude will be discussed in the fourth section of

this chapter.

7.1 Work-of-Breathing (WOB)

WOB is a key parameter in a hospital environment, especially on paediatric and

neonatal wards, which is used by skilled nurses in order to assess the e�ort expended

by a patient during breathing (Ahrens, 1993; Cohen & Schwartz, 2013). As previously

discussed in Chapter 2, the assessment of the WOB can be bene�cial for optimising

the mechanical ventilation process in a hospital ward, regulating the amount of

ventilation needed, indicating weaning from ventilation and to which extent, and

also de�ning a suitable ventilation support.

Generation of air�ow into the lungs during normal breathing is produced by

contraction of respiratory muscles, such as the diaphragm and intercostal muscles.

Moreover, the power produced by these muscles is proportional to the negative pres-

sure (product of contraction of the respiratory muscles during inspiration) in the

pleural space, which is the space between the inner walls of the thoracic cavity and

the lungs. It has been observed that a more negative pressure within the pleural

space, an increased load for the respiratory muscles, can be associated with a num-

ber of diseases. The resulting respiratory distress (increased WOB) can be related to

a number of respiratory diseases such as asthma or lung oedema (Cohen & Schwartz,

2013; Ketai & Godwin, 1998). The identi�cation of an evolving WOB allows clini-

cians to escalate patient care and introduce interventions, such as positive pressure

ventilation.
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In children where the chest bones, soft tissues and cartilages are softer, compared

to adults, when respiratory distress develops, subcostal and intercostal retractions

are observed (Baram & Richman, 2010). Hence the clinical estimation of WOB is

subjective and can lead to false diagnostic conclusions. The latter is really critical as

the level of increased WOB is one of the three most important clinical parameters to

evaluate the respiratory system in a paediatric clinical, with other two being the BR

and the oxygen saturation of the blood (Duncan, Hutchison, & Parshuram, 2006).

7.2 BCH data and reference WOB

The assessment of increased WOB will be explored on the previously used BCH

ECG children recordings discussed in Chapter 5, which were collected in 2015-2017

at the Birmingham Children's Hospital using the Lifetouch Device (Isansys Lifecare

Ltd, Oxfrod). Moreover, the developed measures will be also evaluated on the BCH

EMG data. Nurses evaluated the level of WOB according to the BCH policies and

as described in the Paediatric Early Warning Score (PEWS) system (Duncan et

al., 2006). This is based on the presence and severity of clinical signs of respiratory

distress such as subcostal-, intercostal-recessions and tracheal tug, which are de�ned

as inward movements of the lower sternum, the soft tissues between the ribs and

the soft tissues between the trachea and the upper edge of the sternum, respectively.

Depending on deviation of the respiratory distress from normal, points ranging from

0 to 4 are allocated to each patient, as shown in Table 7.1. Additional information

are also provided in Appendix F.
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Respiratory Distress Deviation PEWS Score

Normal 0
Mild 1

Moderate 2
Severe 3

Extremely Severe 4

Table 7.1: WOB reference score

7.3 R-peak Variance

As an initial investigation the variance of the R-peaks in one respiratory cycle is

studied as a potential measure for the WOB. The exploration of the variance of the

R-peaks �rst requires the identi�cations of the R-peaks and the estimation of the

BR over one minute windows. The respiratory cycles are then computed based on

the BR. In each respiratory cycle the variance of the R-peaks is evaluated and the

�nal variance is set to be the average over one minute windows. The steps of the

R-peak variance measure are presented in more detail in Algorithm 12. The results

obtained using the R-peak variance measure for the ECG and EMG children data are

illustrated in Tables 7.2 and 7.3, respectively. It can be observed from these tables

that there is a relation between the variance of the R-peaks and the increase in the

respiratory distress.

Table 7.2 consists of three columns. The �rst column contains the ECG children

record number, the second represents the reference WOB identi�ed by skilled nurses

in the BCH wards and the last column shows the results obtained from the proposed

R-peak variance measure applied on the children ECG signals. The table is ordered

with respect to the reference WOB level. The children EMG data (Table 7.3) vary in

duration from 3 min to 7 hours. For example, the R-peak variance was averaged over

3 min for patient emgch1 as the provided WOB corresponds to 3 min, whereas for
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Algorithm 12: R-peak variance

1 Locate R-peaks;

2 Estimate BR for N one minute windows, (N = #samples
60 );

3 For each estimated BRi (i = 1, . . . , N), de�ne the length of the respiratory
cycle: 60

BRi
;

4 Divide each one minute window i of ECG signal into Mi = BRi segments of
duration 60

BRi
(respiratory cycle);

5 In each respiratory cycle j, where j = 1, . . . ,Mi, calculate the R-peak
variance:

Vj ←
1

Kj − 1

Kj∑
k=1

|Rk − µ̂j |2, (7.1)

where Kj is the number of R-peaks in the j-th respiratory cycle and µ̂j is

the average of R-peaks: µ̂j ← 1
Kj

∑Kj
k=1Rk. Then, average Vj over one

minute window:

V i ←
1

Mi

Mi∑
j=1

Vj (7.2)

patient emgch4 the average R-peak variance is given over one hour as the reference

data are provided each hour. What stands out in the table is that there is a positive

monotonic relationship between the R-peak variance amplitude changes in the ECG

signal and the increased respiratory distress (WOB), but it appears to be not really

strong, indicating that further investigation should be conducted.

To evaluate the R-peak variance measure, the accuracy of classi�cation was com-

puted as follows:

Accuracy(%) =
Number of correctly classi�ed patients

Total number of patients
· 100. (7.3)

In order to decide the number of correctly classi�ed patients, two di�erent meth-

ods were used. In the �rst method, the estimated WOBs were plotted against the

number of patients and by visual inspection the thresholds of each WOB band were
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Record Reference WOB V

ecgch4 0 0.0154
ecgch12 0 0.0091
ecgch13 0 0.0011
ecgch1 1 0.0088
ecgch5 1 0.0149
ecgch6 1 0.0125
ecgch7 1 0.0097
ecgch8 1 0.0057
ecgch10 1 0.0211
ecgch11 1 0.0040
ecgch14 1 0.0148
ecgch15 1 0.0125
ecgch16 1 0.0076
ecgch18 1 0.0233
ecgch2 2 0.0075
ecgch3 2 0.0107
ecgch17 2 0.0216
ecgch9 3 0.0207

Table 7.2: ECG children: R-peak variance measure

emgch1 3m
Ref. WOB 1

V 0.0050
emgch2 1h 2h

Ref. WOB 0 0
V 0.0023 0.0019

emgch3 1h 2h 3h 4h 5h 6h
Ref. WOB 1 1 1 1 1 1

V 0.0024 0.0029 0.0024 0.0044 0.0012 0.0015
emgch4 1h 2h 3h 4h 5h 6h 7h

Ref. WOB 1 1 1 1 1 1 1
V 0.0006 0.0021 0.0020 0.0017 0.0019 0.0016 0.0023

Table 7.3: EMG children: R-peak variance measure
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decided. In the second method, the k -means algorithm was used, which is a stan-

dard unsupervised clustering method. This clustering algorithm aims to separate the

data into objects which belong to di�erent clusters, in which each object belongs to

the cluster with the nearest mean (centroid). The thresholds were decided based on

the centroid and the standard deviation of each cluster. Additional information on

the theoretical basis of the k-means method are also provided in Appendix F. The

k -means algorithm partitions the 34 calculated WOB values shown in Tables 7.2

and 7.3 from which we then obtain the limits of the four clusters and identify the

WOB levels. In this k -means implementation the squared Euclidean distance metric

is used.

Figure 7.1 shows the WOB bands obtained by the visual inspection of the R-peak

variance measure values (y-axis) against the number of patients for both ECG and

EMG data (x-axis). Red colon represents the ECG data and the blue colour the

EMG data. The reference WOB 0 is represented by crosses, the reference WOB 1 is

represented by triangles, and the reference WOB 2 and 3 are depicted by asterisks

and circles, respectively. The colour bands de�ne the limits of the clusters for each

WOB level. The identi�ed thresholds for each level of WOB by visual inspection

along with the reference WOB are summarised in Table 7.4. This measure correctly

identi�es 15 patients out of 34, thus giving an accuracy of 44%, based on Equation

7.3.

To further clarify the correlation between the increased WOB and the R-peak

variance using the results of the visual inspection, the classi�ed WOB values were

plotted against the reference in Figure 7.2. The numbers shown at data points rep-

resent the number of patients that were classi�ed at the corresponding points in

the �gure. For example, �ve patients were labelled to have a reference WOB equal
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Figure 7.1: Visual inspection of V values for BCH ECG and EMG data

V

WOB 0 (+) < 0.0023
WOB 1 (4) 0.0023 - 0.01
WOB 2 (*) 0.01 - 0.0155
WOB 3 (◦) > 0.0155

Table 7.4: Distinct bands of each level of WOB (R-peak variance) by visual inspection

to zero. Three of these patients were classi�ed correctly, one was classi�ed to have

WOB one and one was classi�ed to have WOB two. Moreover, the Pearson's linear

correlation coe�cient (detailed in Appendix F) was calculated for this classi�cation

and it was found that there is a positive correlation between the R-peak variance

measure and the reference WOB (r = 0.4463, p < 0.05) when using visual inspection.

Figure 7.3 shows the clusters obtained for the R-peak variance measure. The

identi�ed cluster 1 from the k -means algorithm corresponds to WOB 0, cluster 2 to

WOB 1, cluster 3 to WOB 2 and cluster 4 to WOB 3. Each cluster is surrounded

by a dotted line rectangle. It is evident from this �gure that most of the WOB 1

data are misclassi�ed, thus the accuracy is expected to be lower. The thresholds
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Figure 7.2: Correlation between reference and estimated WOB using the R-peak
variance measure with visual inspection for BCH ECG and EMG data

are based on the centroid of each cluster and the standard deviation of the data

which belong to the corresponding cluster. They are summarised is Table 7.5, which

also illustrates the centroids for each cluster. The k -means correctly classi�ed only

12 patients, giving a low accuracy of 35%. The number of the correctly classi�ed

patients can also be clari�ed by the diagonal of the k -means confusion matrix given

in Table 7.6.

Furthermore to have a better understanding of the correlation between the ref-

erence and estimated WOB, the classi�ed WOB values were plotted against the ref-

erence in Figure 7.4. The calculated Pearson's linear coe�cient shows a positive cor-

relation between the R-peak variance measure and the reference WOB (r = 0.4273,

p < 0.05) when using k -means. The lower correlation when using the k -means algo-

rithm was expected as the accuracy achieved is lower than the accuracy of the visual

inspection.

The �ndings from both classi�cation methods suggest that in order to develop a

full picture of the correlation between the R-peak variability and increased respira-
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Figure 7.3: k -means classi�cation of V values for BCH ECG and EMG data

Centroid V

WOB 0 (+) 0.0023 < 0.0034
WOB 1 (4) 0.0084 0.0034 - 0.0101
WOB 2 (*) 0.0140 0.0101 - 0.0154
WOB 3 (◦) 0.0217 > 0.0154

Table 7.5: Distinct bands of each level of WOB (R-peak variance) by k -means clas-
si�cation

tory distress, additional work will be needed. Hence, next section will discuss a more

advanced measure for the WOB which is based on the variability of the R-peaks over

respiratory cycles.

7.4 RS Variability

This section focuses on a more advanced measure for the increased respiratory dis-

tress which is based on R-to-S variability over a respiratory cycle. The developed

measure will be evaluated using 34 recordings from the BCH ECG and EMG chil-
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Figure 7.4: Correlation between reference and estimated WOB using the R-peak
variance measure with k -means for BCH ECG and EMG data

Actual Class
WOB 0 1 2 3

P
re
di
ct
ed

C
la
ss

0 3 1 1 0
1 12 7 4 2
2 0 1 1 1
3 0 0 0 1

Table 7.6: Confusion matrix for R-peak variance measure
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dren data.

7.4.1 ∆RS Measure

The aim of this section is to investigate whether the RS amplitude changes over a

respiratory cycle show any relevance to the WOB. The idea stems from the amplitude

modulations in the ECG signal induced by respiration, which have been previously

used in the BR estimation (Moody et al., 1985) and discussed in Sections 3.1 and

5.2.1. As discussed in these sections the amplitude modulations in the ECG signal

are due to the heart-to-electrode distance changes during the thoracic expansion

(E. Helfenbein et al., 2014). A preliminary study (Addison, 2016b, 2016a) proved

that there is a positive monotonic relationship between the amplitude changes in

the PPG signal over a respiratory cycle and the WOB. This is achieved by using

the PPG �uid responsiveness parameter, ∆POP, as de�ned in Equation 2.1 Chapter

2. This �nding raises an intriguing question regarding the relationship between the

changes in the PPG amplitude with the changes in the ECG amplitude, which is

discussed in detail in the following section.

The ∆QRS measure as an ∆POP analogue

A recently published article by Giraud et al. (2013) conducted a series of experiments

using data from 17 domestic pigs, in order to investigate the correlation between

the changes in the PPG amplitude (∆POP) and the changes in ECG amplitude

(∆QRS) as a way to estimate the intravascular volume status. It has been claimed

that intravascular volume loss increased the amplitude changes in both PPG and

ECG signals signi�cantly, suggesting that those changes are highly correlated and

consequently ECG can be used in the estimation of the intravascular volume status.
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Returning to the WOB assessment, this thesis attempts to �nd a positive mono-

tonic relationship between changes in the WOB and changes in the RS amplitude

in an ECG signal, taking into account that the ∆POP is a measure of respira-

tory distress and also is signi�cantly correlated with the ∆QRS. Furthermore, when

respiratory distress is associated with increased tidal volume (lung volume), the di-

aphragmatic contractions can increase, thus a�ecting the heart axis over respiratory

cycles, and causing morphological changes in the shape of the QRS complex. The

aforementioned suggests one potential way of how increased respiratory distress can

cause signi�cant variation in the RS amplitude, thus enabling the WOB evaluation

using ECG signals.

∆RS Measure for Estimation of WOB

To exploit the assumed correlation between the RS amplitude modulation and the

WOB, the ECG signals are �rst processed in order to identify the locations of the

R- and S-peaks. Then the respiration signal is extracted and the BR is estimated

over one minute respiratory windows. The duration of the respiratory cycle is then

computed based on the BR. For each respiration cycle the maximum and minimum

RS amplitudes in the �ltered ECG signal are evaluated and their di�erence is com-

puted. Finally, the WOB is set to be the average of the di�erences over one minute

windows. The steps of the ∆RS measure are presented in more details in Algorithm

13.

Figure 7.5 explains visually the ∆RS measure for WOB. The ECG signal is

�ltered and processed in order to identify the locations of the R- and S-peaks. The

BR for this speci�c ECG signal, whose length is one minute and 55 seconds and

was sampled at 100 Hz, was 42 bpm which gives 81 respiratory cycle segments of
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Algorithm 13: ∆RS measure

1 Locate R- and S-peaks;

2 Estimate BR for N one minute windows, (N = #samples
60 );

3 For each estimated BRi (i = 1, . . . , N), de�ne the length of the respiratory
cycle: 60

BRi
;

4 Divide each one minute window i of ECG signal into Mi = BRi segments of
duration 60

BRi
(respiratory cycle);

5 In each respiratory cycle j, where j = 1, . . . ,Mi, identify the maximum and
minimum RS amplitude, de�ned as maxRSj and minRSj , and evaluate
their di�erence:

∆RSj ←
maxRSj −minRSj

(maxRSj + minRSj)/2
(7.4)

Average ∆RSj over one minute window:

∆RSi ←
1

Mi

Mi∑
j=1

∆RSj (7.5)

1.42 seconds duration. In each respiratory cycle the maximum and minimum RS

amplitudes are computed and the ∆RS value is evaluated based on Equation 7.4.

As previously discussed in this chapter, the proposed measure will be evaluated

using the 18 signals of the BCH ECG database and the 16 hours of the BCH EMG

data. The obtained results for the ECG and EMG children data are summarised in

the Tables 7.7 and 7.8, respectively. What stands out in the tables is that there is a

positive monotonic relationship between the RS amplitude changes in the ECG signal

and the increased respiratory distress (WOB). For example, for level 0 of WOB, most

of the calculated ∆RS values are below 0.15 and for level 1, values between 0.15 and

0.25 are observed. Interestingly, the average ∆RS is rising above 0.3 when the level

of WOB is high about 3. The latter indicates that the proposed measure might be

able to detect automatically patients with increased respiratory distress, which if

combined with continuous BR and HR monitoring will assist clinicians to decide the
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level of patient's criticality.

To further evaluate the ∆RS measure, the accuracy of classi�cation was computed

based on Equation 7.3. Moreover, in order to decide the number of correctly classi�ed

patients the visual inspection method and the k -mean classi�cation were used.

Figure 7.6 illustrates the WOB bands obtained after visually inspecting the esti-

mated WOB (y-axis) against the number of patients for both databases (x-axis). It

can be observed that 22 patients were correctly classi�ed, thus giving a higher a ac-

curacy of 64%. The identi�ed thresholds for each level of WOB by visual inspection

of the ∆RS measure are summarised in Table 7.9. Figure 7.7 depicts the classi�ed

patients against the reference data using visual inspection. To re-emphasize, the

number at each data point represents the number of classi�ed patients. Moreover

the Pearson's linear correlation coe�cient was computed and it shows that there

is a positive correlation between the ∆RS measurements and the reference WOB
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Figure 7.5: ∆RS measure for WOB: The R- (black squares) and S-peaks (black
asterisks) are identi�ed in the �ltered ECG signal (blue solid line). In each respiratory
cycle (green dashed line) the RS amplitudes (red triangles) are identi�ed.
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Record Reference WOB ∆RS
ecgch4 0 0.2658
ecgch12 0 0.1235
ecgch13 0 0.1054
ecgch1 1 0.1933
ecgch5 1 0.2493
ecgch6 1 0.2255
ecgch7 1 0.2112
ecgch8 1 0.1462
ecgch10 1 0.3032
ecgch11 1 0.0895
ecgch14 1 0.1658
ecgch15 1 0.3780
ecgch16 1 0.1346
ecgch18 1 0.3601
ecgch2 2 0.3347
ecgch3 2 0.6727
ecgch17 2 0.2889
ecgch9 3 0.3824

Table 7.7: ECG children: ∆RS measure

emgch1 3m
Ref. WOB 1

∆RS 0.0681
emgch2 1h 2h

Ref. WOB 0 0
∆RS 0.0678 0.0800
emgch3 1h 2h 3h 4h 5h 6h

Ref. WOB 1 1 1 1 1 1
∆RS 0.1501 0.1957 0.1386 0.1961 0.2986 0.0700
emgch4 1h 2h 3h 4h 5h 6h 7h

Ref. WOB 1 1 1 1 1 1 1
∆RS 0.0759 0.1370 0.1173 0.1671 0.1433 0.2228 0.2279

Table 7.8: EMG children: ∆RS measure
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Figure 7.6: Visual inspection of ∆RS values for BCH ECG and EMG data

∆RS
WOB 0 (+) < 0.08
WOB 1 (4) 0.08 - 0.2658
WOB 2 (*) 0.2658 - 0.4
WOB 3 (◦) > 0.4

Table 7.9: Distinct bands of each level of WOB (∆RS measure) by visual inspection

(r = 0.5733, p < 0.05), which is considerably higher compared to the R-peak vari-

ance measure (r = 0.4463) when using visual inspection.

Figure 7.8 shows the clusters obtained for the ∆RS measure using the k -mean

classi�cation. Each estimated WOB value is labelled by a number which represents

the cluster that it belongs to. Closer inspection of the �gure reveals that the measure

correctly identi�es 19 patients, which gives an accuracy of 56%. The number of the

correctly classi�ed patients can also be clari�ed by the diagonal of the k -means

confusion matrix given in Table 7.11. The thresholds are based on the centroid of

each cluster and the standard deviation of the data which belong to the corresponding

cluster and they are summarised in Table 7.10, which also illustrates the centroids
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Figure 7.7: Correlation between reference and estimated WOB from ∆RS with visual
inspection for BCH ECG and EMG data

Centroid ∆RS
WOB 0 (+) 0.1092 < 0.1404
WOB 1 (4) 0.2055 0.1404 - 0.2324
WOB 2 (*) 0.3140 0.2324 - 0.3609
WOB 3 (◦) 0.6727 > 0.3609

Table 7.10: Distinct bands of each level of WOB (∆RS measure) by k -means classi-
�cation

for each cluster.

Figure 7.9 shows the the number of classi�ed patients versus the reference data

for both BCH ECG and EMG recordings. The Pearson's correlation coe�cient of this

measure when using the k -means algorithm shows that there is a positive relationship

between the ∆RS values and the reference WOB (r = 0.5753, p < 0.05), which is

higher compared to the R-peak variance values (r = 0.4273), when using the k -means

algorithm.
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Figure 7.9: Correlation between reference and estimated WOB from ∆RS with k -
means for BCH ECG and EMG data

Actual Class
WOB 0 1 2 3

P
re
di
ct
ed

C
la
ss

0 4 0 1 0
1 8 12 4 1
2 0 0 2 1
3 0 0 0 1

Table 7.11: Confusion matrix for ∆RS measure
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7.5 Conclusion

In this investigation, the aim was to exploit the potential correlation of the ECG

signal with the respiratory distress. This study has found for the �rst time that

there is a positive monotonic relationship between the RS amplitude variability and

increased WOB over respiratory cycles. This �nding sheds new light on the auto-

matic evaluation of the WOB from ECG signals. The key advantage of the proposed

measure is that it can be incorporated into sensors/devices which measure the ECG

signal, because its simplicity encourages a straight forward implementation as it does

not require complicated circuits. Therefore, it can be part of a diagnostic screening

tool in a hospital ward, which combines the evaluation of BR, HR and WOB in order

to decide the level of patient deterioration.

The exploitation of WOB evaluation was limited by the lack of an adequate

number of data, which also a�ects the clustering performance. It is crucial to evaluate

this measure using more patients and also have samples which contain all levels of

WOB. For example, the EMG database contains only children with reference WOB

at levels 0 and 1. Considerably more work will need to be done to determine accurate

bands for each WOB level by using more advanced clustering methods, since non-

linear clustering methods are expected to perform better on the current results.
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Chapter 8

Conclusions and Directions for

Future Work

This chapter presents the conclusion of the thesis by presenting a synopsis of its

contributions in Section 8.1. The directions and recommendations for future research

will be discussed in Section 8.2.

8.1 Research Question Re�ection

The aim of this thesis was to develop and assess a breathing rate (BR) monitoring

and fusion systems to be used in hospital wards using children Electrocardiogram

(ECG), Electromyogram (EMG) and Seismocardiogram (SCG) signals in order to

bene�t continuous patient monitoring and triage. Moreover, the thesis provided for

the �rst time new insights into R-peak variability as a measure of increased respira-

tory distress or Work-of-Breathing (WOB).

In support of the thesis aims, Chapter 4 presented a novel QRS complex detector,

based on the Empirical Mode Decomposition (EMD), which can be applied to all
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patient types. The R-peak identi�cation is of signi�cant importance for the accurate

estimation of the BR and WOB estimations. Therefore, the developed R-peak iden-

ti�cation method in this PhD research is essential for these methods. The proposed

detector overcomes many of the limitations of the EMD-based R-peak detectors as

it is based on the local signal energy and uses an adaptive threshold which is up-

dated at regular times. Another advantage of the proposed method is that it can be

implemented on-line because the R-peak identi�cation is based on the most recent

history of the patient.

Chapter 5 presented a systematic review of feature-based BR estimation methods

by using ECG and EMG data which belong to hospitalised children. The obtained

respiration signals from these methods were later processed in the frequency and time

domains for the BR estimation. The latter's performance gained from the design of

a band-pass �lter whose cut-o� frequencies are based on the age and condition of the

patient and it is applied on the respiration signal in order to exclude non-respiratory

frequencies. The designed band-pass �lter was applied for the �rst time on the PCA-

and ICA-derived respiration signals. Moreover, a more advanced frequency domain

technique which was based on the correntropy transformation was used for the �rst

time in the BR estimation from respiration signals. Furthermore, Chapter 5 presented

a novel �lter-based EMD algorithm for continuous BR monitoring which does not

require the R-peak identi�cation.

The �ndings in Chapter 5 suggested that the sensors being used in ECG and EMG

signals acquisition are capturing noise which contaminates the frequency spectrum

of the respiration signal and thus a�ects the accuracy. However, the respiration

frequency is still present but it is not the most prominent. This issue was attempted to

be addressed by using the proposed fusion method in order to improve the estimation
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accuracy by selecting the best estimates according to some criteria. Regarding the

time domain methods, it was observed that when a smooth signal is being processed,

the Peak-to-Trough (P2T) technique will smooth the identi�ed peaks and will give a

more accurate result. Nonetheless, when the respiration signal belongs to a patient

who has di�culty breathing, this method will be confused as to which peaks should

be counted as breaths and the Three-Point (3PT) technique will give better results,

as it counts as breaths all the extrema in the respiration signal.

Chapter 6 explored the use of the SCG signals in BR estimation, because their

acquisition does not require invasive methods, are inexpensive and provide high-

quality data. Current state of the art methods for respiration signal extraction from

SCG recordings were reviewed and further analysed in both frequency and time do-

main. The conclusions made from the obtained results are very similar to the ones of

Chapter 5 regarding the BR estimation in frequency and time domain. Furthermore,

the EMD-derived respiration method discussed in Chapter 5 was applied on the SCG

signal database and it was observed that it outperforms the current standard meth-

ods. The main advantage of these results is that the EMD-derived respiration signal

method does not require the identi�cation of the R- and S1-peaks. Moreover, from

an implementation point of view, EMD is straight-forward. The latter paves the way

to design sensor/devices which measure both ECG and SCG in order to obtain two

respiration signals using the EMD-derived respiration method, which can be latter

fused and provide a more robust BR estimation approach.

Chapter 7 focused on assessing the potential utility of the ECG signals in order

to evaluate the increased respiratory distress. A measure based on the R-to-S (RS)

amplitude variability due to respiration in the ECG signal was developed in this the-

sis and it was found for the �rst time that there is a positive monotonic relationship
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between the RS variability and increased WOB over respiratory cycles. The latter

�nding suggests that ECG sensors/devices can be used as a diagnostic screening tool

which incorporates the evaluation of the BR, HR and WOB, which allows clinicians

to escalate patient care and introduce interventions in hospital wards. Although the

current study is based on a small sample of patients, the proposed measure is the

only empirical investigation into the impact of increased respiratory distress on the

ECG signal.

8.2 Direction for Future Research

Future investigations on the WOB evaluation using more comprehensive real data

are required in order to establish the most suitable techniques and hence future work

should be designed as follows:

Further assessment and design of WOB evaluation algorithm

The conclusion of Chapter 7 was that the automatic evaluation of the WOB from

the ECG signals would be a fruitful area of future work. It would be really bene�cial

to evaluate WOB measures using more patients and also have samples which contain

all levels of WOB. The latter also facilitates the use of advanced clustering methods

which can be used in the selection of accurate bands for each WOB level. Moreover,

SCG signals are acquired by accelerometer sensors placed on the chest of the patient,

thus it may be convenient to evaluate the WOB from SCG signals either as a stand-

alone measure, or to combine them with estimates from the ECG signal in order to

improve performance.

On this direction the proposed WOB measure needs to be further evaluated. Thus

more research using controlled clinical trials involving a large number of healthy sub-
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jects is required. The study volunteers should experience a controlled di�culty in

breathing, hence the use of a facemask with interchangeable �ow resistors or drug

injection need to be considered for these trials. Furthermore, the aforementioned

trials should be combined with extensive empirical studies in both adult and paedi-

atric wards where ECG and SCG measures for WOB are compared with the nurse

assessments.
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Appendix A

Results related to Capnobase

dataset

The results on BR estimation for Capnobase dataset in Chapter 5 were summarised
for easy reading, rather than being given in full. Additional result tables are now
provided for completeness. The following tables illustrate the estimated BR for each
one minute window of the 8 minutes long ECG recordings from Capnobase dataset
from the EDR, RSA, PCADR, ICADR and EMDDR methods. Moreover, the results
from frequency and time domain analysis are also provided, along with the reference
BR of each one minute window.

EDR method 1 min 2 min 3 min 4 min 5 min 6 min 7 min 8 min
capno9 (ref) 18 18 18 21 20 19 19 20

DFT 18 17 18 22 20 19 19 20
CSD 18 17 18 20 20 19 19 19
3PT 20 24 27 24 25 21 32 28
P2T 18 17 18 21 20 19 20 22

capno15 (ref) 29 29 29 29 29 29 29 29
DFT 29 29 29 29 29 29 29 29
CSD 29 29 29 29 29 29 29 28
3PT 30 32 33 31 30 32 32 30
P2T 29 29 29 29 29 29 29 29

capno16 (ref) 10 10 10 10 10 10 10 10
DFT 10 10 10 10 10 10 10 10
CSD 10 10 10 10 10 10 10 10
3PT 35 35 37 29 36 30 35 25
P2T 13 10 10 10 12 15 10 11
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capno18 (ref) 39 38 37 37 36 35 35 33
DFT 39 37 36 35 35 34 32 31
CSD 39 37 36 35 35 34 32 30
3PT 43 40 38 39 40 39 34 36
P2T 38 37 35 33 34 31 30 30

capno23 (ref) 23 23 22 22 21 21 21 21
DFT 23 24 22 22 21 21 21 22
CSD 23 23 22 22 21 21 21 21
3PT 32 36 37 33 32 30 29 27
P2T 24 24 23 20 22 23 21 18

capno32 (ref) 11 12 12 15 11 10 14 14
DFT 22 12 12 15 13 14 11 14
CSD 2 12 12 1 1 1 19 1
3PT 31 31 28 28 30 28 25 27
P2T 17 18 17 15 19 18 17 20

capno35 (ref) 24 23 24 23 25 25 32
DFT 25 22 23 23 23 23 25
CSD 25 24 23 23 23 23 26
3PT 38 39 35 38 39 39 35
P2T 25 23 24 23 24 24 25

capno38 (ref) 18 18 19 18 18 22 23 22
DFT 18 18 19 19 18 18 23 22
CSD 18 18 19 19 18 19 23 22
3PT 30 30 30 28 24 24 28 27
P2T 19 20 22 19 20 20 23 22

capno103 (ref) 18 18 18 18 18 18 18 18
DFT 18 18 18 18 18 18 18 18
CSD 18 18 18 18 18 18 18 18
3PT 34 30 27 31 28 31 29 26
P2T 18 18 18 19 18 19 18 18

capno104 (ref) 11 11 11 11 11 11 11 11
DFT 11 11 11 11 11 11 11 11
CSD 11 11 11 11 11 11 11 11
3PT 20 23 26 21 22 22 21 24
P2T 12 11 12 12 11 12 12 12

capno105 (ref) 10 10 10 10 10 10 10 10
DFT 10 10 10 10 10 10 10 10
CSD 10 10 10 10 10 10 10 10
3PT 22 16 18 21 19 23 22 18
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P2T 11 11 12 10 12 10 10 10
capno121 (ref) 9 9 9 9 9 9 9 9

DFT 9 9 9 9 9 9 9 9
CSD 9 9 9 9 9 9 9 9
3PT 17 15 17 18 16 22 16 20
P2T 9 11 11 9 10 10 10 9

capno122 (ref) 9 9 9 9 9 9 9 9
DFT 9 9 9 9 9 9 9 9
CSD 9 9 9 9 9 9 9 9
3PT 19 17 17 16 16 16 15 18
P2T 12 11 10 10 10 10 10 10

capno125 (ref) 15 14 14 14 14 15 14 14
DFT 15 14 14 14 14 15 14 14
CSD 15 14 14 14 14 15 14 14
3PT 16 17 15 16 17 18 19 20
P2T 16 15 15 15 15 15 15 15

capno127 (ref) 18 18 18 19 18 18 17 18
DFT 19 18 18 19 18 18 18 17
CSD 19 18 18 19 18 18 18 16
3PT 24 22 22 21 23 23 22 20
P2T 19 18 18 19 18 18 18 18

capno128 (ref) 12 13 12 11 12 12 13 13
DFT 12 13 12 12 11 13 13 13
CSD 12 13 12 12 12 13 13 13
3PT 23 26 26 23 21 23 23 23
P2T 13 14 13 13 13 13 13 14

capno134 (ref) 14 14 14 14 14 14 14 14
DFT 14 14 14 14 14 14 14 14
CSD 14 14 14 14 14 14 14 14
3PT 30 26 22 24 24 25 23 27
P2T 15 15 15 15 15 15 14 15

capno142 (ref) 15 15 15 15 15 15 15 15
DFT 15 15 15 15 15 15 15 15
CSD 15 15 15 15 15 15 15 15
3PT 24 29 31 32 30 27 27 30
P2T 17 17 22 20 17 17 17 17

capno147 (ref) 11 11 11 11 11 11 11 11
DFT 11 11 11 11 11 11 11 11
CSD 11 11 11 11 11 11 11 11
3PT 21 24 26 21 23 25 24 22
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P2T 12 17 18 12 17 15 18 14
capno148 (ref) 10 10 10 10 10 10 10 10

DFT 10 10 10 10 10 10 10 10
CSD 10 10 10 10 10 10 10 10
3PT 18 21 23 19 19 20 22 17
P2T 10 11 11 11 12 10 12 11

capno311 (ref) 12 12 12 12 12 12 12 12
DFT 12 12 12 12 12 12 12 12
CSD 12 12 12 12 12 12 12 12
3PT 19 21 15 18 20 17 19 18
P2T 12 12 12 12 14 12 14 14

capno312 (ref) 7 7 7 7 7 7 7 7
DFT 7 7 7 7 7 11 8 7
CSD 7 7 7 7 7 15 9 7
3PT 24 21 18 16 14 19 20 21
P2T 8 6 6 7 6 10 13 12

capno313 (ref) 10 10 10 10 10 10 10 10
DFT 10 10 10 10 10 10 10 10
CSD 10 10 10 10 10 10 10 10
3PT 21 18 20 15 17 17 19 17
P2T 13 10 11 10 10 10 11 10

capno322 (ref) 17 18 18 18 18 18 19 20
DT 17 17 18 18 18 18 18 18
CSD 17 17 18 18 18 18 18 18
3PT 18 18 20 18 19 21 20 19
P2T 18 18 19 18 19 20 19 19

capno325 (ref) 10 10 10 10 10 10 10 10
DFT 10 10 10 10 10 10 10 10
CSD 10 10 10 10 10 10 10 10
3PT 24 21 26 23 27 23 25 24
P2T 16 15 16 15 19 14 20 16

Table A.1: EDR method for Capnobase

RSA method 1 min 2 min 3 min 4 min 5 min 6 min 7 min 8 min
capno5 (ref) 18 18 18 21 20 19 19 20

DFT 18 17 18 5 20 19 19 20
CSD 18 17 18 22 20 19 20 20
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3PT 22 21 21 32 28 24 25 28
P2T 18 17 18 18 20 20 17 20

capno15 (ref) 29 29 29 29 29 29 29 29
DFT 29 29 29 29 29 29 29 29
CSD 29 29 29 29 29 29 29 29
3PT 32 31 32 35 32 33 32 33
P2T 29 29 29 29 29 29 29 29

capno16 (ref) 10 10 10 10 10 10 10 10
DFT 4 10 10 10 40 9 6 4
CSD 4 4 4 4 8 1 6 4
3PT 52 50 50 53 49 44 42 47
P2T 31 30 30 35 34 17 20 17

capno18 (ref) 39 38 37 37 36 35 35 33
DFT 39 37 42 35 35 34 32 30
CSD 39 37 1 35 35 34 32 30
3PT 54 54 60 53 52 56 54 54
P2T 39 40 39 41 41 36 46 36

capno23 (ref) 23 24 22 22 21 21 21 21
DFT 23 24 22 22 21 21 20 22
CSD 23 24 22 22 21 21 21 21
3PT 32 31 31 27 27 27 27 28
P2T 23 24 23 22 21 21 22 24

capno32 (ref) 11 12 12 15 11 10 14 14
DFT 6 12 12 15 9 7 12 14
CSD 5 12 12 15 14 7 13 14
3PT 23 19 24 19 27 20 27 30
P2T 9 11 13 16 11 11 14 16

capno35 (ref) 24 23 24 23 25 25 32
DFT 7 5 23 7 8 7 9
CSD 5 5 1 7 4 1 14
3PT 46 39 43 41 40 46 46
P2T 24 24 31 25 19 30 19

capno38 (ref) 18 18 19 18 18 22 23 22
DFT 18 18 19 19 18 18 23 4
CSD 18 18 19 19 18 19 23 1
3PT 24 21 23 19 19 27 35 41
P2T 17 18 19 19 18 20 25 17

capno103 (ref) 18 18 18 18 18 18 18 18
DFT 18 18 18 18 18 18 18 18
CSD 18 18 18 18 18 18 18 18
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3PT 40 39 41 37 39 40 40 43
P2T 22 25 24 22 27 21 26 28

capno104 (ref) 11 11 11 11 11 11 11 11
DFT 11 11 11 11 11 11 11 11
CSD 11 11 11 11 11 11 11 11
3PT 52 49 42 49 45 47 46 43
P2T 31 23 30 23 20 18 20 18

capno105 (ref) 10 10 10 10 10 10 10 10
DFT 10 10 10 10 10 20 10 10
CSD 10 10 1 10 10 1 10 10
3PT 17 21 20 20 21 22 20 18
P2T 11 11 8 12 13 8 12 13

capno121 (ref) 9 9 9 9 9 9 9 9
DFT 4 5 4 5 6 9 5 4
CSD 4 1 9 5 4 5 1 3
3PT 22 21 23 23 21 23 21 26
P2T 13 9 10 10 11 16 9 15

capno122 (ref) 9 9 9 9 9 9 9 9
DFT 9 9 9 9 9 9 9 5
CSD 9 9 9 9 9 9 9 9
3PT 24 17 19 15 20 17 17 27
P2T 9 12 12 11 12 10 10 10

capno125 (ref) 15 14 14 14 14 15 14 14
DFT 15 14 14 14 14 15 14 14
CSD 15 14 14 14 14 15 14 14
3PT 18 16 18 16 17 17 21 18
P2T 16 15 15 15 15 15 15 16

capno127 (ref) 18 18 18 19 18 18 17 18
DFT 11 12 17 11 12 10 5 17
CSD 12 1 1 13 1 13 18 17
3PT 23 21 19 20 21 23 24 18
P2T 16 14 14 16 13 14 16 15

capno128 (ref) 12 13 12 11 12 12 13 13
DFT 6 4 4 30 6 13 13 6
CSD 6 4 4 5 1 13 17 1
3PT 32 21 33 46 36 23 24 20
P2T 10 8 8 11 8 14 13 12

capno134 (ref) 14 14 14 14 14 14 14 14
DFT 4 4 4 4 4 11 5 10
CSD 4 4 4 4 4 1 1 3
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3PT 78 60 43 49 46 28 64 40
P2T 7 8 11 5 6 7 7 8

capno142 (ref) 15 15 15 15 15 15 15 15
DFT 15 15 15 15 15 15 15 15
CSD 25 15 15 1 15 15 15 15
3PT 34 28 28 29 29 27 29 33
P2T 21 17 17 18 18 18 17 16

capno147 (ref) 11 11 11 11 11 11 11 11
DFT 25 8 26 16 32 31 5 20
CSD 2 2 2 6 3 4 2 1
3PT 61 46 41 39 43 36 47 32
P2T 8 13 17 10 16 11 20 9

capno148 (ref) 10 10 10 10 10 10 10 10
DFT 10 5 5 5 5 7 6 10
CSD 10 4 5 5 7 7 6 10
3PT 26 24 26 23 26 22 24 25
P2T 15 11 12 13 14 10 13 13

capno311 (ref) 12 12 12 12 12 12 12 12
DFT 5 7 4 4 5 4 4 6
CSD 5 7 8 6 1 4 2 1
3PT 33 21 24 16 19 20 19 29
P2T 9 11 10 9 6 12 9 9

capno312 (ref) 7 7 7 7 7 7 7 7
DFT 7 7 7 7 7 7 7 7
CSD 7 7 7 7 7 7 7 7
3PT 26 15 16 16 16 15 18 24
P2T 10 10 10 9 11 7 11 12

capno313 (ref) 10 10 10 10 10 10 10 10
DFT 10 20 10 10 10 10 4 10
CSD 10 29 10 6 10 1 6 10
3PT 29 27 29 27 28 28 27 32
P2T 19 21 20 16 22 23 14 17

capno322 (ref) 17 18 18 18 18 18 19 20
DFT 17 17 18 18 18 18 18 34
CSD 17 17 18 18 18 18 18 1
3PT 20 20 19 23 22 22 24 38
P2T 18 20 18 19 18 18 18 15

capno325 (ref) 10 10 10 10 10 10 10 10
DFT 4 20 4 5 4 7 5 4
CSD 4 1 1 1 6 6 1 2

C. Kozia, PhD Thesis, Aston University, 2020 242



3PT 67 28 27 28 26 28 38 68
P2T 16 15 12 13 10 16 15 15

Table A.2: RSA method for Capnobase

PCADR method 1 min 2 min 3 min 4 min 5 min 6 min 7 min 8 min
capno9 (ref) 18 18 18 21 20 19 19 20

DFT 18 18 18 20 19 19 20 20
CSD 18 18 18 20 19 19 20 20
3PT 21 22 23 21 21 22 25 30
P2T 18 18 18 29 19 19 20 21

capno15 29 29 29 29 29 29 29 29
DFT 29 29 29 29 29 29 29 29
CSD 29 29 29 29 29 29 29 29
3PT 31 31 32 29 31 32 32 30
P2T 29 29 29 29 29 29 29 29

capno16 (ref) 10 10 10 10 10 10 10 10
DFT 10 10 10 10 10 21 10 10
CSD 10 10 10 10 10 10 10 10
3PT 33 32 36 29 34 34 34 32
P2T 13 11 10 10 13 14 10 15

capno18 (ref) 39 38 37 37 36 35 35 33
DFT 38 37 36 35 35 34 32 30
CSD 38 37 36 36 35 34 32 30
3PT 42 40 40 41 40 44 40 36
P2T 38 37 35 36 35 33 32 30

capno23 (ref) 23 24 22 22 21 21 21 21
DFT 22 23 21 22 21 21 21 22
CSD 22 23 22 22 21 21 21 22
3PT 31 36 38 37 36 36 36 37
P2T 23 23 22 22 21 22 22 22

capno32 (ref) 11 12 12 15 11 10 14 14
DFT 9 12 12 15 13 11 12 29
CSD 1 12 12 15 14 11 11 14
3PT 32 33 29 30 30 32 32 33
P2T 17 17 16 16 18 21 15 16

capno35 24 23 24 23 25 25 32
DFT 26 22 24 23 24 23 25

C. Kozia, PhD Thesis, Aston University, 2020 243



CSD 26 22 24 23 23 23 25
3PT 45 38 37 38 40 41 34
P2T 27 24 24 23 24 27 25

capno38 (ref) 18 18 19 18 18 22 23 22
DFT 19 19 20 19 19 19 29 19
CSD 19 19 20 19 19 19 20 19
3PT 36 33 33 29 23 27 25 25
P2T 20 22 23 21 20 21 20 19

capno103 (ref) 18 18 18 18 18 18 18 18
DFT 18 18 18 18 18 18 18 18
CSD 18 18 18 18 18 18 18 18
3PT 34 31 29 31 28 31 26 26
P2T 18 18 18 19 19 19 18 18

capno104 (ref) 11 11 11 11 11 11 11 11
DFT 11 11 11 11 11 11 11 11
CSD 11 11 11 11 11 11 11 11
3PT 23 21 24 19 21 21 18 24
P2T 11 11 12 12 12 12 12 13

capno105 (ref) 10 10 10 10 10 10 10 10
DFT 10 10 10 10 10 11 10 10
CSD 10 10 10 10 10 10 10 10
3PT 21 18 18 19 21 23 17 18
P2T 11 11 12 11 10 10 10 11

capno121 (ref) 9 9 9 9 9 9 9 9
DFT 9 9 9 9 9 9 9 9
CSD 9 9 9 9 9 9 9 9
3PT 15 15 17 15 16 18 15 19
P2T 9 9 9 9 10 10 10 10

capno122 (ref) 9 9 9 9 9 9 9 9
DFT 9 9 9 9 9 9 9 8
CSD 9 9 9 9 9 9 9 8
3PT 19 17 19 16 18 18 18 20
P2T 11 9 10 10 10 10 10 9

capno125 (ref) 15 14 14 14 14 15 14 14
DFT 15 14 14 15 14 14 14 14
CSD 15 14 14 15 14 14 14 14
3PT 16 16 15 17 16 18 20 17
P2T 15 15 15 15 15 15 15 15

capno127 (ref) 18 18 18 19 18 18 17 18
DFT 19 18 18 19 18 17 17 16
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CSD 19 18 18 19 18 19 17 16
3PT 25 23 22 23 25 24 21 26
P2T 21 18 19 19 19 18 17 17

capno128 (ref) 12 13 12 11 12 12 13 13
DFT 12 13 12 12 11 12 12 13
CSD 12 13 12 12 12 12 12 13
3PT 28 26 26 26 25 23 26 22
P2T 13 13 13 12 12 13 13 14

capno134 (ref) 14 14 14 14 14 14 14 14
DFT 15 15 14 14 14 21 14 9
CSD 15 15 14 14 14 3 14 1
3PT 33 29 24 24 26 25 26 25
P2T 15 15 15 14 15 15 15 15

capno142 (ref) 15 15 15 15 15 15 15 15
DFT 5 15 15 30 15 15 15 15
CSD 5 15 15 15 15 15 15 15
3PT 29 30 29 32 29 30 28 30
P2T 20 18 21 23 17 16 20 16

capno147 (ref) 11 11 11 11 11 11 11 11
DFT 12 7 31 15 17 21 28 14
CSD 2 1 2 2 2 1 2 1
3PT 24 27 30 24 26 29 27 23
P2T 15 17 21 18 14 19 22 17

capno148 (ref) 10 10 10 10 10 10 10 10
DFT 10 10 10 10 10 10 10 10
CSD 10 10 10 10 10 10 10 10
3PT 19 21 23 20 19 21 23 19
P2T 10 11 11 11 11 10 14 10

capno311 (ref) 12 12 12 12 12 12 12 12
DFT 11 11 12 12 12 12 13 12
CSD 11 12 12 12 12 12 13 12
3PT 18 18 17 16 22 20 20 21
P2T 11 12 13 13 14 13 15 13

capno312 (ref) 7 7 7 7 7 7 7 7
DFT 7 7 7 7 7 7 21 7
CSD 7 7 7 7 7 20 21 7
3PT 21 20 19 14 15 23 22 22
P2T 17 14 10 10 10 16 21 15

capno313 (ref) 10 10 10 10 10 10 10 10
DFT 10 10 10 10 10 10 10 10
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CSD 10 10 10 10 10 10 10 10
3PT 19 19 21 15 17 19 29 18
P2T 13 11 11 10 11 11 10 10

capno322 (ref) 17 18 18 18 18 18 19 20
DFT 18 18 19 18 18 18 18 17
CSD 18 18 19 18 18 18 18 17
3PT 18 18 20 19 20 23 22 20
P2T 18 18 19 17 18 19 19 17

capno315 (ref) 10 10 10 10 10 10 10 10
DFT 10 10 10 10 10 10 10 4
CSD 1 10 10 10 10 10 10 1
3PT 56 28 26 27 29 27 31 66
P2T 22 12 15 14 18 15 19 17

Table A.3: PCADR method for Capnobase

ICADR method 1 min 2 min 3 min 4 min 5 min 6 min 7 min 8 min
capno9 (ref) 18 18 18 21 20 19 19 20

DFT 18 18 18 20 19 19 20 20
CSD 18 18 18 20 19 19 20 20
3PT 20 21 22 23 19 24 23 27
P2T 18 18 18 20 19 19 22 21

capno15 (ref) 29 29 29 29 29 29 29 29
DFT 29 29 29 29 29 29 29 29
CSD 29 29 29 29 29 29 29 29
3PT 29 29 30 29 29 30 29 29
P2T 29 29 29 29 29 29 29 29

capno16 (ref) 10 10 10 10 10 10 10 10
DFT 10 10 10 10 10 10 10 10
CSD 10 10 10 10 10 10 10 10
3PT 35 35 36 31 37 32 38 40
P2T 16 17 16 12 13 14 16 19

capno18 (ref) 39 38 37 37 36 35 35 33
DFT 38 37 36 35 35 34 32 31
CSD 39 37 36 36 35 31 32 2
3PT 41 42 40 42 47 50 46 43
P2T 37 37 35 38 38 39 38 33

capno23 (ref) 23 24 22 22 21 21 21 21
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DFT 22 23 21 22 21 21 21 22
CSD 22 23 22 22 21 21 21 22
3PT 30 31 31 25 24 25 29 25
P2T 25 23 25 22 21 21 22 22

capno32 (ref) 11 12 12 15 11 10 14 14
DFT 11 12 12 15 12 6 11 14
CSD 11 12 3 15 1 7 9 14
3PT 30 26 25 25 27 25 27 25
P2T 20 17 15 17 18 9 18 19

capno35 (ref) 24 23 24 23 25 25 32
DFT 26 22 24 23 24 23 25
CSD 26 22 24 23 23 23 25
3PT 36 37 40 42 38 38 37
P2T 25 23 24 23 23 25 25

capno38 (ref) 18 18 19 18 18 22 23 22
DFT 19 19 20 19 19 19 20 19
CSD 19 19 20 19 19 19 20 19
3PT 25 27 27 29 23 34 35 32
P2T 19 21 22 19 19 23 21 19

capno103 (ref) 18 18 18 18 18 18 18 18
DFT 18 18 18 18 18 18 18 18
CSD 18 18 18 18 18 18 18 18
3PT 34 25 32 33 24 28 25 24
P2T 20 18 20 18 18 19 18 18

capno104 (ref) 11 11 11 11 11 11 11 11
DFT 11 11 11 11 11 11 11 11
CSD 11 11 11 11 11 11 11 11
3PT 21 26 22 28 25 28 24 35
P2T 11 11 12 12 12 12 12 13

capno105 (ref) 10 10 10 10 10 10 10 10
DFT 10 10 10 10 10 10 10 10
CSD 10 10 10 10 10 10 10 10
3PT 21 18 21 18 17 17 14 21
P2T 12 11 14 10 10 14 11 13

capno121 (ref) 9 9 9 9 9 9 9 9
DFT 9 9 9 9 9 9 9 9
CSD 9 9 9 9 9 9 9 9
3PT 19 15 24 19 18 17 16 18
P2T 9 12 13 11 13 11 12 9
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capno122 (ref) 9 9 9 9 9 9 9 9
DFT 9 9 9 9 9 9 9 9
CSD 9 9 9 9 9 9 9 8
3PT 29 23 23 25 29 25 25 26
P2T 17 17 17 19 19 19 15 17

capno125 (ref) 15 14 14 14 14 15 14 14
DFT 15 14 14 15 14 14 14 14
CSD 1 14 17 15 14 15 3 14
3PT 25 28 28 22 30 29 26 25
P2T 20 22 20 18 20 23 21 18

capno127 (ref) 18 18 18 19 18 18 17 18
DFT 19 18 18 19 17 17 16
CSD 19 18 18 19 18 19 17 16
3PT 25 25 21 23 27 21 23 28
P2T 21 18 19 19 19 18 17 17

capno128 (ref) 12 13 12 11 12 12 13 13
DFT 12 13 12 12 11 12 12 13
CSD 12 13 12 12 12 12 12 13
3PT 25 22 25 26 22 25 23 25
P2T 18 18 20 19 15 16 15 16

capno134 (ref) 14 14 14 14 14 14 14 14
DFT 15 15 14 14 14 13 14 13
CSD 15 15 14 14 14 13 14 13
3PT 27 26 25 24 24 25 25 25
P2T 18 18 18 18 19 18 20 17

capno142 (ref) 15 15 15 15 15 15 15 15
DFT 14 15 15 15 15 15 15 15
CSD 15 15 15 15 15 15 15 15
3PT 32 31 31 31 31 32 31 32
P2T 23 20 15 21 19 18 18 18

capno147 (ref) 11 11 11 11 11 11 11 11
DFT 8 28 20 10 7 4 12 10
CSD 2 4 2 6 1 4 2 1
3PT 27 31 29 31 29 28 27 29
P2T 18 23 21 15 23 19 17 22

capno148 (ref) 10 10 10 10 10 10 10 10
DFT 10 10 10 10 10 10 10 10
CSD 10 1 10 10 10 10 10 10
3PT 26 29 27 27 25 31 26 28
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P2T 18 21 19 18 16 21 18 16
capno311 (ref) 12 12 12 12 12 12 12 12

DFT 11 11 12 12 12 12 14 15
CSD 11 12 12 12 12 12 13 1
3PT 27 19 24 21 24 26 24 20
P2T 17 13 14 16 18 16 18 13

capno312 (ref) 7 7 7 7 7 7 7 7
DFT 7 7 7 7 7 7 7 7
CSD 7 7 7 7 7 7 7 7
3PT 16 18 16 18 19 15 17 17
P2T 12 11 11 12 9 11 10 15

capno313 (ref) 10 10 10 10 10 10 10 10
DFT 10 10 10 10 10 10 10 10
CSD 10 10 10 10 10 10 10 10
3PT 19 19 20 15 17 18 17 18
P2T 12 11 11 10 11 10 11 10

capno322 (ref) 17 18 18 18 18 18 19 20
DFT 18 18 19 18 18 18 18 18
CSD 18 18 19 18 18 18 18 17
3PT 19 20 20 21 20 23 26 23
P2T 19 19 19 19 18 20 19 18

capno325 (ref) 10 10 10 10 10 10 10 10
DFT 10 10 10 10 10 10 10 11
CSD 10 10 10 10 10 10 10 10
3PT 26 23 28 23 25 21 27 25
P2T 24 24 18 16 15 16 17 14

Table A.4: ICADR method for Capnobase

EMDDR method 1 min 2 min 3 min 4 min 5 min 6 min 7 min 8 min
capno9 (ref) 18 18 18 21 20 19 19 20

DFT 20 18 22 13 14 20 15 20
3PT 21 21 19 18 21 25 20 18
P2T 21 21 19 17 21 25 20 17

capno15 (ref) 29 29 29 29 29 29 29 29
DFT 29 29 29 29 29 29 29 29
3PT 27 27 27 27 23 26 27 25
P2T 26 27 27 27 23 26 27 25
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capno16 (ref) 10 11 11 10 11 10 14 10
DFT 10 10 10 10 10 10 10 10
3PT 15 14 14 12 10 12 16 14
P2T 10 14 13 10 10 12 16 10

capno18 (ref) 39 38 37 37 36 35 35 33
DFT 21 22 34 36 35 34 32 31
3PT 27 27 30 31 33 31 35 37
P2T 24 27 30 31 33 31 35 36

capno23 (ref) 23 24 22 22 21 21 21 21
DFT 22 28 22 22 21 21 21 23
3PT 23 25 24 22 21 21 22 21
P2T 21 25 23 22 21 21 22 21

capno32 (ref) 11 12 12 15 11 10 14 14
DFT 11 8 10 7 9 6 9 11
3PT 14 10 12 9 10 8 10 12
P2T 12 10 12 9 10 8 10 11

capno35 (ref) 24 23 24 23 25 25 32
DFT 27 27 23 25 24 25 25
3PT 34 27 30 28 30 29 26
P2T 29 27 30 28 30 29 26

capno38 (ref) 18 18 19 18 18 22 23 22
DFT 25 21 29 20 20 22 13 22
3PT 27 30 27 30 30 29 24 27
P2T 27 30 27 29 30 28 24 26

capno103 (ref) 18 18 18 18 18 18 18 18
DFT 19 18 18 29 18 20 20 18
3PT 29 27 27 27 28 27 24 26
P2T 29 26 27 27 27 27 23 26

capno104 (ref) 11 11 11 11 11 11 11 11
DFT 11 18 11 11 11 11 11 11
3PT 22 15 15 13 15 11 10 16
P2T 11 15 14 13 15 11 9 13

capno105 (ref) 10 10 10 10 10 10 10 10
DFT 5 8 5 9 8 7 6 19
3PT 8 11 7 12 8 7 8 9
P2T 6 10 7 12 8 7 8 9

capno121 (ref) 9 9 9 9 9 9 9 9
DFT 12 11 15 11 5 10 9 11
3PT 14 14 15 13 10 14 12 12
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P2T 14 14 15 13 10 13 12 11
capno122 (ref) 9 9 9 9 9 9 9 9

DFT 12 11 9 12 6 9 7 10
3PT 14 13 11 12 10 11 12 14
P2T 13 12 11 12 8 11 12 12

capno125 (ref) 15 14 14 14 14 15 14 14
DFT 15 16 14 13 18 13 16 14
3PT 21 17 17 14 19 16 16 20
P2T 18 17 17 14 19 16 16 20

capno127 (ref) 18 18 18 19 18 18 17 18
DFT 13 19 17 19 14 17 14 18
3PT 18 19 19 23 18 19 19 20
P2T 17 19 19 23 18 19 19 20

capno128 (ref) 12 13 12 11 12 12 13 13
DFT 4 12 10 12 13 12 18
3PT 35 11 12 11 11 12 12 11
P2T 11 11 11 11 11 12 9 11

capno134 (ref) 14 14 14 14 14 14 14 14
DFT 8 11 9 11 9 12 9 15
3PT 9 8 12 12 12 13 11 11
P2T 8 7 12 12 12 13 10 11

capno142 (ref) 15 15 15 15 15 15 15 15
DFT 9 12 8 9 10 8 9 15
3PT 10 11 10 13 10 9 12 17
P2T 9 11 10 12 10 9 12 13

capno147 (ref) 11 11 11 11 11 11 11 11
DFT 9 6 6 10 7 6 7 6
3PT 13 9 10 11 10 11 10 10
P2T 11 9 10 9 10 10 10 10

capno148 (ref) 10 10 10 10 10 10 10 10
DFT 12 12 12 12 12 14 13 13
3PT 16 8 10 9 9 7 8 9
P2T 9 6 8 9 9 7 8 9

capno311 (ref) 12 12 12 12 12 12 12 12
DFT 11 9 8 13 11 11 11 11
3PT 12 11 11 12 13 12 12 16
P2T 12 11 11 11 13 12 12 15

capno312 (ref) 7 7 7 7 7 7 7 7
DFT 7 6 7 6 7 7 7 6
3PT 9 7 8 9 6 7 8 8
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P2T 7 6 8 7 6 7 8 7
capno313 (ref) 10 10 10 10 10 10 10 10

DFT 6 8 6 9 6 7 9 10
3PT 10 8 7 9 8 9 9 12
P2T 8 8 7 9 8 9 9 9

capno322 (ref) 17 18 18 18 18 18 19 20
DFT 13 17 16 12 19 13 5 13
3PT 16 17 20 19 17 13 13 17
P2T 14 17 20 19 17 13 13 14

capno325 (ref) 10 10 10 10 10 10 10 10
DFT 9 15 12 12 11 10 10 16
3PT 13 17 13 17 11 12 12 16
P2T 11 17 13 17 11 12 12 15

Table A.5: EMDDR method for Capnobase
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Appendix B

Results related to BCH ECG

database

The results on BR estimation for the BCH ECG data in Chapter 5 were summarised
for easy reading, rather than being given in full. Additional result tables are now
provided for completeness. The following tables illustrate the estimated BR from the
EDR, RSA, PCADR and EMDDR methods. Moreover, the results from frequency
and time domain analysis are also provided, along with the reference BR.

DFT CSD
Rec Ref EDR RSA PCADR EMDDR EDR RSA PCADR

ecgch1 42 35 35 60 36 35 32 36
ecgch2 65 34 43 35 67 31 57 36
ecgch3 36 27 25 31 45 27 25 26
ecgch4 35 31 32 41 63 31 53 33
ecgch5 54 52 45 50 59 32 71 34
ecgch6 59 34 37 70 62 34 65 45
ecgch7 58 31 40 51 35 34 56 31
ecgch8 48 38 43 42 63 42 60 42
ecgch9 91 36 39 39 59 39 26 31
ecgch10 67 47 42 44 29 47 59 44
ecgch11 46 35 31 35 27 36 35 36
ecgch12 42 44 46 27 65 44 46 27
ecgch13 42 44 38 26 58 59 25 57
ecgch14 64 47 46 49 63 48 47 43
ecgch15 62 36 45 31 67 46 39 33
ecgch16 42 35 34 46 48 39 34 39
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ecgch17 49 33 42 51 52 25 48 34
ecgch18 36 33 38 29 67 37 37 22

Table B.1: Frequency domain analysis for BCH ECG data

3PT P2T
Rec Ref EDR RSA PCADR EMDDR EDR RSA PCADR EMDDR

ecgch1 42 51 61 52 62 47 50 44 59
ecgch2 65 51 55 56 64 43 53 46 64
ecgch3 36 46 57 37 65 49 34 33 61
ecgch4 35 42 47 44 62 37 43 39 60
ecgch5 54 59 62 58 60 48 59 51 57
ecgch6 59 59 62 58 60 50 54 56 60
ecgch7 58 56 60 56 61 46 53 50 57
ecgch8 48 59 63 68 62 54 57 54 61
ecgch9 91 51 51 48 62 42 39 42 52
ecgch10 67 59 65 63 64 53 56 52 51
ecgch11 46 58 55 55 60 50 49 44 13
ecgch12 42 49 50 55 62 45 43 49 61
ecgch13 42 56 52 55 62 46 46 47 62
ecgch14 64 51 54 53 63 51 46 46 63
ecgch15 62 57 63 59 63 50 52 50 57
ecgch16 42 47 49 46 64 39 42 42 43
ecgch17 49 49 46 52 62 43 43 41 56
ecgch18 36 43 45 40 65 38 41 36 64

Table B.2: Time domain analysis for BCH ECG data

C. Kozia, PhD Thesis, Aston University, 2020 254



Appendix C

Results related to BCH EMG

database

The results on BR estimation for the BCH EMG data in Chapter 5 were summarised
for easy reading, rather than being given in full. Additional result tables are now
provided for completeness. The following tables illustrate the estimated BR from
the EDR, RSA and PCADR. Moreover, the results from frequency and time domain
analysis are also provided, along with the reference BR for each hour.

emgch1 (ref) 54
DFT 10
CSD 28
3PT 29
P2T 21

emgch2 (ref) 28 33
DFT 30 29
CSD 30 30
3PT 37 38
P2T 33 35

emgch3 (ref) 37 34 38 42 40 45
DFT 36 38 44 33 35 34
CSD 36 38 44 34 38 36
3PT 39 40 44 42 46 42
P2T 37 38 43 38 40 39

emgch4 (ref) 84 58 43 36 41 40 53
DFT 35 34 37 37 37 33 38
CSD 36 35 36 37 36 33 32
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3PT 41 40 38 37 37 39 44
P2T 38 37 36 37 36 36 41

Table C.1: EDR method for BCH EMG data

emgch1 (ref) 54
DFT 7
CSD 28
3PT 57
P2T 22

emgch2 (ref) 28 33
DFT 28 28
CSD 28 29
3PT 35 36
P2T 31 32

emgch3 (ref) 37 34 38 42 40 45
DFT 29 29 31 31 39 28
CSD 29 28 31 29 39 28
3PT 35 38 41 40 42 39
P2T 32 32 37 33 36 33

emgch4 (ref) 84 58 43 36 41 40 53
DFT 29 29 27 29 28 29 28
CSD 29 29 29 30 28 28 29
3PT 39 38 34 35 34 39 40
P2T 33 33 30 33 31 33 34

Table C.2: RSA method for BCH EMG data

emgch1 (ref) 54
DFT 18
CSD 35
3PT 36
P2T 19

emgch2 (ref) 28 33
DFT 30 35
CSD 31 32
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3PT 37 39
P2T 33 34

emgch3 (ref) 37 34 38 42 40 45
DFT 38 38 34 34 34 32
CSD 38 40 39 35 34 30
3PT 40 41 42 41 42 39
P2T 38 39 38 37 36 35

emgch4 (ref) 84 58 43 36 41 40 53
DFT 32 37 36 35 35 34 39
CSD 31 39 37 36 38 36 41
3PT 40 42 38 38 38 49 45
P2T 35 39 36 37 36 37 42

Table C.3: PCADR method for BCH EMG data
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Appendix D

Generation of a synthetic ECG

signal

The following sections explain how the synthetic ECG signal was created. Details of
all the di�erent modes generated (AM, FM and BW) are also included.

D.1 Synthetic ECG signal

In order to generate a synthetic ECG signal of a speci�c duration, a single ECG beat
was �rst created (Figure D.1) using an example found in Charlton (2016), whose du-
ration is one second. This exemplary beat for the ECG signal was acquired from a
young subject (Charlton, 2017). The timestamps and amplitudes of the single beat
are given in Table D.1. In order to get an ECG signal of duration T in seconds, we
need to repeat the single one second beat T times. More details on the implementa-
tion can be found in the Matlab code given in Listing D.1.

Figure D.1: A single synthetic ECG beat lasting one second
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Listing D.1: Synthetic ECG signal generation
1 function ecg = syntheticECG(beat, hr, fs, dur)
2 %% INPUTS
3 % beat.v : amplitudes of ecg beat (mV)
4 % beat.t : timestamps of ecg beat (s)
5 % hr : heart rate in beats per minute
6 % fs : sampling frequency in Hz
7 % dur : desired signal duration in seconds
8 %% OUTPUT
9 % ecg.v : ecg amplitudes
10 % ecg.t : ecg timestamps in seconds
11

12 beat_duration = 60/hr; % duration of a single beat
13 beat_nsamples = beat_duration * fs; % number of samples in a ...

single beat
14

15 sampling_int = 1/(beat_nsamples - 1); % resample to the desired ...
sampling rate

16 ts_old = beat.t; % old timestamps
17 ts_new = 0:sampling_int:1; % new timestamps
18 beat_new.v = interp1(ts_old(1:(end-1)), beat.v(1:(end-1)), ts_new, ...

'pchip');
19 beat_new.t = ts_new;
20

21 total_nsamples = dur * fs % total number of ...
samples

22 nrepet = ceil(total_nsamples/length(beat_new.t)); % number of ...
beat repetitions

23 ecg.v = repmat(beat_new.v, [1, nrepet]);
24 ecg.v = ecg.v(1:total_nsamples);
25 beat_nsamples = length(beat_new.t);
26 ecg.t = [0:(total_nsamples-1)]*(1/beat_nsamples)*(beat_nsamples/fs);
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D.2 Respiratory-induced Modulations

Following the generation of a synthetic ECG signal of desired duration, we can
generate signals that show the e�ects of the respiratory-induced modulations. The
BW modulation of the ECG signal can be modelled by assuming a superimposed
sinusoidal modulation, at a constant respiration frequency and constant amplitude.
The manifestation of AM can be modelled through time domain multiplication of the
amplitude of the ECG signal by a respiratory modulation, which is characterised by
an amplitude and respiration frequency. Finally, the FM modulation can be modelled
as a superimposed sinusoidal modulation of the ECG timings. The Matlab code
presented in Listing D.2 gives more details on the methods used.

Listing D.2: Modulated ECG signal generation
1 function mod_ecg = modulatedECG(ecg, rr, mod, mod_ampl)
2 %% INPUTS
3 % ecg.v : unmodulated ecg amplitudes
4 % ecg.t : unmodulated ecg timestamps in seconds
5 % rr : br in bpm
6 % mod : type of modulation ('BW', 'AM', 'FM')
7 % mod_ampl : amplitude of modulation
8 %% OUTPUT
9 % mod_ecg.v : modulated ecg amplitudes
10 % mod_ecg.t : modulated ecg timestamps in seconds
11

12 f = 2*pi*(rr/60);
13 switch mod
14 case 'BW'
15 mod_ecg.v = ecg.v + mod_ampl*sin(f*ecg.t);
16 mod_ecg.t = ecg.t;
17 case 'AM'
18 mod_ecg.v = detrend(ecg.v).*(1+(mod_ampl*cos(f*ecg.t)));
19 mod_ecg.t = ecg.t;
20 case 'FM'
21 mod_ecg.t = ecg.t + (mod_ampl/2)*sin(f*ecg.t);
22 mod_ecg.v = ecg.v;
23 end
24

25 mod_ecg.t = mod_ecg.t(¬isnan(mod_ecg.t));
26 mod_ecg.v = mod_ecg.v(¬isnan(mod_ecg.v));
27

28 end
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Appendix E

Additional information related to

Chapter 3

E.1 Additional information related to Chapter 3

The following sections discuss in detail the Blind Source Separation (BSS) problem
and the Principal Component Analysis (PCA) which are stated in Chapter 3.

E.1.1 BSS Model

BSS represents a model where a set of unobserved source signals is been recovered
from a set of observed mixtures (Cardose, 1998; Jutten & Herault, 1991). In other
words BSS is the separation of a set of source signals, S = [s1, s2 . . . , sn], from a set
of mixed signals, X = [x1,x2 . . . ,xn]. The word blind emphasises the fact that no
information is provided about the source signal and the mixture, and that the source
signals are unobserved. For example, imagine a room containing three microphones
and three people who are speaking simultaneously. The microphones record three
time signals, x1(t), x2(t) and x3(t). Each of these signals is a superimposition of
the source speech signals, s1(t), s2(t) and s3(t), emitted by the three speakers. The
connection of the speech and recorded signals can be expressed as follows:

x1(t) = a11s1(t) + a12s2(t) + a13s3(t), (E.1)

x2(t) = a21s1(t) + a22s2(t) + a23s3(t), (E.2)

x3(t) = a31s1(t) + a32s2(t) + a33s3(t), (E.3)

where a11, a12, a13, a21, a22, a23, a31, a32 and a33 are some parameters which will be
de�ned later. The problem of signal separation points out the importance of estimat-
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ing the three original speech signals using only the recorded signals (Hyvärinen &
Oja, 2000). The simplest BSS model assumes m = n, i.e. the number of observations
is equal to the number of source signals, thus the model can be expressed by the
mixing equation:

xi(t) =
m∑
j=1

aijsj(t), (E.4)

where i = 1, . . . , n. Using matrix notation and supposing that each observation and
source signal is a time series of length m, the above mixing equation is written as:

X = AS, (E.5)

where S is an m×m matrix containing the m source signals of length m, and X is
a n ×m containing n observations of length m, and the n ×m matrix A contains
the mixture coe�cients and which is called the mixing matrix.

Figure E.1 shows a schematic representation of the BSS model and its application
in ECG signal processing, where the sources are mixed by the mixing matrix A and
produce the observations. It is also shown that in order to estimate the sources, a
separating matrix W is required, which actually corresponds to A−1 (when m = n,
thus A is a square matrix).

Figure E.1: Schematic representation of the BSS model application in ECG signal
processing.
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E.1.2 Principal Component Analysis

PCA is a statistical technique whose purpose is the dimensionality reduction by
preserving as much of the relevant information as possible (Bishop, 1995; Jolli�e,
1986). The key assumption of PCA is that the principal components (PCs), i.e.
source signals, are a linear combination of the data set (observations), with weights
(mixing matrix) chosen so that the PCs become mutually uncorrelated. Each PC
is estimated in such a way that inherits the maximum possible variance from the
observations. Assume that each observation, as well as each PC is a random variable.
Therefore the observations are de�ned as a matrix,X of n random variables of length
m. The procedure of estimating the PCs is described as follows: the data are �rst
centred by removing the mean and then the auto-covariance matrix RX is computed
for the observations X:

RXiXj = cov(Xi,Xj) = E[(Xi − µXi
)(Xj − µXj

)T ], (E.6)

where i, j = 1, . . . , n and µxi = E[Xi] = 1
m

∑m
k=1 xi,k. Then, the n × n auto-

covariance matrix RX is factorised using the Singular Value Decomposition (SVD),
such that:

RX = UΣV ∗. (E.7)

Assuming that RX is a real matrix, Equation E.7 can be written as:

RX = UΣV T . (E.8)

The left singular vectors of RX are stored in matrix U and the right singular vectors
in matrix V . The non-zero singular values of RX are the square root of the non-zero
eigenvalues and can be found at the diagonal of matrix Σ. Matrix V is arranged in
a decreasing order of eigenvalue magnitudes, and PCs are �nally obtained by:

S = V X. (E.9)

To conclude, PCA is a statistical technique facilitating dimensionality reduction
which makes use of second-order statistics. The observation covariance matrix can
be decomposed into a set of statistically uncorrelated source signals with the fun-
damental restriction of having an orthogonal mixing matrix. The main advantage of
PCA is that it makes use of matrix decompositions, such as SVD, thus the compu-
tational cost can be reduced. However the restriction of the mixing matrix columns
to be orthogonal remains a serious limitation of PCA.
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Appendix F

Additional information related to

Chapter 7

F.1 BCH data and reference WOB

Chapter 7 explored the correlation between the R-peak variability and the WOB
for the �rst time. The developed measures were evaluated using the BCH ECG and
EMG children data. The reference WOB for the 18 children from the BCH ECG
database (ecgch) is provided for each minute and the highest WOB score observed
is 3. For the 4 children recordings from the BCH EMG database (emgch), there is a
reference WOB for each hour and the highest observed score is 1. The total number
of reference hours is 16.

F.2 Pearson's correlation coe�cient

The correlation coe�cient of two sample sets x and y is a measure of their dependence
(J. Li, Jin, Chen, Sun, & Guo, 2010; Stuart, Kendall, et al., 1963). If each set has n
samples, then the Pearson's correlation coe�cient is de�ned as:

rxy =

∑n
i=1(xi − x̄)(yi − ȳ)

(n− 1)sxsy
, (F.1)

where x̄ and ȳ are the means of the sample sets x and y, and sx and sy are the
standard deviations of x and y, respectively.
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F.3 K -means clustering

This appendix brings together the theoretical bases behind the k -means classi�cation
algorithm used in Chapter 7. Suppose that there are N data points, xi, where i =
1, . . . , N that we wish to classify into K clusters. The k -means algorithm seeks to
partition the data points into K disjoint subsets Sj , where j = 1, . . . ,K. Each subset
(cluster) contains Nj data points (Bishop, 1995). The basis of the partition is a
minimisation problem where the algorithm attempts to minimise the sum-of-squares
clustering function de�ned as follows:

F =

K∑
j=1

∑
i∈Sj

||xi − µj ||2, (F.2)

where µj is the mean of the data points in set Sj and is de�ned as:

µj =
1

Nj

∑
i∈Sj

xi. (F.3)

The algorithm �rst assigns the points randomly to the K clusters and then it com-
putes the mean of the points in each set. Each point is then re-allocated to a new set
according to the cost function F and the mean of each set are updated. This process
is repeated until there is no further change in the classi�cation of the data points.
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