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Abstract Due to urban expansion and population increasing bus network design is an important problem in public transportation. Functional aspect of bus networks such as fuel consumption and the depreciation of buses and also spatial aspects of bus networks such as station and terminal locations or access rate to the buses are not proper conditions in most cities. Therefore, having an efficient method to evaluate the performance of bus lines considering both functional and spatial aspects is essential. In this paper, we propose a new model for bus terminal location problem (BTLP) using data envelopment analysis (DEA) with multi-objective programming approach. In this model, we want to find an efficient allocation patterns for assigning stations terminals and also we find the optimal locations for deploying terminals. So we use genetic algorithm for solving our model. By simultaneous combing the data envelopment analysis and bus terminal location problem, two types of
efficiencies are optimized: spatial efficiency as measured by finding allocation patterns with the most serving amount, and the terminals efficiency in serving demands as measured by the data envelopment analysis efficiency score for selected allocation patterns. This approach is useful when terminals efficiency are one of the important criteria in choosing the optimal terminals location for decision makers.
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1 Introduction

From long time ago urban transport plays an essential role in city development. Therefore, one important factor of urbanization and city development is proper access to public transportation. Among all urban transportations, bus transit is more predominant and it is distinct form others due to low investment and providing a lot of services. Since bus lines have the most significant role in our public transportation, they should have the necessary efficiency and provide the best services for citizens. These services should be safe, cheap, fast and desirable. Consequently, optimal and efficient bus network design to improve public transportation conditions is very important. One main step in this way is to distinguish optimal numbers and locations of bus terminals so that we also have efficient allocation patterns to allocate demand bus stations to terminals. Here, we pay specific attention for BTLP and DEA. By simultaneous combing of these two problems, the effect of terminal locations on efficiency of services to the stations is considered. BTLP considered as a special case of facility location problem, so it is NP-hard (Krarup and Pruzan 1990). Its exact solution for big cities is usually complicated and time-consuming. Therefore, we decide to design a meta-heuristic algorithm based on genetic algorithm to solve the combined model. Finally, we study the performance of our proposed algorithm by evaluating the numerical results.

The remainder of our work is organized as follows: In Section 2, describes a mathematical model of BTLP and we provide a brief introduction to DEA models. In Section 3, we develop and present the combined model of BTLP with the DEA problem. In Section 4, we explain the proposed genetic algorithm for solving combined model of BTLP and DEA problem. In Section 5, we apply these models to a small hypothetical data set and present the numerical results. Finally, In Section 6, conclusions and future extensions are discussed.

1.1 Literature Review

Facility location problem (FLP) usually employs a graph to represent the underlying transport network in order to model the problem where the objective is to minimize total cost of facility establishment and transport from facilities to demand nodes. Based on the capacity of the serving facilities, FLPs are
A Genetic Algorithm for solving Bus Terminal... classified in the literature into uncapacitated and capacitated. Santivanez et al. (Shavarani et al. 2018) compared two mathematical formulations for the reliable uncapacitated facility location (RUFL) problem where a correlated facility disruption is modelled. The first model reduces unsatisfied service by allowing the decision makers to price unsatisfied demand using a penalty cost. The second model employs service levels (RUFL-SL) where a minimum level of satisfied demand for each scenario is guaranteed. The authors use LINGO 17.0 to optimality solve RUFL and RUFL-SL models.

Anand and Kumar (Anand and Kumar 2017) proposed a model for reliable distribution centers in case of unexpected disruption including the site-dependent failure and random link disruptions. They used three solution approaches to solve the proposed model, including lagrangian relaxation, cross decomposition and a firefly algorithm.

Afify et al. (Afify et al. 2019) proposed an evolutionary learning technique to near optimally for solving two research problems, reliable p-median problem and reliable uncapacitated facility location problem considering heterogeneous facility failure probabilities, one layer of backup and limited facility fortification budget. The technique is illustrated using a case study and its performance is evaluated via benchmark results. They also provided an analysis on the effects on facility location by prioritizing customer demands and adopting geographic distance calculation. Afify et al. (Afify et al. 2021) presented a novel integer programming formulation for the capacitated FLP under disruption, namely the reliable capacitated FLP. The latter considers heterogeneous facility failure probabilities, one layer of backup for supply locations, limited supply capacity and facility fortification within a limited budget to mitigate failure risk. The proposed solution approach involves a linearization of the proposed model and an iterative approach for the fortification budget allocation in conjunction with the CPLEX solver. One of a significant FLP in design of bus system is to determine the suitable location to construct bus terminals. Babaie-Kafaki et al. (Babaie-Kafaki et al. 2012) introduced two variants of a new model for bus terminal location problems with fuzzy parameters. In the first formulation, the number of passengers corresponding to each node is considered to be a fuzzy number. In the second formulation, they also considered a fuzzy notion in the definition of the neighborhoods. They considered a genetic algorithm (GA) and a simulated annealing (SA) algorithm for solving them. Babaie-Kafaki et al. (Babaie-Kafaki et al. 2016) proposed modified hybridizations of genetic algorithms with some neighborhood search based metaheuristics. In their hybrid algorithms, they introduced the notion of using gradually increasing probability for the application of the neighborhood search procedure on the best individuals as the number of iterations of the genetic algorithm increases. Djenic et al. (Djenic et al. 2016) considered the BTLP which incorporated characteristics of both the p-median and maximal covering problems. They proposed a parallel variable neighborhood search algorithm (PVNS) for solving BTLP. Akin and Kara (Akin and Kara 2020) proposed a multicriteria decision analysis to assess the locations of Istanbul’s intercity bus terminals proposed by 2023 Long-Term Landuse Plan (LRLUP).
Consider a set of public transportation stations like bus station while the number of passengers of each station and the distance of each station to the candidate terminal are given. The purpose of BTLP is to determine the locations of the required terminals and allocate demand stations to them, so that public service is maximized by the construction of the terminals. In order to have a proper transportation system, passengers of each station are allocated to the nearest constructed terminal. According to conditions of the problem and researches in (Rahdar 2016), three neighborhoods are defined. For each terminal, and for each neighborhood is considered a terminal service desirability to the stations. This model is a kind of correction to the model provided by Ghanbari and Mahdavi-Amiri (2011). Ghanbari and Mahdavi-Amiri defined a neighborhood for each terminal so that if they are established, they will service all of their available stations in the neighborhood, and the service desirability is a decreasing function based on the distance of the station from the desired terminal. In fact, in the model provided by Ghanbari and Mahdavi-Amiri (Ghanbari and Mahdavi-Amiri, 2011), the service desirability is affected by distance, although the difference distance between the stations from the terminal is partial. According to the studies done in (Rahdar 2016), it was concluded that if the difference distance between the stations from the terminal is partial, then the amount of satisfaction of the stations from the terminal is the same. This means that if the station’s distance from the terminal is less than a constant amount, then the service desirability of the terminal to the stations are equal to each other. So, for each terminal, we define three neighborhoods so that the service desirability of the terminal to the available stations in the neighborhood is assumed to be a constant number. In other words, fixing this service desirability, means that if the distance between a station and a number of terminals is less than the constant number, there will be no difference as to the station receives service from which terminal. Regarding this, in contrast to the model provided by Ghanbari and Mahdavi-Amiri, three types of neighborhoods are defined for each terminal. See summary of literature review in Table 1.
### Table 1: Survey of Literature Review

<table>
<thead>
<tr>
<th>Names of authors</th>
<th>Method of solving</th>
</tr>
</thead>
<tbody>
<tr>
<td>Santivánez et al. (Shavarani et al. 2018)</td>
<td>They used a distance-constrained mobile hierarchical facility location problem in order to find the optimal number and locations of launch and recharge stations with the objective of minimizing the total costs of the system. They provided a hybrid genetic algorithm for solving proposed model.</td>
</tr>
<tr>
<td>Anand and Kumar (Anand and Kumar 2017)</td>
<td>They used three solution approaches to solve the proposed model, including lagrangian relaxation, cross decomposition and a firefly algorithm for solving a model for reliable distribution centers.</td>
</tr>
<tr>
<td>Afify et al. (Afify et al. 2019)</td>
<td>They proposed an evolutionary learning technique to nearly optimally for solving uncapacitated FLP.</td>
</tr>
<tr>
<td>Afify et al. (Afify et al. 2021)</td>
<td>They presented a novel integer programming formulation for the capacitated FLP under disruption, namely the reliable capacitated FLP. They proposed solution approach involves a linearization of the proposed model and an iterative approach for the fortification budget allocation in conjunction with the CPLEX solver.</td>
</tr>
<tr>
<td>Babaie-Kafaki et al. (Babaie-Kafaki et al. 2012)</td>
<td>They introduced two variants of a new model for bus terminal location problems with fuzzy parameters. They used GA and SA for solving them.</td>
</tr>
<tr>
<td>Babaie-Kafaki et al. (Babaie-Kafaki et al. 2016)</td>
<td>They proposed modified hybridizations of genetic algorithms with some neighborhood search based meta-heuristics.</td>
</tr>
<tr>
<td>Djenić et al. (Djenić et al. 2016)</td>
<td>They proposed a parallel variable neighborhood search algorithm (PVNS) for solving BTLP.</td>
</tr>
<tr>
<td>Akin and Kara (Akin and Kara 2020)</td>
<td>They proposed a multicriteria decision analysis to assess the locations of Istanbul’s intercity bus terminals.</td>
</tr>
<tr>
<td>Rahdar (Rahdar 2016)</td>
<td>She defined three neighborhoods for each terminal, and for each neighborhood is considered a terminal service desirability to the stations. This model is a kind of correction to the model provided by Ghanbari and Mahdavi-Amir (2011).</td>
</tr>
<tr>
<td>Ghanbari and Mahdavi-Amiri (Ghanbari and Mahdavi-Amir, 2011)</td>
<td>They defined a neighborhood for each terminal so that if they are established, they will service all of their available stations in the neighborhood, and the service desirability is a decreasing function based on the distance of the station from the desired terminal. In fact, in the model provided by them, the service desirability is affected by distance, although the difference distance between the stations from the terminal is partial.</td>
</tr>
</tbody>
</table>

## 2 Preliminaries

In this section, we define data and neighborhoods before expressing the model of BTLP.
2.1 Data definition (Ghanbari and Mahdavi-Amiri 2011)

We consider that \( m \) and \( n \) denote the number of candidate centers for bus terminals and the number of demand bus stations, respectively. We define \( K = \{ 1, \ldots, m \} \) and \( L = \{ 1, \ldots, n \} \). We also consider that \( C = [c_{kl}] \) is a distance matrix between node \( k \in K \) and \( l \in L \) and \( F = \{ f_1, f_2, \ldots, f_n \} \) is a set of passengers (potentials) corresponding to each node \( l \) (more explicitly, \( d_l \) equals to the maximum number of passengers corresponding to each \( l \in L \)). The objective is to select \( p \) terminals from \( K \) so that the public service function is maximized.

2.1.1 Neighborhood definition

Definition 1 For each \( k \in K \), we have define three neighborhoods (Rahdar 2016):

\[
\begin{align*}
L_{1k}^* &= \{ l \in L; c_{kl} < r_1 \}, \\
L_{2k}^* &= \{ l \in L; r_1 \leq c_{kl} < r_2 \}, \\
L_{3k}^* &= \{ l \in L; c_{kl} \geq r_2 \}.
\end{align*}
\]

Where, \( r_1 \) and \( r_2 \) are constant and they are called neighborhood radius.

Definition 2 For each \( l \), we have:

\[
\begin{align*}
K_{1l}^* &= \{ k \in K; l \in L_{1k}^* \}, \\
K_{2l}^* &= \{ k \in K; l \in L_{2k}^* \}, \\
K_{3l}^* &= \{ k \in K; l \in L_{3k}^* \}.
\end{align*}
\]

For stations in the neighborhood of the first type \( (L_{1k}^*) \), service desirability is considered constant number \( C_1 \). Neighborhood type two \( (L_{2k}^*) \) is also like neighborhood type one. But there is a difference and that is service desirability terminal to the stations are less than \( C_1 \) and is constant number \( C_2 \) since its stations are farther away as compared with stations of neighborhood type one. Neighborhood type three \( (L_{3k}^*) \), is considered that if the stations distance to the terminal is greater than constant \( r_2 \), the service desirability is a decreasing function of station distance from the terminal same as defined in (Ghanbari and Mahdavi-Amiri 2011). In other words, if the distance is greater than constant \( r_2 \) servicing amount is affected by the distance.

2.1.2 Variable definition

\( x_{kl} \) and \( y_k \) are binary variables. We define them as follows:

\[
x_{kl} = \begin{cases} 
1, & \text{If node } l \text{ receives services from terminal } k, \\
0, & \text{otherwise.}
\end{cases}
\]
$y_k = \begin{cases} 
1, & \text{If candidate center } k \text{ is selected as a terminal}, \\
0, & \text{otherwise}.
\end{cases}$

We define BTLP as follows:

$$
\begin{align*}
\text{max} & \quad \sum_{k \in K} \left( \sum_{l \in \mathcal{L}_1} C_1 f_l x_{kl} + \sum_{l \in \mathcal{L}_2} C_2 f_l x_{kl} + \sum_{l \in \mathcal{L}_3} \frac{1}{c_{kl}} f_l x_{kl} \right) \\
\text{s.t.} & \quad \sum_{l \in \mathcal{L}_1} x_{kl} + \sum_{l \in \mathcal{L}_2} x_{kl} + \sum_{l \in \mathcal{L}_3} x_{kl} \leq |L| y_k, \quad \forall k \in K \\
& \quad \sum_{k \in \mathcal{K}_1} x_{kl} + \sum_{k \in \mathcal{K}_2} x_{kl} + \sum_{k \in \mathcal{K}_3} x_{kl} = 1, \quad \forall l \in \mathcal{L} \\
& \quad \sum_{k=1}^{m} y_k = p, \\
& \quad x_{kl}, y_k \in \{0, 1\}, \quad \forall k, l
\end{align*}
$$

The objective function (1.2) determines the servicing amount of the candidate nodes to all nodes. Constraint (2.2) shows only if serving center $k$ is selected a terminal, it can service to the nodes around. Constraint (3.2) emphasizes that each node $l$ only serves from a terminal. Constraint (4.2) ensures that the number of terminals required is not more than $p$.

### 2.2 Data envelopment analysis

Recent years, in most countries there are different application of data envelopment analysis to evaluate institution performances and other common activities in different fields. In fact, DEA is a linear programming technique useful to assess relative efficiency among similar entities that in DEA are called Decision Making Units (DMUs). It was introduced by Charnes, Cooper and Rhodes (1978) based on Farrell (1957) pioneering work. They generalized the single-output to single-input ratio definition of efficiency to multiple inputs and outputs. In their original DEA model, Charnes, Cooper and Rhodes (CCR model) proposed that the efficiency of a DMU can be obtained as the maximum of a ratio of weighted outputs to weighted inputs, subject to the condition that the same ratio for all DMUs must be less than or equal to one. To evaluate a DMU, the best possible set of weights for that particular DMU is selected and the efficiency score of all DMUs in the set are computed using those weights. If the DMU being evaluated obtains the highest score, it is classified as efficient, otherwise as inefficient. The efficient DMUs generate an efficient frontier that envelops all DMUs.
In addition, in DEA methods unlike some of numerical methods, it is not necessary to have predetermined weights and allocate them to the inputs and outputs. Additionally, these methods do not need predetermined forms functions (such as statistical regression methods) or exact form of production function (such as some parametric methods). DEA method is based on linear algebra and its ability is because of using the solving methods of linear programming problem. Therefore, DEA determines source and the amount of inefficiency for each input and output (Cooper, Seiford and Tone 2006) . See other works on DEA method in (Chen and Ming 2020; Munuzuri and Munoz-Diaz 2019; Saeedi, Behdani, Wiegmans and Zuidwijk 2019).

2.2.1 The modeling of DEA problem

Let \( v_i, i = 1, \ldots, I \) and \( u_j, j = 1, \ldots, J \) being inputs and outputs respectively. We should solve all \( k \) optimization problems which to be able to evaluate a DMU each time. We calculate weights by using \( v_i \) and \( u_j \). We solve the following fractional problem for \( r \)-th DMU (DEA 1) (Charnes, Cooper and Rhodes 1978):

\[
\begin{align*}
\max \quad & \frac{\sum_{j=1}^{J} u_j O_{jr}}{\sum_{i=1}^{I} v_i I_{ir}} \\
\text{s.t.} \quad & \frac{\sum_{j=1}^{J} u_j O_{jk}}{\sum_{i=1}^{I} v_i I_{ik}} \leq 1, \quad \forall k \\
& u_j, v_i \geq 0. \quad \forall j, i
\end{align*}
\]

Where, \( O_{jk} \) and \( I_{ik} \) are the amount of \( j \)-th output and \( i \)-th input for \( k \)-th DMU. These constraints guarantee that the ratio of sum of the weighted outputs to sum of the weighted inputs is not greater than one for none of DMUs. The achieved \( v_i \)s and \( u_j \)s maximize the efficiency for \( r \)-th DMU because of the objective function form. Similar programs are successively solved for other DMUs to calculate the optimal efficiency and sum of the weights for each DMU.

The denominator of objective function (6.2) is assumed one to solve the fractional model as a linear programming (\( \sum_{i=1}^{I} v_i I_{ir} = 1 \)) and it is considered as a constraint. So we maximize the numerator of fraction (6.2) and by multiplying both sides of constraint (7.2) by the denominator, i.e. sum of the weighted inputs, we have the following linear constraints:

\[
\sum_{j=1}^{J} u_j O_{jk} \leq \sum_{i=1}^{I} v_i I_{ik}, \quad \forall k.
\]

In addition, to prevent the creation of weak efficiency for DMUs in linear programming of DEA, it is necessary that every weight is greater than \( \varepsilon > 0 \)
(a small infinite amount). The weak efficiency for a special DMU happens when the achieved optimal amount of efficiency \( w^* \) from DEA model becomes one and at least one of the weights of input and output \( v^*, u^* \) in optimal solution equals to zero.

Therefore, the fractional model of DEA for the \( r \)-th DMU is converted to the following linear programming (DEA 2) (Charnes, Cooper and Rhodes 1978):

\[
\begin{align*}
\text{max} & \quad \sum_{j=1}^{J} u_j O_{jr} & \quad (9\cdot2) \\
\text{s.t.} & \quad \sum_{i=1}^{I} v_i I_{ir} = 1, & \quad (10\cdot2) \\
& \quad \sum_{j=1}^{J} u_j O_{jk} - \sum_{i=1}^{I} v_i I_{ik} \leq 0, & \quad \forall k (11\cdot2) \\
& \quad u_j, v_i \geq \varepsilon. & \quad \forall j, i (12\cdot2)
\end{align*}
\]

Note that for efficiency evaluation of each DMU, (DEA 2) optimization problem should be solved \( k \) times. Each problem has \( I + J \) decision variables and \( K + 1 \) constraints.

### 2.2.2 The Simultaneous of the DEA model

In DEA, the DMUs should be equivalence. It means that they should have similar inputs and outputs. Sometimes, because of lots of DMUs, many linear programming models should be written and the process of problem solving is time-consuming. To solve these problems, Klimberg and Ratick (2008) presented a model that it has a variable named \( d_r \), the inefficiency level of the \( r \)-th DMU, and the input \( d_r \) in objective function \( (d_r = 1 - w_r) \). Therefore, for constraint (11.2) in linear programming model of DEA, we have:

\[
\sum_{j=1}^{J} u_j O_{jk} - \sum_{i=1}^{I} v_i I_{ik} + d_r = 0.
\]

Using constraint (10.2) for the above relation, for DMUr we have:

\[
\sum_{j=1}^{J} u_j O_{jr} + d_r = 1.
\]
Then, we have the following modified data envelopment analysis model (MDEA2) (Klimberg and Ratick 2008):

\[
\begin{align*}
\text{max} & \quad w_r = 1 - d_r \\
\text{s.t.} & \quad \sum_{i=1}^{I} v_i I_{ir} = 1, \\
& \quad \sum_{j=1}^{J} u_j O_{jr} + d_r = 1, \\
& \quad \sum_{j=1}^{J} u_j O_{jk} - \sum_{i=1}^{I} v_i I_{ik} \leq 0, \quad \forall k \neq r \\
& \quad u_j, v_i \geq \varepsilon, \quad \forall j, i
\end{align*}
\]

We can expand MDEA2 model for all units simultaneously. This model is named simultaneous data envelopment analysis model (SDEA) and it is as follows (Klimberg and Ratick 2008):

\[
\begin{align*}
\text{max} & \quad \sum_{r} w_r = \sum_{r} (1 - d_r) \\
\text{s.t.} & \quad \sum_{i=1}^{I} v_{ri} I_{ir} = 1, \quad \forall r \\
& \quad \sum_{j=1}^{J} u_{rj} O_{jr} + d_r = 1, \quad \forall r \\
& \quad \sum_{j=1}^{J} u_{rj} O_{jk} - \sum_{i=1}^{I} v_{ri} I_{ik} \leq 0, \quad \forall k, r; k \neq r \\
& \quad d_r, u_{rj}, v_{ri} \geq \varepsilon, \quad \forall j, i, r
\end{align*}
\]

Where, \(d_r\), \(u_{rj}\) and \(v_{ri}\) are decision variables to show inefficiency level of the \(r\)-th DMU, the \(j\)-th output weight and the \(i\)-th input weight.

3 Combined model of DEA and BTLP

As mentioned before, one of the major socio-economic activities in modern urban societies is transportation. The lack of an efficient transportation system is one of the obstacles to the growth and development of any country. Given the fact that among the different types of urban transport, the bus network
has the largest role and share, so it must be efficient and able to provide the most and best service to citizens. As a result, evaluating the efficiency of the bus network is of special importance. For this reason, many studies have been carried out on the efficiency of public transportation. Holmgren (2013) was studied with the aim of evaluating the efficiency of public transport operations undertaken in Swedish counties by the public transport authorities, taking into account the substantial differences in operating conditions between counties with using annual data from 1986 to 2009 for 26 Swedish counties. It is concluded that the efficiency of the public transport providers in all counties fell during the observed time period from 2000 to 2009. Finally, the research focuses on increased emphasis on route density as well as higher environmental and safety requirements. Viton (1997) evaluated the efficiency of the U.S. bus system by using the DEA method. This research studies the efficiency of U.S. multi-mode bus transit systems by asking whether they could expand their service (outputs) without requiring additional resources (inputs); or whether they could reduce input utilization without having to reduce service. At the end the findings indicate that 80 of the bus systems studied are technically efficient, and that the extent of inefficiency in the industry is slight. Lao and Liu (2009) used DEA and geographic information systems (GIS) to evaluate the performance of bus lines within a public transit system, considering both the operations and operational environment. This study suggests ways to improve the performance of bus lines.

As you can see in the mentioned research, in most of them, the functional aspect of bus network is only considered and spatial components are considered less. In appropriate allocation of terminals and stations make extra expenses and decrease the bus users. The difference between this paper and other researches is the efficiency evaluation of terminals and stations considering functional and spatial aspects so that besides determining the optimal locations patterns for assigning stations to terminals are also determined.

In this section, we state the combined model of bus terminal location and DEA problem with one input and two outputs. To understand more, we first explain input and outputs in DEA model. We consider the distance traveled by terminal buses that service the covered stations for input. Note that when this distance is lesser, the amount of fuel consumption will be lesser. In addition, the number of routes with special lines and the number of BRT buses are considered as outputs indicators. Parameter and decision variables are given before expressing the combined model.

**Problem parameters:**

**Decision variables:**
The distance between terminal $k$ and station $l$.

Sum of passengers in station $l$.

The amount of distance traveled by buses of terminal $k$ for assigning to station $l$.

The number of routs with special lines for assigning terminal $k$ to station $l$.

The number of BRT buses for assigning terminal $k$ to station $l$.

Binary variable for Service or unavaible service of the constructed terminal in center $k$ to station $l$.

Binary variable for constructing or not constructing a terminal in center $k$.

A none negative variable for inefficiency level for assigning terminal $k$ to station $l$.

A none negative variable for input weight for assigning terminal $k$ to station $l$.

A none negative variable for weight of output 1 for assigning terminal $k$ to station $l$.

A none negative variable for weight of output 2 for assigning terminal $k$ to station $l$.

Now, the combined model is as follows:

$$\max \sum_{k=1}^{K} \sum_{l=1}^{L} (1 - d_{kl}) \tag{1 \cdot 3}$$

$$\max \sum_{k \in K} \left( \sum_{l \in L_{1k}} C_{1} f_{l} x_{kl} + \sum_{l \in L_{2k}} C_{2} f_{l} x_{kl} + \sum_{l \in L_{3k}} \frac{1}{c_{kl}} f_{l} x_{kl} \right) \tag{2 \cdot 3}$$

s.t. \n
$$\sum_{l \in L_{1k}} x_{kl} + \sum_{l \in L_{2k}} x_{kl} + \sum_{l \in L_{3k}} x_{kl} \leq |L| y_{k}, \quad \forall k \in K, \tag{3 \cdot 3}$$

$$\sum_{k \in K_{1l}} x_{kl} + \sum_{k \in K_{2l}} x_{kl} + \sum_{k \in K_{3l}} x_{kl} = 1, \quad \forall l \in L, \tag{4 \cdot 3}$$

$$\sum_{k=1}^{m} y_{k} = p, \tag{5 \cdot 3}$$
If a station is serviced by terminal, according to inputs and outputs amounts we have an efficiency score. It means that for each pair terminal \( k \) and station \( l \) that \( x_{kl} = 1 \), we have an efficiency score. The objective function (1.3), maximizes the sum of the efficiencies for all terminal \( K \) and station \( L \) combinations that may exist in the optimal solution. Objective function (2.3) and constraints (3.3) to (5.3) are the objective function and constraints of the BTLP model. In addition, when terminal \( k \) services station \( l \) \( (x_{kl} = 1) \), constraints (6.3) to (11.3) are the same as constraints of the SDEA. On other hand, if terminal \( k \) does not serve station \( l \) \( (x_{kl} = 0) \), the constraints (9.3) to (11.3) require the input and output weights to be non-negative, and the constraint in (6.3), (12.3) and (13.3) force them to be equal to 0.

This bi-objective combined model has \( 5KL + K \) decision variables and \( 1 + K + L + 7KL + KL(K - 1)(L - 1) \) constraints (without considering sign and one and zero constraints) and it works like this that in each execution of search algorithm, that used to solve this model, of solution region, an allocation-location pattern is selected so that the constraints are satisfied. It means that a feasible solution is selected. Then the cost of this pattern is computed. Afterwards, for each not selected allocations, \( d_{kl} \) equals one. Therefore, the first objective function is zero for not selected allocations. In addition for selected allocations, first objective function is as follows:

\[
\sum_{k=1}^{K} \sum_{l=1}^{L} (1 - d_{kl}) = \sum_{k=1}^{K} \sum_{l=1}^{L} (x_{kl} - d_{kl}) = \sum_{k=1}^{K} \sum_{l=1}^{L} \sum_{j=1}^{J} u_{klj} O_{klj}.
\]

It is sum of the weighted outputs. In fact, for the selected allocations, a DEA model is solved. In the other words, the relative efficiency of the selected allocations are computed to each other. The best selected allocations make the efficient frontier and the efficiency of other selected allocations are computed in proportion to this efficient frontier. This process continues until a pattern is chosen with the most serving amount and maximum efficiency. We can name the performance of above model “simultaneous combine of location and DEA model”. It means that at each iteration of search algorithm, a DEA
model is simultaneously solved and the efficiency of the selected allocations are computed.

4 The proposed genetic algorithm to solve the combined of DEA and BTLP

In this section we want to propose a genetic algorithm for solving combined model of BTLP and DEA problem. So the necessary preliminaries are presented before the proposed genetic algorithm.

Definition of solution region

Suppose $K = \{1, ..., m\}$ is the index set of the candidate terminals. For each feasible solution $y$, $K$ is partitioned into two distinct sets; the set of close terminals ($K_c$) and the set of open terminals ($K_o$). It means:

$$K_o = \{ k | y_k = 1 \}, \quad K_c = \{ k | y_k = 0 \}.$$  

If $S$ ($S = K_o$) is shown the solution set, i.e. the points that terminals should be built on; $S$ is feasible if $S \subset K$ and $|S| = P$. We show the set of all feasible solutions of BTLP by $Y$.

Initialization

Population is initialized by random numbers zero and one. Each chromosome that shows one $y$, is made by random numbers zero and one so that $y \in Y$.

Selection

The selected operator uses tournament selection in this algorithm, i.e. members are selected according to the ranking of fitness function. The amounts of fitness functions are arranged in descending order since DEA and BTLP models are maximization ones and as a result members with maximum fitness are selected.

Crossover

Crossover operator is done for two chromosomes selected randomly and two new children entered in to population this operator acts in a way that for each similar components in two chromosomes, children are initialized by those similar components. In addition for components that two chromosomes are different, children inherit randomly some components from a chromosome and other components from other chromosome so that the number of component one are exactly $P$. 
Mutation

Mutation operator acts in a way that one $y$ is selected randomly from population since the number of open terminals are $P$. Then two of its components are randomly identified. If one component is one and the other is zero, the components are replaced. So, the number of ones do not change.

Stop condition

The algorithm is terminated after arbitrary number $R$ generation.

Fitness function

Because of being a bi-objective problem, it is needed to use the weighted combination of BTLP and DEA to have the maximum level of serviceability and the efficiency simultaneously. Moreover, since both BTLP and DEA problems are maximization programming, the maximum value of fitness must be selected so that by estimating the appropriate weights, the terminals that have relatively high serviceability and efficiency could be chosen. In this regard, we consider normalized weights $w_1$ and $w_2$ selected from the $[0, 1]$, in which the $w_1$ and $w_2$ are the weights of the objective functions BTLP ($f_1$) and DEA ($f_2$) respectively. As the result, the fitness function is defined as:

$$f_1 = \sum_{k \in K} \left( \sum_{l \in L_{1k}} C_1 f_l x_{kl} + \sum_{l \in L_{2k}} C_2 f_l x_{kl} + \sum_{l \in L_{3k}} \frac{1}{c_k} f_l x_{kl} \right), \quad (1 \cdot 4)$$

$$f_2 = \sum_{k=1}^{K} \sum_{l=1}^{L} (1 - d_{kl}), \quad (2 \cdot 4)$$

$$fitness = w_1 f_1 + w_2 f_2. \quad (3 \cdot 4)$$

Generally, in this algorithm, members of population ($y$) are initialized randomly. Then for each member, matrix $x$ that shows available or unavailable service of open terminals to the stations, is calculated according to the shortest stations distances from open terminals. Therefore, the amount of $f_1$ is distinguished. Afterwards, for each $y$ and $x$, a linear optimization model of DEA is solved and input and outputs weights and the amount of $f_2$ for each $y$ are determined. Finally, amount of fitness is computed with arbitrary $w_1$ and $w_2$. Next, they are ranked by section operator of fitness functions. In addition, crossover and mutation operators are applied to population and new children are generated. Children are added to the current population and members with worst fitness are deleted from population. Now, the new improved population is transferred to the next generation. Repeating the algorithm makes the fitness of population members and consequently the solutions be improved.
Before explanation of steps of this process in algorithm 1 we introduce the symbols used in the algorithm:

- : Set of members in population.
- : A member in population .
- : Size of population.
- : Member of generation going to be produced.
- : r-th generation of population.

**Algorithm 1** The proposed genetic algorithm

1. **Initialization:** Get the values and .

2. Put .

3. Generate the initial population randomly.

4. Repeat until :
   1. **4-1** Repeat for each member of the population ( ):
      1. **4-1-1** Calculate the values of matrix .
      2. **4-1-2** Calculate the by using equation (1.4).
      3. **4-1-3** Solve the DEA linear model and calculate the by using equation (2.4).
      4. **4-1-4** Calculate the fitness by using equation (3.4).
   2. **4-2** Use the selection operator on the population.
   3. **4-3** Use the Crossover operator on the selected pairs.
   4. **4-4** Use the Mutation operator.
   5. **4-5** Replace part of the current population with the best children.
   6. **4-6** Replace part of the current population with the best children.
   7. **4-7** Show the best member of the current population in the output.
5 Numerical results

In this section, the numerical results of the proposed genetic algorithm on a set of random data with 8 members in population are given. To test our proposed algorithm, we create examples in two categories for \( n \in \mathbb{N} \) when \( N = \{15, 25\} \) and \( m = \lfloor \frac{n}{2} \rfloor \). For each category, the coordinate of the stations and terminals are randomly selected from \( [0, 10] \times [0, 10] \) with uniform distribution and also the potential of the stations is a integer random number that is selected from interval \( [1, 100] \) randomly (See Abyazi-Sani and Ghanbari 2016; Aashittiani and Hejazi 2001). In all implementation, \( r_1 = 0.5 \) and \( r_2 = 2.0 \). In addition, \( C_1 \) and \( C_2 \) are considered as first and Second maximum \( \frac{1}{c_{kl}} \), respectively. We solve the problem for \( p = \lfloor \frac{m}{2} \rfloor \). The distance (in Kilometers) traveled by buses of terminal \( k \) for allocating to station \( l \), a random number from interval \( [50, 100] \) is selected for input. The number of routs with special lines and the number of BRT buses, integer random numbers from interval \( [0, 10] \) are selected for outputs. All implementation are done by IBM ILOG CPLEX Optimization Studio 12.6.1 in Visual Studio 2010 environment. The results of our proposed genetic algorithm for both examples are given in tables 2 and 4, respectively. In first column of the tables, the obtained amounts of the maximum efficiency are given that they show relatively high amount of efficiency \( (w_1 = 0 \text{ and } w_2 = 1) \). From the maximum efficiency of 15 on the case \( n = 15 \), we have amount of 12.2062 and from the maximum efficiency of 25 on the case \( n = 25 \), we have amount of 21.7117. But in second column given the maximum Serving amount , the efficiency is less than one \( (w_1 = 1 \text{ and } w_2 = 0) \). As it is given in third column, allocating \( w_1 = 0.8 \) and \( w_2 = 0.2 \) , having small decrease on the Serving amount comparing with the optimal amount, the efficiency is significantly increased comparing with second column. But by allocating \( w_1 = 0.5 \) and \( w_2 = 0.5 \) in last column, the Serving amount is decreased more comparing with its preceding column and the efficiency is slightly increased. Therefore, by combing these two problems and allocating suitable amounts to the weights, the terminals with relatively high serving amount and efficiency with be built.

Finally, tables 3 and 5 indicate the result of employing genetic algorithm in comparison with the result of OPL (ver: 12.10) on two samples of \( n = 15 \) and \( n = 25 \). As it can be seen, implementation time in the genetic algorithm is significantly reduced compared to the OPL. In two last columns in tables 3 and 5, the solution of BTLP is depicted in different weights. But the efficiency of the last two columns in the genetic algorithm is significantly higher than OPL. For more explanation, consider the second column of tables 2 and 3. This column shows the maximum serviceability assuming the weight of 1 for the objective function of BTLP, the value of 291.53 is determined for both genetic algorithm and OPL. But in the next column, by reducing the weight \( w_1 \) to 0.8 (and \( w_2 = 0.2 \)), we want the maximum amount of service and the highest
efficiency simultaneously. According to Table 2, the optimum value of BTLP in the third column decreased from 291.53 to 289.938 to get the efficiency of 8.54823 which means to have more efficiency, the optimum value of BTLP is reduced. On the contrary, by changing the weights while using OPL, we can get the value 291.53 for the maximum serviceability but, the maximum efficiency same as the genetic algorithm can not be reached. The other columns of table can be justified in the same manner.

Table 2: The results of the genetic algorithm for the case $n = 15$

<table>
<thead>
<tr>
<th></th>
<th>Maximum efficiency</th>
<th>Maximum Serving amount</th>
<th>Best solution for $w_1 = 0.8$ and $w_2 = 0.2$</th>
<th>Best solution for $w_1 = 0.5$ and $w_2 = 0.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>The weight of the BTLP objective function</td>
<td>0</td>
<td>1</td>
<td>0.8</td>
<td>0.5</td>
</tr>
<tr>
<td>The weight of the DEA objective function</td>
<td>1</td>
<td>6</td>
<td>0.2</td>
<td>0.5</td>
</tr>
<tr>
<td>Number of established centers</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Number of selected allocations</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>The amount of the solution for DEA</td>
<td>12.283</td>
<td>0.184</td>
<td>8.4923</td>
<td>8.7054</td>
</tr>
<tr>
<td>The amount of the solution for BTLP</td>
<td>127.451</td>
<td>291.53</td>
<td>289.938</td>
<td>287.48</td>
</tr>
<tr>
<td>Time</td>
<td>12.107</td>
<td>11.764</td>
<td>15.988</td>
<td>17.391</td>
</tr>
</tbody>
</table>

Table 3: The results of OPL for the case $n = 15$

<table>
<thead>
<tr>
<th></th>
<th>Maximum efficiency</th>
<th>Maximum Serving amount</th>
<th>Best solution for $w_1 = 0.8$ and $w_2 = 0.2$</th>
<th>Best solution for $w_1 = 0.5$ and $w_2 = 0.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>The weight of the BTLP objective function</td>
<td>0</td>
<td>1</td>
<td>0.8</td>
<td>0.5</td>
</tr>
<tr>
<td>The weight of the DEA objective function</td>
<td>1</td>
<td>6</td>
<td>0.2</td>
<td>0.5</td>
</tr>
<tr>
<td>Number of established centers</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Number of selected allocations</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>The amount of the solution for DEA</td>
<td>12.2</td>
<td>0.141</td>
<td>7.5023</td>
<td>7.6296</td>
</tr>
<tr>
<td>The amount of the solution for BTLP</td>
<td>127.68</td>
<td>291.53</td>
<td>289.938</td>
<td>287.48</td>
</tr>
<tr>
<td>Time</td>
<td>71</td>
<td>.38</td>
<td>50</td>
<td>60</td>
</tr>
</tbody>
</table>

Table 4: The results of the genetic algorithm for the case $n = 25$

<table>
<thead>
<tr>
<th></th>
<th>Maximum efficiency</th>
<th>Maximum Serving amount</th>
<th>Best solution for $w_1 = 0.8$ and $w_2 = 0.2$</th>
<th>Best solution for $w_1 = 0.5$ and $w_2 = 0.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>The weight of the BTLP objective function</td>
<td>0</td>
<td>1</td>
<td>0.8</td>
<td>0.5</td>
</tr>
<tr>
<td>The weight of the DEA objective function</td>
<td>1</td>
<td>6</td>
<td>0.2</td>
<td>0.5</td>
</tr>
<tr>
<td>Number of established centers</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Number of selected allocations</td>
<td>26</td>
<td>26</td>
<td>26</td>
<td>26</td>
</tr>
<tr>
<td>The amount of the solution for DEA</td>
<td>21.75</td>
<td>0.215</td>
<td>14.8223</td>
<td>14.9193</td>
</tr>
<tr>
<td>The amount of the solution for BTLP</td>
<td>286.823</td>
<td>1497.40</td>
<td>1312.18</td>
<td>1324.21</td>
</tr>
<tr>
<td>Time</td>
<td>21.171</td>
<td>22.438</td>
<td>25.568</td>
<td>37.975</td>
</tr>
</tbody>
</table>
Table 5: The results of OPL for the case $n = 25$

<table>
<thead>
<tr>
<th></th>
<th>Maximum efficiency</th>
<th>Maximum serving amount</th>
<th>Best solution [w1 = 0.8 and w2 = 0.2]</th>
<th>Best solution [w1 = 0.5 and w2 = 0.5]</th>
</tr>
</thead>
<tbody>
<tr>
<td>The weight of the BTLP objective function</td>
<td>3</td>
<td>1</td>
<td>0.8</td>
<td>0.5</td>
</tr>
<tr>
<td>The weight of the DEA objective function</td>
<td>1</td>
<td>4</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Number of established centers</td>
<td>3</td>
<td>4</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>Number of selected allocations</td>
<td>25</td>
<td>20</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>The amount of the solution for DEA</td>
<td>21.04</td>
<td>0.035</td>
<td>11.04</td>
<td>8.09</td>
</tr>
<tr>
<td>The amount of the solution for BTLP</td>
<td>441.08</td>
<td>1087.60</td>
<td>1957.68</td>
<td>1957.60</td>
</tr>
<tr>
<td>Time</td>
<td>186</td>
<td>107</td>
<td>154</td>
<td>147</td>
</tr>
</tbody>
</table>

6 Conclusions and future work

Here, we studied the bus terminal location and data envelopment analysis problems. We presented the combined model of BTLP and DEA with multi-objective approach. In addition to having optimal location, we have patterns with relatively high efficiency of the functional aspect. Then, we proposed a genetic algorithm to solve the combine model since BTLP is NP-hard. We implemented our proposed algorithm on random examples. According to the numerical results, we concluded that the terminals selected as optimal locations with maximum service desirability do not generally have the maximum efficiency. In addition, locations with maximum efficiency do not generally have the maximum service desirability. But, we achieved a balance between these two objectives by combing the two models.

Note that, if we run our proposed algorithm on examples with large dimension, the execution of the program has stopped in first iterations because of large number of constraints. Future researches could be the execution of the program in new version of CPLEX and change the implementation. We also can propose other meta-heuristic algorithm.
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