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Disorder-enhanced superconductivity in a quasi-one-dimensional strongly correlated system
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We perform an analytical and numerical study of a superconducting instability in quasi-one-dimensional
(quasi-1D) disordered systems. Modeling them as an array of Luttinger liquids with Josephson-type interchain
coupling, we employed renormalization-group analysis with an extensive search for parameters that support
superconductivity enhancement. We have found that this phenomenon is possible in the parameters range that
support a latent disorder-driven phase transition between charge- and spin-density-wave phases. Our results may
explain the experimental observation of disorder-enhanced superconductivity.
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I. INTRODUCTION

Our understanding of dirty superconductors has been
evolving for a few decades now. The original description was
based on the Anderson theorem [1] which stated that super-
conductivity is insensitive to perturbations that do not destroy
time-reversal invariance, and, hence do not break Cooper pairs
built from exact eigenfunctions which are time-reversal part-
ners of each other. Later it was realized that the assumption
of a homogeneous mean-field pairing function breaks down as
the system approaches the Anderson metal-insulator transition
[2]. These mesoscopic fluctuations of the pairing function
eventually destroy superconducting order when the number
of attractive electrons in the localization volume falls below
one [3]. This superconductor-insulator transition in uniformly
(not granulated) disordered systems should occur below the
Anderson mobility edge only if the Coulomb interaction can
be neglected.

A mechanism for the suppression of superconductivity by
Coulomb repulsion was developed by Finkelstein [4]. The
Finkelstein effect becomes important for very thin, strongly
but homogeneously disordered films, as well as quasi-1D dif-
fusive wires [5]. The essence of the Finkelstein effect is that
the Coulomb repulsion between the electrons gets enhanced
due to the slow diffusion of electrons in a highly disordered
film, which results in the negative contribution to the effective
Cooper attraction amplitude at small energy transfer. A similar
conclusion has been reached within the nonlinear o-model
with a nonperturbative saddle-point approximation [6].

Recent research on the interplay between superconducting
pairing and disorder led to the observation that if the Coulomb
repulsion can be neglected, a new critical superconducting
phase close to the mobility edge can be identified. This critical
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superconducting phase is characterized by the multifractality
of the eigenfunctions and, as the result, by the enhancement
of the transition temperature with respect to clean s-wave
superconductivity [7].

The influence of disorder on the temperature of the
superconducting transition 7, within the nonlinear ¢ -model
with renormalization-group analysis in 2D proved that there is
a range of interaction parameters where the superconducting
temperature can be enhanced even under the inclusion of a
short-ranged Coulomb interaction [8,9]. It was shown that
in some regime the Anderson localization leads to a strong
enhancement of 7, due to to the multifractality of wave
functions.

The most recent experimental result on the enhancement
of superconductivity by disorder was performed on quasi-1D
materials [10]. There was a particular signature within the
experiment which provided a unique insight into the system:
the superconducting transition temperature appeared to be
weakly dependent on the disorder strength at weak and strong
disorders demonstrating a sharp increase in between, as the
disorder increased. This behavior suggests that the system
undergoes another phase transition induced by disorder and
superconductivity develops at different critical temperatures
in those phases. If the phase developing at a stronger disor-
der is more favourable to the superconducting instability, the
dependence of a critical superconducting temperature should
acquire a kink-like increase with increase of disorder. It is
known [11] that the charge-density-wave (CDW) phase is
more amicable to the pairing instability compared to the spin-
density-wave (SDW) phase because the CDW phase can be
visualized as a spatially modulated distribution of singlets
playing the role of pre-existing pairs. If an increase in disorder
strength could lead to a transition from SDW to CDW, this
would be a reasonable model to describe the superconducting
temperature enhancement in quasi-1D systems. In the paper,
we show that such a regime indeed exists and the critical
temperature experiences a sharp jump in 7, with the increase
of disorder around the boundary separating SDW and CDW
regimes.

There are a few other features of resistivity p observed in
the experiment: 1) linear in 7 resistivity over a wide interval of
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rather high temperatures 7', 2) minimum of resistivity at low
temperatures Thin, 3) steep upturn of p(7) at T < Tyin, and 4)
peak of resistivity at T = Tjca followed by sharp drop to zero
at T.. The most important feature is that all characteristic tem-
peratures experience similar kinklike changes around some
critical disorder common for them all. This fact is just another
indication of an underlying phase transition defining the rest.
Although our research was inspired by the observations [10],
we are unable to quantitatively describe all the mentioned fea-
tures within the standard perturbative renormalization-group
(RG) analysis but we will show that all those tendencies are
present in the perturbative RG flows implying that our model
is adequately reflecting the experiments on quasi- 1D materials
demonstrating superconductivity.

II. RESULTS
A. Model

At high temperatures T, quasi-1D materials do not show
dimensional crossover to 3D behavior and can be modelled as
an array of 1D chains without hybridization. The Hamiltonian
is thus the sum of Luttinger liquid Hamiltonians [11] describ-
ing individual chains with charge (n = p) and spin (n = o)
degrees of freedom in each chain and the interchain coupling.
The Hamiltonian density Hj, of uncoupled chains,
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depends on speed, u,, and Luttinger parameters, K, of the
corresponding modes. The parameter « is an ultra-violet
cutoff. The dimensionless parameter y is the strength of
interaction between electrons with opposite spin. Disorder-
induced backscattering is represented by the last term with a
white-noise random variable £ (x), (§(x)£(x")) = Qna)’> D,
8(x — x').

We did not include single-particle hybridization between
chains because we assume that the single-particle hybridiza-
tion is weak and irrelevant in the following sense. The RG
equations derived below show that each chain treated individ-
ually flows to either a spin-gapped phase (SDW if y — 1 or
CDW if y — —1, whatever happens first) or to an insulator
(D — 1). In the former case, the single-particle tunneling is
blocked [11] at some temperature 7, where y =1 (SDW)
or y=—1 (CDW). At a later point, we stop the RG at a
corresponding scale (temperature 7;) and announce the phase
insulating without further investigation. Even if the single-
particle hybridization is relevant at low temperatures, this
crossover temperature 7}, will be a power-law function of
the hybridization strength and we may assume that 7, <
min(7, Ty).

Anticipating superconductivity to occur in a spin-gapped
phase, we include the Josephson coupling term describing the
tunneling of singlet pairs between neighboring chains [11]:

Hy = —JZcos [V2(67 + ¢¥)]. (2)

(i,)

where 6,/ = 0] — ) and ¢7 = ¢, — ¢;. Although supercon-
ductivity will occur in spin-gapped phases where ¢; = 0, the
renormalization of the effective Josephson coupling J takes
place even before the system developed a gap. That is why
we are using full version of it that includes spin degrees of
freedom.

The total Hamiltonian H = H, + H; will further be treated
within a perturbative two-step RG scheme described in the
next section.

B. Two-step renormalization group equations

The renormalization group equations for the modified by
disorder parameters of the Hamiltonian H, can be found in
the textbook [11]. In the Appendix, we present those equations
and then redefine parameters to introduce the true parameters
that do not contain an artificial admixture of the disorder (see
Refs. [12,13] for detailed discussion). The equations derived
after those redefinitions do not generate spurious inelastic in-
teractions caused by disorder. Introducing a scaling parameter

I = —1In(A/Ap) where A and A are running and ultra-violet
cutoff energies, we arrive at the following set of RG equations:
dK, 1, ,
—FL =——(K;+1)(K, + K, +y—3)Dy
dl 4+ °
LK D (3)
2KOu
dK,
= —[3(K:+1)(K, + Ks +y—3)
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du K> —1
dl — \ 4K,
where the following notations have been used:
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It is well expected that superconductivity emerges in a spin-
gapped phase [14] when either a CDW or a SDW order is
dominant. We assume that the plateaus in the experimental
graph for the resistivity which reaches a maximum at 7pe.x im-
mediately followed by the superconducting transition, Tpeax ~
T., could be due to a different mechanism controlling the su-
perconducting state. In the context of the RG equations in this
paper, the two-step RG scheme should be implemented. When
a spin-gapped state emerges, the spin degrees of freedom are
frozen, resulting in a new set of spin-gapped RG equations:
dK, 1

7_—Z(K3—K§+Kp—3)D, ®)

K5
(Ka +K, +y—3>7/ - 7>MD, (N
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dD
dl
The set of initial conditions for these equations are defined
by the continuity condition. The exception is the crossover
to a SDW phase where the disorder parameter D drops down
by a small parameter (cos V2¢,) x TVK“ < 1. Here T, is the
temperature of transition to a SDW phase, which is denoted
by Tspw, where this temperature is normalized by the upper
cutoff energy such that T, = Tspw/Ag. In what follows, all
energies will be normalized by the upper cutoff to make them
dimensionless.
The Josephson coupling in a spin-gapped phase is renor-
malized by the charge degrees of freedom only:

= —(K, —3)D. ()

!
J(l):](ly)exp{/ dl’[Z—Kpl(l’)]}. (10)
The dimensional critical temperature T, = ¢~ is defined by
the condition J(7,) = 1.

It is necessary to mention that there are other interchain
terms generated by the RG procedure when hybridization be-
tween different chains is taken into account. They have a small
bare amplitude which is quadratic in the weak hybridization
limit but may become relevant. The main effect of the first-
step RG procedure is the flowing into either a conducting
spin-gapped phase or an insulating state. We are interested
in the former case because superconductivity may emerge
only in this situation. Choosing a set of corresponding bare
values for all of the (fine-tuned) material parameters as the
initial conditions for the RG equations guarantee this result.
Other weaker (quadratic in hybridization) interchain terms
generated by the RG will have some dynamics but their feed-
back may be neglected at this stage. Entering the spin-gapped
phase, multiple interchain terms become irrelevant because
they contain either ¢, which is frozen or conjugate to it 6,
which is “delocalized” and smears the corresponding term to
zero. The only interchain terms that evolve after entering the
spin-gapped phase and must be accounted for in the second-
step RG procedure are those containing the charge degrees
of freedom, ¢, or 6,. Since these variables are mutually con-
jugate, their scaling dimensions are inversely proportional to
each other. The scaling dimension of the Josephson coupling
containing what may be called a superconducting phase in the
ith chain, 6, ;, is equal to Kp‘1 and it defines the dynamics
of the Josephson coupling in equation (10). The scaling di-
mension of the interchain CDW terms containing the density
field ¢, ; is equal to K,. Aiming at the situation where the
system becomes superconducting, we restrict our analysis to
the bare values Kl(,o) > 1 and, our numerical analysis confirms
that in the second (final) RG stage the running value of K, >
1. Therefore the scaling dimension of the superconducting
coupling is always lower than the scaling dimension of the
CDW interchain coupling terms for our choice of bare values
and can safely be ignored.

C. Gapped phases

Without disorder, an individual chain ends up in either
spin-gapped (SDW or CDW) phases or a gapless Luttinger lig-
uid phase as the temperature lowers unless the chain supports

A—\\
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FIG. 1. The phase portrait of a system without disorder. The
purple lines indicate the separatrix of the RG equations for D = 0.
The blue line indicates the SDW phase at y = 1, whereas the black
line indicates the CDW phase aty = —1.

an ideal spin-rotational symmetry imposing K, = 1. Allowing
the most generic spin anisotropic situation, the separatrix,

¥y =8(K;'+Ink, — 1), (11)

is the phase boundary as shown in Fig. 1. When the absolute
value the spin-flip interaction y reaches 1, a spin gap opens
leading to a SDW (y = 1) or CDW (y = —1) phase [11]. The
boundary between SDW and CDW phases is the segment of
the horizontal axis y = 0,0 < K, < 1. In a disordered case,
solutions of the RG equations depend on the initial values
(at I = 0) of five parameters: Kéo), y(o), K /()0)’ DO and u©@,
The disorder destroys the Luttinger liquid phase for K, > 1
and moves the SDW/CDW boundary (K, < 1) to the upper
half-plane y > 0. These are results of our numerical calcula-
tions of the RG equations (3)—(7) that are presented below
for the typical phase diagrams for two values of K in
Figs. 2 and 3. These are representative examples of the entire
family of the phase diagrams parametrized by the remaining
three variables. The area of different regions and the shape
of boundaries may differ but the topology stays the same.
We have no intention to analyze five-dimensional parametric
space to present an exhaustive set of possible (but topolog-
ically equivalent) phase diagrams covering all experimental
observations for microscopically distinct materials. Our task
is to suggest a possible explanation of the observed in some
materials enhancement of the superconducting temperature
preserving features accompanying this effect. The main fea-
tures, an abrupt change of the critical temperature and a
linear temperature dependence of the high-T resistivity, re-
quire fine-tuning. The latter imposes a constraint on the bare
values of the coupling constants. The former indicates the
existence of an additional phase transition in the system. The
only phase transition between the conducting phases is the
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FIG. 2. K =0.6,K” =2.2,u® =8 - a typical phase di-
agram for K, <1 displaying the SDW/CDW-boundary moved
upwards by disorder and the Luttinger liquid phase destroyed.

transition between spin and charge density wave phases. We
numerically scanned various RG-flows to identify a set of bare
parameters where an interface exists between two conducting
phases, SDW and CDW, or, at least, these two phases are
separated by a numerically narrow insulating region. While
Fig. 3 is encountered more frequently in simulations, Fig. 2
describes the situation that we were searching for: changing
only the bare disorder strength may transfer the system be-
tween two conducting phases. In what follows, we will be
focused on the situations presented by the phases diagrams
with a SDW/CDW interface similar to that in Fig. 2.

In order to choose these values properly, i.e., to describe a
real physical system, we address the experimental data [10].
Since we anticipate that a drastic change of the critical temper-
ature is related to the SDW/CDW phase transition, we focus
on the regions with K < 1 when, according to Fig. 2, we
expect to have a rather sharp boundary between two spin-
gapped phases and transition between them driven by disorder
strength. This fact is also supported by the numerics taking
into account multiple disorder strengths: in the Fig. 4, one can
see that various disorders form two groups of trajectories and
a tiny change of disorder around critical D, =~ 0.12 changes

T T T T T T

0.0 0.2 04 0.6
DO

FIG.3. K =1.1,K” = 1.5,u® =1 - a typical phase dia-
gram for K, > 1 with no SDW/CDW-boundary and a destroyed
Luttinger liquid phase.
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FIG. 4. The variation in y(/) and K, (/) as a function of / for a
disordered system. For the weak disorder, the RG trajectories flow
into a SDW phase, however as disorder is increased above a critical
value the system enters into a CDW phase.

drastically the end point (y — 1 for SDW or y — —1 for
CDW).

Another requirement is that high-temperature resistivity
must have a linear dependence on temperature, as observed
in the experiment. In a Luttinger liquid [11], resistivity is
proportional to the product of disorder and temperature
p ~ D(T)T where the (dimensionless) temperature is the
running parameter of the RG equations, T =e~!. The
initial values of the parameters must satisfy the condition
K\ + K +y©® ~ 3 for the disorder parameter D to be
a constant at high temperatures. We will show below that
there existence of qualitatively different RG trajectories
(with increasing and decreasing y) is a necessary condition
for the sharp increase of the superconducting temperature.
To understand the effect of disorder on the system for a
nonsuperconducting scenario, a set of initial conditions are
chosen as K = 0.8, y© = 0.25, K{” = 1.95, u® = 8, with
D©=0.01, 0.015, 0.02, 0.05, 0.07, 0.16, 0.18, 0.19, 0.20,
0.21, 0.22, and 0.25. This range of disorders ensure that the
spin gapped scenario occurs before the state becomes
insulating (D = 1). For these set of initial conditions, RG
trajectories in the y, K,;-plane are presented in Fig. 4.

Please note that the phase diagrams in Figs. 2 and 3 are
based on the “first step” RG equations (3)—(7) that describe
how a spinful system flows into an insulating state or one of
two conducting gapped phases, SDW or CDW. Further anal-
yses (governed by the second-step RG equations) is required
and it will be implemented in the following sections.

D. SDW/CDW boundary

Since this critical disorder represents the point at which
a quantum phase transition occurs between two spin gapped
phases, the characteristic length /, = —InT, (at which |y
reaches 1) must diverge at this critical disorder, resulting in

ly=a/D® —DV|™", 12)
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FIG.5. The temperatures of the second-order phase

transitions between the TLL and spin gapped phases as a
function of the disorder for the initial conditions given by
K9 =08, y©=0.25, K/()O) =195 u® =8, with DO =
0.01, 0.015, 0.02, 0.05, 0.07, 0.16, 0.18, 0.19, 0.20, 0.21, 0.22,
and 0.25. The red dashed line is a plot of Eq. (12), where v = 0.33,
and o = 1.27, to fit the data. For the weak (strong) disorder, blue
(black) circles represent the temperature at which system goes into
SDW (CDW) state. The critical disorder for the quantum phase
transition is D ~ 0.12. (Inset) Phase diagram in the y® — D©
plane for K” = 0.8, K{” = 1.95, and u” = 8. This is valid for low
temperatures where the TLL phase is not relevant.

where a critical exponent v and a parameter « can be fitted
according to the data. We have run simulations for a wide
range of initial conditions and they resulted in the universal
value v = 1/3. We believe that this phase transition belongs
to the mean field universality class. Indeed, we can treat spin
interaction y ~ 1/I, as magnetization and the deviation from
the critical disorder |D® — D.| as the source (“magnetic”)
field. At the critical temperature T, according to Landau phase
transition theory the source field is proportional to the mag-
netization in the power § = 3, which immediately leads to
v = 1/6 = 1/3. Numerical results and analytical dependence
of the temperature 7;, on the initial disorder DO for the initial
conditions described above and presented in Fig. 5 are in
almost perfect agreement.

In the inset of Fig. 5, we show the phase diagram for the
initial values used above. It shows that depending on the initial
point the system enters into one of three possible phases:
SDW, CDW or insulating. The temperature dependence pre-
sented in Fig. 5 corresponds to a line (y® = 0.25) in the
inset which passes through a very narrow region of insulating
phases, which allowed us to fit both branches in Fig. 5 with
the same value of the critical disorder.

E. High-temperature resistivity

When the interaction strength y between opposite spins
reaches an absolute value of unity, a system enters in one
of two spin-gapped phases and therefore the spin degrees of
freedom freeze. As we have mentioned above, this work was
inspired by experimental results [10] where high-T resistivity

p(T)

0.0014
0.0012
0.0010
0.0008
0.0006
0.0004
0.0002

— DW=0.01
— D©W=0.015

— D©=0.02

Xt

FIG. 6. High-T resistivity for different disorders. The graphs are
cut at the minimum of the resistivity where the spin gap opens at
lower temperatures because the system goes into a SDW phase. The
resisitivity would continue upwards for the spin gapped set of RG
equations (8) and (9).

0.05 0.06 0.07 0.08 0.09

demonstrated linear in 7 dependence at high temperatures.
Since RG analysis can be formulated as dimensionless tem-
perature (running cutoff) T = ¢! dependence of the disorder
strength, the resistivity behaves like p(T) ~ T D(T) [11]. To
reproduce linear-T resistivity, we will always be choosing the
bare values of parameters such that the initial scaling dimen-
sion of disorder is close to the dimension of space + time,
i.e., satisfies the condition K{* + K{* + y» & 3 to match the
experimental graphs. We present two different situations with
linear dependence of resistivity found from equations (3-7).
For a weak disorder, the system goes into SDW phase after
the linear decrease with lowering temperature, Fig. 6. For
stronger initial disorders, the resistivity minimum is always
reached at temperatures T, > T, which is shown in Fig. 7
where a CDW spin gap y = —1 (black circles in Fig. 5) can
only open after the minimum. When superconductivity is in-
cluded, this may also occur before the CDW phase is reached.
It is important to stress that without superconductivity, the
state will enter a gapped phase or an insulator as temperature

p(T) ;
0.08 — D©=0.18
0.07 — D=0.19
0.06
0.05 — D©=0.20
0.04 — D©=0.21
0.03

— D©=0.22

0.02. A
005 010 015 020 025 030 035 0.4

FIG. 7. This figure shows the minimum in resistivity occurs be-
fore any spin gapped or superconducting phase is reached. When the
lines on the figure after the upturn stop, this indicates that the system
has entered either a superconducting phase or a CDW phase. The
only disorder which enters a CDW phase is the strongest disorder
(D = 0.22) as superconductivity emerges before the spin gapped
phase for the lower disorders. For the CDW phase, the spin gapped
RG equations must be solved, and the value at which superconductiv-
ity occurs must be found. The onset of superconductivity is discussed
in more detail in the next section.
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FIG. 8. Resistivity minimum temperature as function of disorder.
Three left symbols correspond to y = +1, small brown circles are
scaled experimental results, and five right symbols correspond to a
“real” resistivity minimum.

is lowered. This was the main result of the previous section.
The initial conditions when including superconductivity are
discussed in the next section. In order to reproduce the exper-
imental results, we scale them and draw against our numerics
in Fig. 8. The high temperature resistivity in the experiment
[10] was the measure of the disorder, we scale it as 10° and
divide experimental temperatures by 1200. The experimental
results with our numerical values 7, and T, are presented
in Fig. 8. Even though we cannot reproduce a kink observed
in the experiment, we nevertheless do see a good quantitative
agreement in the sharp increase of the temperature near the
critical disorder. Our numerical simulations show that the
curves for Ty, and 7, are almost parallel, and therefore the
relation between Ty, and Ty, resembles the relation between
two branches T;; and T,_ of the phase transiton in Fig. 2.
The fact that Ty, > T,— simply means that 7}, and T, have
different parameteres « in scaling exp[—a|D® — D,,|™"],
whereas T, and T;_ have the same parameter « in Fig. 5.

This temperature 7, (blue circles in Fig. 5) defines the
minimum of the resistivity for the following reasons. When a
spin gap opens, two closely related effects take place: the gap
freezes the spin density field at such a value that the average
backscattering term due to disorder goes to zero, decreasing
resistivity, and both spin parameters y and K, do not con-
tribute to the scaling dimensions, and resistivity DT (which
now has a scaling dimension K, < 2) immediately starts to
grow with decreasing temperature.

III. SUPERCONDUCTIVITY

The transition to a superconducting state is always pre-
ceded by an insulating behavior resulting in a peak of
resistivity with following an immediate drop to zero. We can-
not describe the exact shape of this curve and find the critical
temperature. Instead we assume that the drop is caused by
the proximity of a superconducting instability and it happens
at Tpeqx When the effective dimensionless Josephson coupling
becomes of the order of one, J(Tpeac) = 1. We have chosen
the initial value of the Josephson coupling J©® = 0.115 to
present the appearance of the superconductivity on the graph,
Fig. 9. The graph of Tjc.x in Fig. 9 exhibits disorder-induced

e D©=0.01
Theax = DO—0.015
0.064
0.063 o D©=0.02
0.061
0.060 o D©=0.19
0.059 O o DO—0.20
0.058 L 4 A ©) )
D®=0.21
0.01 0.05 0.10 050 1 D °
o DW=0.22

FIG. 9. Ty as function of disorder, including the spin gapped
mechanisms. This figure shows a plateau from the third weakest
disorder to the next strongest disorder. The three weakest disorders
occurs via a SDW mechanism. There is an almost linear increase in
Tpeax as disorder increases from the gapless phases through to the
CDW phase. The strongest disorder occurs via a CDW mechanism,
which has a larger relative increase. This does suggest a CDW mech-
anism is favourable for disorder-induced superconductivity.

superconductivity, and there is a clear plateau from the third
weakest disorder to the next strongest disorder. However, the
second plateau that was expected is not revealed, as the CDW
mechanism seems to enhance disorder-induced superconduc-
tivity.

It is worth drawing attention to the fact that were we solv-
ing the problem of the superconducting transition assuming
that the chains are in a spin-gapped phase at all temperatures
(i.e. even at the bare values of later renormalized parameters),
it would be sufficient to analyze the second-step RG equations
(8)—(10) only. This approach has been previously developed
[15], however the main drawback was that they did not care
to separate genuine inelastic processes from the elastic ones
caused by disorder and that inaccuracy led to a wrong RG
equation (8), and as the result, to an incorrect dependence of
the critical temperature on the disorder strength. Even if this
proposal used the correct RG equations, their results would
demonstrate a suppression of the critical temperature for all
but abnormally large values of K‘()O).

The result of this paper is the enhancement of the critical
temperature in some region of the bare parameters which is
entirely governed by the RG flow in the gapless phase. This
first-step RG flow turns out to be extremely sensitive to the
disorder strength when the bare parameters are chosen close
to the separatrix of a clean Luttinger liquid. The slight change
of disorder causes a drastic consequence - which gapped
state, SDW or CDW, the chain enters depends on the disorder
strength. Subsequently, in which gapped phase the super-
conducting order starts to develop depends on the disorder.
Since CDW is favourable for superconducting correlations (in
comparison to the SDW phase) and disorder increase leads to
the CDW phase, we may conclude that the disorder indirectly
enhances superconductivity.

Another qualitative explanation of the different depen-
dence of the superconductivity on the disorder in different
spin-gapped phases is based on the fact that the superconduct-
ing parameter J is related to a singlet interchannel coupling.
The combination of singlet intrachannel and interchannel
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couplings (in the CDW phase) results in a higher su-
perconducting temperature than the combination of triplet
intrachannel and singlet interchannel couplings (in the SDW
phase). The fact that the disorder strength drives the quasi-1D
system from a SDW to CDW phase leads to the disorder-
enhanced superconductivity phenomenon.

IV. CONCLUSIONS

We have studied disorder-induced and enhanced supercon-
ductivity in a quasi-1D correlated system using RG equations.
Our results show that for a wide range of bare parameters,
the system undergoes a second-order disorder-induced phase
transition between the SDW phase (for the three smallest
disorders), a gapless phase (the next four disorders), and the
CDW phase (for the strongest disorder). The opening of a spin
gap in collaboration with an interchain singlet Josephson cou-
pling leads to qualitatively different dependencies of critical
superconducting temperature: a weak decrease of the critical
temperature with an increase of the disorder while in the SDW
phase, and an almost linear increase of the critical temperature
with an increase of the disorder from the gapless to the CDW
phase, which becomes truncated at stronger disorder because
the system eventually is driven into an insulating phase at very
strong disorder. The analysis shows that the tendency from
SDW to CDW via the gapless phase provides a favourable sce-
nario for superconductivity to occur. This behavior is driven
by disorder and proves that imperfection may enhance su-
perconductivity and even induce it. Our results are in good
agreement with the outstanding experimental results [10] for
both, temperatures of the resistivity minima (quantitatively),
and superconductivity transition temperatures (qualitatively).
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APPENDIX: RENORMALIZATION GROUP ANALYSIS

We are using the RG equations first derived in Ref. [12]:

a5 _ 20K, — 1)y —D (A1)
dl - g y £
dk, 1. 1.

° — __R*? — ~k*D, A2
dl 2 O'y 2 o ( )
dk, 1 _,u,

2 - __R*Lp, A3
dl 2Py, (A3)
dD _

T —(Ks +K,+35—3)D, (A4)
dity _ i K,D (A5)
i~ 2a,

diiy ity Ky

= > D. (A6)
The parameters are tilded since a running cutoff was intro-
duced when evaluating a nonlocal in time disorder term in
the action. Such a procedure introduces a spurious inelastic
interaction and creates an admixture of the interaction and
disorder. It was first realized in [12] that this subtlety must
be healed by “disentanglement” of disorder and interaction
contributions to the RG by redefinition of the parameters. This
procedure was first applied in [12] to the weak interaction
approximation and further explained in Ref. [11]. We follow a
more general approach developed in [13] to deal with arbitrary
interaction strength. In terms of standard g-ology [11], the
strength of the interaction between opposite spins g| | requires
a redefinition:

- 2Db05
gy =gul)———.

o

(A7)

To incorporate equation (A7) into the other parameters, an
expansion for small disorder can be performed, which is
consistent with the limitation of the RG theory which is per-
turbative in weak disorder parameter D:

. KZ+1
K, =K, — 2 v, (A8)
s K2+1
K, =K, — 1 Dy, (A9)
y=y—Dy, (A10)
2_ 1
iy =ty + ZK usDy, (Al1)
K -1 D (A12)
U, = u, + u,Dy,
P 14 4Kp 4
where
u WK, \ &
Y e B
y = <K/§0)ud) . (A13)

Before converting equations (A1)-(A6) back into the bare
parameters, it can be seen that the ratio between ii, /K, does
not renormalize. This allows the removal of i, as a varying
parameter by substituting

- ~(0)
3 iy i
up = (Z)KP = <Ké0)>[(m

where (0) denotes the parameters at [ = 0, i.e., bare value
of the parameters. By doing this, the system goes from
seven varying parameters to six. This obviously reduces the
complexity of the system, and allows for better analytical
tractability. By now using both sets of equations (A1)—(A6)
and (A8)—(A12), the complete set of correct RG equations can
be written in terms of their real parameters as equations (3)—
).

Now the model is written in terms of their bare parame-
ters in a set of coupled first order differential equations. The
challenge remains in determining a set of initial conditions
which exhibit disorder-induced superconductivity. The scal-
ing dimension of the Josephson coupling term is known [11]

(Al4)
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and the RG equation is easily written:

dJ 1
= (2-K, ——)I.
di K,

Since there is no back action from J to the renormalization of
other parameters, it is sufficient to solve those RG equations
and then restore renormalization of the effective Josephson
coupling,

!
J() =JPexp {/ dl'[2—K, —K;']},
0

with a stop at some critical /. when J(I.) = Ag. The transition
temperature is then found as 7T, = A el In the main text,
we are using dimensionless parameters which implies that
all energies are normalized by the upper cutoff Ag. In this

(A15)

(A16)

scenario, there are many sets of initial conditions that could be
implemented. To determine what would be an appropriate set
of conditions, we may notice that starting around a separatrix
[11],

v =8(K;'+Ink, — 1). (A17)
which is a boundary between different phases of a clean
system, even small disorder is expected to make a dramatic
change and drastically modify the RG trajectory forcing a
disorder-induced phase transition in the system. By choosing
initial values (bare values of the parameters) in the vicinity
of the separatrix, the belief is that the system undergoes the

phase transition and superconductivity will be developing ac-
cordingly.
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