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ABSTRACT 

 

Exposure to fake news stories can result in false memories for the events portrayed, and this effect 

can be enhanced if the stories conform to the reader’s ideological position. We exposed 1299 UK 

residents to fabricated news stories about Brexit. 44% of participants reported a false memory for at 

least one fabricated story, with a higher rate of false memories for stories that reflected poorly on the 

opposing side. This effect of ideological congruency was somewhat greater among participants who 

were exposed to a threat to their social identity as a Leave or Remain supporter; however, this 

moderating effect was only statistically significant in exploratory analyses using a more conservative 

definition of false memory. Participants with higher cognitive ability and analytical reasoning scores 

were less susceptible to false memories. Individuals with better knowledge about Brexit showed 

better discrimination between true and false stories, while self-reported engagement with the Brexit 

debate was associated with an increased tendency to ‘remember’ any story, regardless of its truth. 

These results implicate a combination of social and individual factors in the development of false 

memories from fake news, and suggest that exposure to social identity threats may enhance the 

polarising effects of fake news. 
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INTRODUCTION 

 

Although news outlets have always circulated a certain amount of biased or misleading information, 

the rise of the internet in the late 20th and early 21st century has sharply increased the quantity and 

accessibility of misleading and inaccurate information (Lazer et al., 2018). Recent research has shown 

that when people see fabricated news stories or photographs of public events that never took place, 

they can come to believe in and even remember those fictional events (Nash, 2018; O’Connell & 

Greene, 2017; Sacchi et al., 2007; Strange et al., 2011), especially if the content of the fabricated 

material is consistent with their political or ideological views (Frenda et al., 2013; Murphy et al., 2019). 

Implantation of false memories can affect subsequent behaviour (see Laney & Loftus, 2017 for a 

review), and recent evidence suggests that the formation of a false memory for a fake news story can 

influence related behavioural intentions, over and above mere exposure to the fabricated story 

(Greene & Murphy, 2020). Thus, investigating factors that affect the development of false memories 

for fake news is an important scientific endeavour. In this paper we present a wide-ranging 

investigation of individual and social factors that influence the formation of false memories for 

partisan fake news. As a context for achieving this goal, we capitalise upon the polarised political 

climate in the United Kingdom following the country’s decision in 2016 to leave the European Union. 

 

False memories 

One influential approach to understanding false memory generation is the source monitoring 

framework (Johnson et al., 1993; Mitchell & Johnson, 2000). According to this approach, people 

distinguish true from false memories by evaluating their mental experiences on the basis of two 

cognitive systems, operating in parallel. The first relies on heuristic judgements about the perceptual, 

temporal, and semantic features of the putative memory to rapidly determine whether they match 

the typical characteristics of a true memory. For example, true memories are typically more vivid and 

familiar, and contain more spatial and temporal details than imagined or otherwise non-veridical 
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experiences. The second system relies on a more deliberative, systematic process whereby the 

contents of the putative memory are carefully assessed for plausibility, or compared against prior 

knowledge and other (dis)confirmatory evidence. Both heuristic and systematic processes can lead 

people to incorrectly attribute internally-generated mental experiences to real memories of past 

events. For example, this may occur when an eyewitness incorrectly decides that a mental image of a 

crime arises from their memory of witnessing the event rather than from the prosecutor’s leading 

question (Lindsay, 1994). Following this initial judgement, the individual may go on to confabulate 

details of the event and construct a false memory (Hyman & Kleinknecht, 1999; Mazzoni et al., 2001; 

Mitchell & Johnson, 2000; Strange et al., 2005).  

 

The source monitoring framework can be readily applied to the cognitive processing of fake news, 

where, for example, a news consumer encountering a fabricated story may quickly determine that the 

story feels true, or may evaluate the story’s plausibility in light of their own experiences, knowledge 

and preconceptions, and determine that the story is likely to be true (Mazzoni & Kirsch, 2002). A body 

of research supports the idea that perceived plausibility is an important precursor to believing in an 

event’s occurrence, although what individuals consider plausible can itself be influenced by their prior 

knowledge and experiences (Mazzoni et al., 2001; Scoboria et al., 2007; Scoboria et al., 2004). 

Judgments such as these may lead the individual to draw on their existing knowledge and memories 

of related news stories to construct a detailed memory of the fictional event (O’Connell & Greene, 

2017).  

 

Motivated reasoning 

Not all fake news is created equal, and in line with the source monitoring framework’s principles, 

research demonstrates that we are particularly susceptible to forming false memories for stories that 

align with our pre-existing beliefs or political orientations.  For example, Frenda et al. (2013) reported 

that American liberals were more likely to recall a fabricated scandal about President Bush, while 
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conservatives were more likely to recall a fabricated scandal about President Obama. Similarly, within 

the context of a national referendum on abortion, Murphy et al. (2019) reported that participants 

tended to form false memories for political scandals that aligned with their stated position. Moreover, 

many participants reported detailed false memories of these fictitious political events, and expressed 

strong emotional responses to them. 

 

Decades of research inspired by social identity theory (Tajfel & Turner, 1979) suggests that, once 

categorised into a group, individuals assimilate membership of that group into their identity, resulting 

in high levels of in-group identification and out-group derogation (see Hornsey, 2008 for a review). A 

direct corollary of this principle is that strong identification with an ideological position or political 

party does not require a sophisticated understanding of the ideology itself; instead, political ideology 

derives much of its behavioural influence from social identification with the members of a group 

espousing that ideology (Devine, 2015). These social identities can have dramatic effects on 

downstream reasoning and behaviour; for example, Cohen (2003) found that attitudes towards a 

social policy were overwhelmingly determined by which political party was said to have proposed the 

policy, irrespective of its objective content or the participant’s own ideological beliefs.  

 

Psychological scientists have repeatedly suggested that this partisanship leads to motivated 

reasoning, which advances the interests of the in-group by attending to identity-congruent 

information while disregarding incongruent details (Bolsen et al., 2014; Kahan, 2015; Schaller, 1992). 

As a result, belief in and response to partisan fake news is frequently distorted by social identity goals, 

to the detriment of accuracy goals (Kahan, 2017; Van Bavel & Pereira, 2018). The effects of this 

distortion can be seen in the formation of attitudes on polarising topics such as climate change 

(Druckman & McGrath, 2019; Hart & Nisbet, 2012) or immigration (Druckman et al., 2013), where 

identification with a political party or ideology is the main driver of attitude formation. Since false 

memories often follow false beliefs (Hyman & Kleinknecht, 1999; Mazzoni et al., 2001; Scoboria et al., 
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2004), motivated reasoning may explain why people are more likely to form false memories for fake 

news stories that support their political position. In the interests of simplicity, we hereafter refer to 

fabricated news stories that align with an individual’s social and political identity as “ideologically 

congruent” fake news.   

 

Presenting a threat to an individual’s social identity can magnify motivated reasoning effects 

(Branscombe et al., 1999). There are many different types of social identity threat, including threats 

to the existence of the group and threats to the individual’s group membership; in the present study 

we focus on threats to the value of the group or social identity, where the group’s competence or 

morality is called into question. This form of threat typically results in increased in-group identification 

and differentiation from the outgroup (Branscombe et al., 1999; Grant & Brown, 1995; Voci, 2006). 

Individuals who identify strongly with the group identity tend to derogate the outgroup even more 

strongly after their own group’s value is threatened (Branscombe & Wann, 1994). If the formation of 

false memories following exposure to ideologically congruent fake news can be attributed to 

motivated reasoning on the basis of group identity, then we might expect these effects to be enhanced 

if participants are first exposed to a threat to that identity. The presence of a threat would be expected 

to result in increased false memories for fabricated stories that derogate the out-group. In the present 

study, we investigate whether an identity threat directed at Leave or Remain voters in the 2016 Brexit 

referendum affects formation of false memories for ideologically congruent fake news. 

 

Cognitive ability and reasoning style 

In addition to the social and group-level factors outlined above, individual differences in a range of 

cognitive variables have been implicated in susceptibility to fake news. Murphy et al. (2019) reported 

that false memories for ideologically congruent fake news relating to the Irish abortion referendum 

were observed most frequently amongst individuals with lower scores on the Wordsum, a measure of 

cognitive ability that is highly correlated with full-scale IQ (Huang & Hauser, 1996; Thorndike & Gallup, 
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1944). This finding suggests that false memory formation arising from exposure to fake news may be 

tempered by a rational or intellectual approach to information processing. Converging evidence from 

eyewitness memory studies suggests that people with higher levels of cognitive ability and working 

memory capacity may be less susceptible to misinformation, as these individuals are better equipped 

to compare new memories to old, and discard inconsistent information (Greene et al., 2020; Jaschinski 

& Wentura, 2002; Lee, 2004; Zhu et al., 2010).  

 

The propensity to form false memories from fake news may also be influenced by an individual’s 

reasoning style. Pennycook and Rand (2019) reported that belief in fake news was best explained by 

participants’ performance on the Cognitive Reflection Test (CRT; Frederick, 2005). They argued that 

participants who perform poorly on this test tend to reason intuitively rather than analytically, and 

thus may be more likely to take fake news stories at face value, rather than critically evaluating their 

source and plausibility (see also Bronstein et al., 2019; Pennycook & Rand, 2018). Hence, individuals 

who perform poorly on the CRT may be more prone to forming false memories when exposed to fake 

news. CRT performance is moderately correlated with full-scale IQ and with the Wordsum (Murphy et 

al., 2019; Toplak et al., 2014), suggesting that although these measures share some variance, they are 

tapping different underlying cognitive constructs. In the present study, we investigated the 

contribution of both general cognitive ability (assessed using the Wordsum) and analytical reasoning 

(assessed using the CRT) to false memory formation.  

 

Subject knowledge, interest and engagement 

A combination of social (ideological congruency, identity threat) and individual variables (cognitive 

ability, reasoning style) have thus far been identified as potential contributors to the development of 

false memories for fake news. However, despite similarities in their social or ideological identities, 

individuals also vary in their past exposure to and engagement with political debate. A news 

consumer’s response to a particular story is likely to be informed by their past experience with similar 
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content; indeed, the nature and quality of an individual’s past exposure to and engagement with the 

topic under discussion may be an important determinant of whether an individual falls for fake news 

about that topic (O’Connell & Greene, 2017).  

 

Experts are sometimes more prone than non-experts to developing false memories in relation to their 

area of expertise (Baird, 2003; Castel et al., 2007; Mehta et al., 2011). This finding has been attributed 

to experts’ more developed schemata for their subject area (Baird, 2003); however even having a 

strong interest in a topic has been shown to double the rate of false memories, relative to a low-

interest topic (O’Connell & Greene, 2017). From a source monitoring perspective, this effect may 

occur because individuals with considerable experience in a given topic have multiple overlapping 

memory traces related to that topic; hence, a novel stimulus relating to that topic is more likely to 

activate a similar memory trace, triggering a sense of familiarity followed by the construction of a false 

memory (Mitchell & Johnson, 2000).  

 

A competing explanation is provided by Mehta et al. (2011), who reported that people who self-

identify as experts in a particular topic feel accountable for their ability to recall information pertinent 

to that topic, and that this accountability mediates the experts’ level of false recall. False memory 

effects among experts may therefore be attributed to a tendency towards overclaiming, arising from 

a fear of appearing ignorant. The effects of interest in, engagement with and knowledge of a particular 

topic are hard to disentangle; an individual who is interested in a given topic may engage with more 

online and offline content related to that topic; and depending on the sources they engage with, they 

may become more knowledgeable on the topic. This may result in both a greater number of 

overlapping memory traces, and an increased desire to present themselves as knowledgeable on the 

subject. Moreover, expertise and knowledge of a topic are often self-reported, rather than objectively 

assessed, and people who overclaim their knowledge of a topic are more likely to accept fake news 

headlines as accurate (Pennycook & Rand, 2018), further complicating the task of distinguishing the 
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effects of interest, engagement and knowledge. In the present study, we evaluated knowledge about 

Brexit using a multiple-choice test, and also assessed self-reported interest and engagement with the 

Brexit debate.  

 

To summarise, while extensive work has been conducted on responses to politically partisan 

misinformation, the effects of a number of social and individual factors have yet to be elucidated. 

These include the influence of social identity threats and individual differences in cognitive style and 

ability, as well as subject-specific knowledge and interest. Here, we describe a comprehensive 

investigation of a range of these factors in the context of the Brexit referendum. In addition to 

analysing the occurrence of false memories as a function of these factors, we report exploratory 

analyses using signal detection measures of response bias and sensitivity. The basic premise of signal 

detection theory (Green & Swets, 1966) is that an observer searching for a signal in a noisy field will 

report a signal as present if their internal representation of the signal rises above a given threshold, 

and absent if it does not reach the threshold. Thus, the observer’s response may be categorised based 

on a combination of the presence or absence of the signal and the observer’s report of the presence 

or absence of the signal. In the context of the present study, if the ‘signal’ is a veridical memory of a 

real event, then reported memories of true stories may be considered hits while reported memories 

of fabricated events may be considered false alarms. These measures might be used to distinguish 

between participants’ tendency to overclaim (i.e. their response bias) and their ability to discriminate 

true from false stories (i.e. sensitivity). 

 

Brexit and the present study 

The 2016 Brexit referendum, and subsequent debate in the UK, provide an ideal context for 

investigating the questions outlined above.  On the 23rd of June 2016, the United Kingdom voted to 

leave the European Union. The process of negotiating a withdrawal agreement was protracted, and 

the UK finally left the EU on the 31st of January 2020, marking the start of a lengthy transition period 
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involving further political debate and negotiations. Turnout on Brexit polling day was high (72.2%) and 

the vote was very close, with 52% of the electorate voting Leave, and 48% voting to remain in the EU 

(BBC News, 2016). The issue remains contentious, and the group identities of “Leaver” and 

“Remainer” have taken on persistent political and social meanings that continue to influence political 

decision-making (Axe-Browne & Hansen, 2020; Hobolt et al., 2020). The Brexit debate therefore 

affords a binary social identity in the UK, and news reports and analysis in the British media frequently 

contain material that is critical of either Leavers or Remainers (Hinde, 2017); consider for example, 

the numerous unflattering references in tabloid newspapers to “Remoaners” – Remain supporters 

who were unhappy with the outcome of the referendum. Thus, members of the public are frequently 

subject to myriad threats to their social identity. 

 

In the present study, we presented British participants with a social identity threat in the form of a 

fabricated television news report that included derogatory comments about either the Leave or 

Remain side in the Brexit debate. We then assessed participants’ memory for a number of true and 

false news stories that related to the events surrounding Brexit. Finally, we collected measures of 

analytical reasoning, cognitive ability, and general knowledge in relation to Brexit, as well as self-

report measures assessing degree of interest and engagement in the Brexit debate. Our preregistered 

hypotheses were as follows: 

1. That participants would form more false memories for Brexit-related fake news stories that 

were ideologically congruent than for stories that were ideologically incongruent 

2. That the effect of ideological congruency would be enhanced when a threat was presented to 

the individuals' group identity as a Leave or Remain supporter, compared with a threat to the 

opposing group’s identity 

3. That participants with higher scores on measures of cognitive ability and analytical reasoning 

would form fewer false memories for Brexit-related fake news stories 
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4. That participants with higher levels of knowledge, interest and engagement about Brexit 

would form more false memories for Brexit-related fake news stories. 
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METHOD 

 

Preregistration 

We separately preregistered the two arms of the study, concerning (1) effects of ideological 

congruency and identity threat, and (2) individual differences in false memory formation, at  

https://aspredicted.org/52fn9.pdf and https://aspredicted.org/ub3fm.pdf, respectively. We 

preregistered a sample size of 1300 participants, based on the results of power analysis focused on 

the two primary analyses in this paper, namely: 

1. Two-way between-subjects ANOVA: 1302 participants required to detect small effects (f = 0.1) 

with 95% power and an alpha level of 0.05 

2. Multiple linear regression: 995 participants required to detect small effects (f2 = 0.02) with 

95% power in a model with five predictors and an alpha level of 0.05. 

Power analyses were conducted in G*Power version 3.1 (Faul et al., 2007). 

The study protocol was approved by the Human Research Ethics Committee (Humanities) of University 

College Dublin. 

 

Participants and Design 

Participants were recruited via the online crowdsourcing platform Prolific (https://www.prolific.co/) 

and via social media and personal networks. Prolific participants were paid £1.25 on completion of 

the study. Participants were required to be over 18 and a UK national. The study was completed by 

1533 individuals; participants who failed an audio check (N = 25) or two or more attention checks (N 

= 209) were excluded in accordance with our preregistered criteria, leaving 1299 participants (454 

male, 839 female, 6 other; mean age 35.88 years, SD = 12.43, range = 18-76). The final sample size is 

in line with our preregistered target of 1300. Each participant was randomly assigned to one of the 

cells in a 2 (ideological congruency: congruent vs. incongruent fabricated stories) x 2 (threat condition: 

own group vs. other group) between-subjects design.  

https://aspredicted.org/52fn9.pdf
https://aspredicted.org/ub3fm.pdf
https://www.prolific.co/)
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Materials 

All study materials can be found online at https://osf.io/rn4ae/.  

 

Videos 

We created two versions of a video purporting to be an Australian news report about Brexit. Both 

videos were approximately 2.5 minutes long, and were mostly identical. The identical segments 

consisted of stock footage of UK landmarks (Big Ben, Trafalgar Square), supermarkets, and street 

scenes (including Brexit protests, featuring both Leave and Remain supporters), mixed in with footage 

from a House of Commons debate. A voiceover gave an update on the Brexit negotiations (“No 

progress on Brexit today, as British MPs continue to debate the Prime Minister’s plans for exiting the 

European Union…”) and mentioned concerns about shortages of goods in the event of a “No-Deal” 

Brexit. The voiceovers for the two versions then diverged, as they described the results of a study 

conducted by the fictional think tank “Inside Britain”. Our aim was to create content that would 

represent a legitimate and plausible threat to the identity of an avowed Leave or Remain supporter. 

Thus, rather than presenting identical content about the two groups, we attempted to exploit 

common criticisms levelled at Leavers and Remainers. In developing these materials, we piloted 

multiple versions of the video scripts with approximately 160 British Prolific participants (who did not 

participate in the main study) to identify wording that was considered equally insulting to both sides. 

The final ‘Leave threat’ version suggested that Leave voters were less intelligent and less educated 

than Remain voters, whereas the ‘Remain threat’ version suggested that Remain voters were elitist 

and undemocratic for refusing to accept the will of the people. Both videos also included an 

inflammatory quote supposedly from the lead researcher of the fabricated study, which was read 

aloud by the reporter and presented onscreen in written form against a background of overlaid EU 

and UK flags. These quotes can be seen in Figure 1; the full videos and scripts can be found at 

https://osf.io/rn4ae/.  

[Insert Figure 1 here] 

https://osf.io/rn4ae/
https://osf.io/rn4ae/
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Fabricated stories 

Two fabricated stories were created, one describing election tampering during the 2016 Brexit 

referendum, and one describing a Wikileaks report of illegal campaign donations. Identical versions of 

each story were created which implicated either the Leave or Remain campaign in wrongdoing. The 

election tampering story read, “The [Vote Leave/Stronger in Europe] campaign was accused of 

election tampering after 1100 [‘Remain’/’Leave’] ballots were found in a skip outside a polling station 

in Bermondsey one week after the 2016 Brexit referendum”. The Wikileaks story read, “Confidential 

documents released on the WikiLeaks site in October 2017 revealed that nearly 30% of campaign 

donations to the official [Leave/Remain] campaign came from sources outside the UK, despite strict 

rules imposed by the Electoral Commission to avoid foreign interference in elections”. We conducted 

in-depth online research to ascertain that events very similar to those depicted in the fabricated 

stories had not in fact been reported in the media. The stories were pilot-tested with a further 36 

participants who did not take part in the main study, to ensure plausibility and to establish that the 

fictitious events (if true) would reflect poorly on the targeted group. Each story was accompanied by 

an illustrative but non-probative photograph (for the election tampering story, a photograph of 

election officials counting votes at a polling station; for the Wikileaks story, a photograph of Wikileaks 

founder Julian Assange superimposed on the Wikileaks logo). All materials can be viewed online at 

https://osf.io/rn4ae/.  

 

True stories 

Four true stories relating to Brexit were shown to all participants. Matching the format of the false 

stories, each true story consisted of a short description accompanied by an illustrative photograph. 

The four true stories were: 

1. In September 2019, the Labour leader Jeremy Corbyn was branded a ‘gigantic chlorinated 

chicken’ in the House of Commons over his refusal to call for a general election, prompting 

https://osf.io/rn4ae/
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Conservative party members to tweet photoshopped images of Mr. Corbyn dressed as a 

chicken. 

2. The value of the pound fell to its lowest level since 1985 after the results of the Brexit 

referendum were announced, with wild fluctuations observed in international currency 

markets following the surprise outcome of the referendum.  

3. Ford announced in June 2019 that it would be closing its factory in Bridgend, South Wales, 

with the loss of at least 1500 jobs. The announcement came shortly after the car manufacturer 

warned that Brexit would be ‘catastrophic’ for the UK car industry.  

4. US vice president Mike Pence raised eyebrows while on a visit to Dublin when he urged Ireland 

and the EU to deal with the UK “in good faith” during Brexit negotiations. 

 

Brexit knowledge test 

We designed a 10-item multiple choice test to assess subject knowledge about Brexit (see online 

materials). The questions were developed based on issues relating to the Brexit vote and its political 

aftermath that had been widely documented in news coverage between 2016 and 2020. A sample 

question from this test is “Which regions of the UK voted to remain in the EU? A) Scotland and 

Northern Ireland; b) Wales, Scotland and Northern Ireland; c) Scotland; d) none”. Each question had 

four possible responses; chance performance is thus 25%. Question order and response order within 

questions were randomised. The multiple-choice test was pilot-tested with 24 Prolific participants 

who did not participate in the main study, to ensure comprehensibility of the questions and an 

appropriate level of difficulty. A mean score of 6.29/10 was achieved in this pilot test (range: 2-9).  

 

Cognitive Ability 

Cognitive ability was assessed using the Wordsum, a 10-item subtest of the Wechsler Adult 

Intelligence Scale vocabulary test (Thorndike & Gallup, 1944). The Wordsum has been reported to be 

highly correlated with full-scale IQ (Huang & Hauser, 1996) and is used extensively in the US General 
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Social Survey, where the average score is 6/10 (Meisenberg, 2015). Participants are presented with a 

target word and asked to choose the word closest in meaning to the target from a list of 5 other words. 

For example, given the target word ANIMOSITY, participants must choose the closest match from the 

words ‘hatred’, ‘animation’, ‘disobedience’, ‘diversity’ and ’friendship’, or may select ‘don’t know’.  

 

Analytical Reasoning 

The Cognitive Reflection Test (CRT) is composed of verbal reasoning problems in which each item has 

an intuitive but incorrect answer, and a correct answer that requires analytical reasoning. A sample 

question is “A bat and ball cost $1.10 in total. The bat costs $1.00 more than the ball. How much does 

the ball cost?” The intuitive answer to this question is 10c; the correct answer is 5c. The original CRT 

(Frederick, 2005) consisted of three items that rely on numerical reasoning; the seven-item version 

used in the present study includes four additional non-numerical items (Thomson & Oppenheimer, 

2016; Toplak et al., 2014). A non-numerical example asks, “How many cubic feet of dirt are there in a 

hole that is 3’ deep x 3’ wide x 3’ long?”. The correct answer here is “none”. CRT scores are strongly 

associated with SAT scores, delay discounting and need for cognition (Frederick, 2005), as well as a 

range of other reasoning measures (Hoppe & Kusterer, 2011; Toplak et al., 2011), and its predictive 

ability is robust to multiple exposures (Bialek & Pennycook, 2018).  

 

 

Procedure 

Data collection began on 30th January 2020, one day before the EU’s official exit from the EU, and 

continued until 21st March 2020. The data were collected via the online survey platform Qualtrics 

(https://www.qualtrics.com/). Participants were informed that the purpose of the study was to 

investigate “attitudes towards the 2016 Brexit Referendum and its aftermath, and how these may 

change over time”. After providing consent, participants supplied demographic details (age, gender, 

education) and answered a series of questions about how they had voted in the 2016 EU referendum, 

https://www.qualtrics.com/)
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how they would vote if the referendum were held tomorrow, how important the outcome of the 

referendum was to them, and where they would place themselves on a spectrum from liberal to 

conservative. Participants were also asked to indicate how often in the past three months they had 

(1) consumed traditional media related to Brexit, (2) engaged with social media content related to 

Brexit, and (3) had discussions about Brexit with family and friends.  

 

Participants were then randomly assigned to view a video that was insulting to either Leave or Remain 

voters. To ensure that participants could hear the video, participants were first instructed to listen to 

a brief recording, which consisted of three beeps followed by the numbers “two, four, eight”, and to 

write down the numbers they heard. They were then instructed to watch the video, and were 

informed that they would be asked questions about it afterwards. The video was followed by three 

multiple-choice attention check questions which asked about prominent details from the video (see 

online materials for further details). In accordance with our preregistered exclusion criteria, 

participants who failed the audio check and/or two or more attention check questions were excluded 

from further analysis (see Participants section). A series of Likert scale questions was then presented 

which asked participants to rate how surprising (1 = not at all surprising, 9 = very surprising), biased 

(1 = completely biased towards Leave, 9 = completely biased towards Remain) and insulting (1 = 

insulting to Leave voters, 9 = insulting to Remain voters) the video was. 

 

Participants then viewed six news stories about Brexit, including the four true stories and two 

fabricated stories. All participants saw the same true stories, but participants were randomly assigned 

to view fabricated scandals about either the Leave or Remain campaign; all participants saw both the 

Wikileaks story and the election tampering story about the same campaign (i.e., ideological 

congruency was manipulated between-subjects). The presentation order of the six stories was 

randomised for each participant. After each story, participants were asked “Do you remember this 

event?” and could respond either “I remember seeing/hearing about this”, “I don’t remember 
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seeing/hearing about this, but I remember it happening”, “I don’t remember this, but I believe it 

happened”, “I remember this differently” or “I don’t remember this”. Participants were then asked 

where they first saw/heard about the event, and could select a specific source (television, newspaper, 

radio, online news website, social media, word of mouth, or other source) or could indicate either that 

they did not see or hear about the event, or that they could not remember where they saw or heard 

about it. If they remembered the event, participants were asked to indicate via an open-ended text 

box how they felt about it at the time. Finally, they were asked “Thinking about the event now, how 

do you think the [leak about campaign donations/story about election tampering] reflected on 

the [Leave/Remain] campaign?” and responded on a scale where 1 = reflected very well and 9 = 

reflected very badly.  

 

After viewing all six stories, participants completed the Brexit subject knowledge test and the 

Wordsum. They were then presented with thumbnail images and brief descriptions of the stories they 

had previously seen, and were told, “Some participants who undertook this survey were shown fake 

news stories (stories concerning events that did not happen, entirely fabricated by the researchers). 

If you think you may have been shown any fake stories, please select any story you believe to be fake 

below”. Participants could select as many stories as they wished.  

 

Finally, participants were invited to complete the CRT and then debriefed. Participation took 

approximately 15 minutes in total. 
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RESULTS 

 

Descriptive statistics 

Leave vs. Remain voters 

Of the total valid sample, 311 participants (23.94%) indicated that they had voted Leave in the 2016 

referendum, and an additional 48 (3.7%) did not vote but would have voted Leave. A total of 696 

participants (53.58%) indicated that they voted Remain, while 167 (12.86%) did not vote but would 

have voted Remain. A total of 65 participants (5%) reported that they did not vote and were not 

leaning either way, while 12 participants (0.92%) stated that they could not remember how they 

voted. In the primary analyses, we collapsed those who voted Leave or Remain with those who said 

they would have voted the same way. Thus, these analyses include 1,222 participants of whom 29.38% 

were classed as “Leavers” and 70.62% were classed as “Remainers”; participants who did not express 

a view on Brexit (those who stated that they didn’t vote and weren’t leaning either way, or couldn’t 

remember how they voted) were excluded1. Leavers and Remainers differed significantly on a number 

of variables (see Table 1); Remainers were on average younger and better educated, and achieved 

higher scores on the measures of cognitive ability (Wordsum) and analytical thinking (CRT). Relative 

to Leavers, Remainers reported themselves to be more liberal, considered the Brexit debate to be 

more important, and reported higher levels of engagement with the debate (defined as the average 

of responses to three questions assessing how frequently participants consumed traditional media 

related to Brexit, engaged with social media content related to Brexit and engaged in discussions with 

family and friends about Brexit). There was no significant difference in gender distribution or Brexit-

related subject knowledge. 

 

[Insert Table 1 here] 

 
1 The exclusion of these participants slightly reduces the power of the two-way ANOVA described below relative 
to the target sample size in our preregistration, however the change is negligible. The power of the remaining 
analyses is not affected by this change. 
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Response to videos 

Participants found the content of the threat video significantly more surprising when it referred to 

their own group (M = 4.75, SD = 2.22) than when it referred to the other group (M = 3.63, SE = 0.09; 

t(1222) = 9.51, p < .001, d = 0.54). Participants who saw a video referring to their own group also 

considered the video to be more insulting (M = 6.47, SD = 1.81) than those who saw a video referring 

to the other side (M = 3.74, SD = 1.78; t(1222 = 26.62, p < .001, d = 1.52). Similarly, participants 

believed the video to be more biased if it described their own group (M = 6.39, SD = 1.67) rather than 

the other group (M = 4.09, SD = 1.67; t(1222) = 25.60, p < .001, d = 1.46). The videos therefore appear 

to have been successful in their objective of providing insulting, socially threatening content.  

 

True and false memories 

In line with our preregistered analysis plan, we considered a story to be remembered if participants 

responded either “I remember seeing/hearing about this” (hereafter, specific memories) or “I don’t 

remember seeing/hearing about this, but I remember it happening” (hereafter, non-specific 

memories). On average, participants remembered 27.27% of the false stories (SD = 3.89%), and 

49.37% (SD = 22.5%) of the true stories (see Table 2 for statistics for each story). In total, 570 (43.88%) 

of participants reported a memory for at least one false story, with 138 (10.63%) recalling both false 

stories. As Table 1 shows, there were no significant differences in the number of true or false stories 

remembered by Leave and Remain voters. Across both variants of the two fake stories, participants 

who reported seeing or hearing about the event were more likely to provide a specific source for the 

memory (e.g. TV, newspaper etc.; 60.57%) than those who reported only remembering the event 

happening (27.56%), or those who reported merely believing that the event had happened (10.41%). 

The majority of participants who reported either a specific or non-specific false memory also provided 

qualitative responses describing their original reaction to the events depicted in the fabricated stories; 

examination of these responses provides support for the idea that many participants were 
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remembering specific details about these false events. Some examples are listed below, and the full 

dataset can be viewed at https://osf.io/rn4ae/. 

 

Election tampering story: 

“Being an ex employee of the council, I thought that the alleged tampering was a bit over the 

top. Anyone could have put them there” (68-year old male Leave voter, viewed Leave 

scandals) 

“I wasn’t surprised–there are always certain individuals who will attempt to tamper with 

elections” (32-year-old male Leave voter, viewed Remain scandals). 

 “I felt a bit cheated – what if things had been changed due to this?” (28-year-old female 

Remain voter, viewed Leave scandals) 

“I remember the lack of follow-up coverage offering definite proof of ‘tampering’” (53-year-

old male Remain voter, viewed Remain scandals) 

 

Wikileaks story: 

“Concerned a little but thought it may be a smear campaign” (45-year-old male Leave voter, 

viewed Leave scandals) 

“I didn’t really understand the story anyway at the time. But it was all over the TV and online” 

(33-year-old female Leave voter, viewed Remain scandals) 

 “It confirmed in my mind that outside interference in British politics is now deeply 

entrenched” (54-year-old male Remain voter, viewed Leave scandals) 

“Irritated – I believed that this news article was taken out of context and the findings were 

not accurate” (32-year-old female Remain voter, viewed Remain scandals) 

 

[Insert Table 2 here] 

 

https://osf.io/rn4ae/
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Effects of ideological congruency and identity threat 

Our primary preregistered hypotheses in this arm of the study were (1) that participants would form 

more false memories for Brexit-related fake news stories that are ideologically congruent than for 

stories that are ideologically incongruent; and (2) that the effect of ideological congruency would be 

enhanced when a threat was presented to the individuals’ sense of group identity as a Leave or Remain 

supporter, compared with a threat to the opposing group’s identity. To evaluate these hypotheses, 

we collapsed responses across voting groups, and compared those who viewed ideologically 

congruent stories (i.e. Leavers who viewed scandals about the Remain campaign, and Remainers who 

viewed scandals about the Leave campaign) with those who viewed ideologically incongruent stories 

(Leavers or Remainers who viewed scandals about their own side). Similarly, we compared 

participants who viewed a video that presented a threat to their own group identity (i.e. Leavers who 

saw the Leave threat video and Remainers who saw the Remain threat video) with those who viewed 

the video that presented a threat to the other group (i.e. Leavers who saw the Remain threat video 

and Remainers who saw the Leave threat video)2. The proportions of participants who reported a 

specific memory, non-specific memory, or belief for each story are presented in Figure 2, which 

collapses the data across the threat conditions. Our preregistered analysis plan defined a false 

memory as either a specific or non-specific memory of the event, excluding those who merely believed 

that the event had happened. In the interests of completeness we also describe the pattern of results 

if false memories are operationalised more narrowly (i.e., if only specific memories are included), or 

more broadly (e.g., if specific memories, non-specific memories, and beliefs are included).  

 

[Insert Figure 2 here] 

 

 
2 Some participants indicated a change in voting preference when asked how they would vote tomorrow 
compared with how they voted in 2016; 46 participants switched from Leave to Remain, while 36 switched from 
Remain to Leave. The results reported here did not change significantly if ideological congruency and threat 
condition were defined based on current (rather than 2016) position on Brexit.  
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As predicted, a main effect of ideological congruency was observed, such that participants reported 

more memories for fabricated stories that were congruent with their own ideological position (M = 

0.59, SE = 0.03) than for stories that were incongruent (M = 0.50, SE = 0.03; F (1,1218) = 4.67, p = .03, 

d = .11). In other words, participants were more likely to falsely recall scandals that reflected poorly 

on the opposing side, although the effect was small. An unexpected main effect of threat condition 

was also observed: participants reported more false memories if they had seen the version of the 

video that presented a threat to the other group (M = 0.58, SE = 0.03) than if they had seen the version 

that threatened their own group (M = 0.50, SE = 0.03; F (1,1218) = 4.51, p = .03, d = .11); again, this 

effect was small. Contrary to our hypotheses, there was no significant interaction effect (F (1,1218) = 

2.29, p = .13), although a trend was observed in the predicted direction (see Figure 3b). Tests of simple 

main effects revealed a significant ideology effect among those who viewed the threat to their own 

group (F(1,585) = 6.70, p = .01, d = 0.21), but not among those who viewed the threat to the other 

group (F(1,607) = 0.03, p = .87, d = 0.04). 

 

[Insert Figure 3 here] 

 

Ideological congruency and threat: Exploratory analyses 

Additional exploratory analyses revealed the same main effect of ideological congruency regardless 

of how we defined false memories (specific memory only; specific and non-specific memories; all 

memories and beliefs). The main effect of threat was not significant in the analysis that included all 

memories and beliefs, while a borderline effect was observed when analysis was restricted to specific 

memories only. When non-specific memories and false beliefs were both included in the 

operationalization of false memories, no significant interaction was found (Figure 3c); however, when 

we restricted the analysis to specific memories only, this predicted interaction effect was significant 

(F(1,1218) = 5.25, p = .02; Figure 3a). In this analysis, tests of simple main effects revealed a significant 

ideology effect among those who viewed the threat to their own group (F(1,585) = 11.52, p < .001, d 
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= 0.28), but not among those who viewed the threat to the other group (F(1,607) = 0.03, p = .87, d = 

0.01). Full details of these analyses can be found in supplemental materials. 

 

As noted in our preregistration, the hypotheses may only be supported for those who interpret the 

fabricated stories as intended (i.e., those who consider the fictional scandals to reflect poorly on the 

campaign in question). Therefore, follow-up logistic regression analyses were conducted for the 

Wikileaks and election tampering stories, separately for those participants who indicated that the 

story reflected poorly on the campaign in question (operationalised as a rating greater than 5, where 

1 indicated “very well” and 9 indicated “very badly”) and for those who did not (a rating less than or 

equal to 5). In these analyses we defined false memories as either specific or non-specific memories. 

Further details of these analyses can be found in supplemental materials; briefly, for both the 

Wikileaks and election tampering stories, the models were significant for those who interpreted the 

stories as expected, but not for those who interpreted the stories differently. Among those 

participants who interpreted the stories as expected, effects of ideological congruency were observed 

for both stories, but the effect of threat condition was only significant for the Wikileaks story. No 

significant interaction effects were observed in these analyses. 

 

 

Effects of individual differences in cognitive ability and subject knowledge or engagement 

In this arm of the study, our preregistered hypotheses were: 

1. That participants with higher scores on measures of cognitive ability and analytical reasoning 

would form fewer false memories for Brexit-related fake news stories. 

2. That participants with higher levels of knowledge, interest and engagement about Brexit 

would form more false memories for Brexit-related fake news stories. 
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A multiple regression was performed, in which the outcome variable was the number of false 

memories reported, and the predictor variables were (1) Brexit subject knowledge test score; (2) 

subjective importance of referendum outcome; (3) engagement with the Brexit debate; (4) Wordsum 

score, (5) CRT score, (6) ideological congruency of fabricated stories (where 1 = congruent and 0 = 

incongruent) and (7) video threat condition (1 = threat to own group, 0 = threat to other group)3.  In 

line with our preregistered plan, participants who reported having seen the Wordsum questions or 

the 7-item CRT before (N = 20) were excluded from analysis. In a deviation from our preregistration, 

the false memory count variable was modelled using a Poisson distribution rather than a normal 

distribution as this offered a better fit to the count data, and the assumptions of the analysis were 

met. Results from this analysis are very similar to the preregistered linear regression, which, in the 

interests of transparency, is presented in supplemental materials. Several of the continuous predictor 

variables were moderately correlated with each other, as shown in Table 3, however collinearity 

values were well within acceptable limits (variance inflation factor < 1.5, tolerance > 0.75 for all 

predictors). Zero-order correlations for all variables, including the number of true and false memories, 

can be found in supplemental materials.  

 

[Insert Table 3 here] 

 

The overall model was significant 2 (7) = 49.29, p < .001. As Table 4 indicates, the number of false 

memories reported increased significantly with higher levels of self-reported engagement with the 

Brexit debate, but there was no significant effect of subject knowledge about Brexit and no effect of 

 
3 The ideological congruency and threat condition variables were not included in our preregistered plan for this 
analysis; however in hindsight we believed it important to account for the impact of these variables rather than 
collapsing across them. The inclusion of these variables does not materially affect the outcome for the other 
predictor variables, and the new analysis remains adequately powered, with 95% power to detect small effects. 
The preregistered analysis (containing only the variables labelled 1-5 above) can be found in supplemental 
materials.   
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how important participants believed the outcome of the referendum to be. Higher scores on both the 

Wordsum and CRT were associated with a reduced tendency to report false memories.  

 

[Insert Table 4 here] 

 

Individual differences: Exploratory analyses 

A multiple linear regression model was applied to assess the effect of individual differences in subject 

knowledge, engagement, cognitive ability and reasoning style on the number of true stories for which 

participants reported a memory. Once more, the overall model was significant (F(7,1186) = 12.89, p < 

.001, R2 = .07). Higher scores on measures of subject knowledge and self-reported engagement were 

associated with more memories for the true stories, but no effect of the subjective importance of the 

referendum outcome was observed. There was no significant effect of Wordsum score on the number 

of true memories, but there was a significant effect of CRT score, such that participants who scored 

higher on analytical reasoning reported fewer true memories (See Table 4). No effects of ideological 

congruency or threat condition were observed in this analysis. 

 

Comparison of the true and false memory data reveal some interesting patterns. For instance, subject 

knowledge about Brexit increased memories for true stories but not fabricated stories, while self-

reported engagement with the debate increased both true and false memories. Intriguingly, higher 

analytical reasoning scores were associated with a decrease in reported memories for both true and 

fabricated stories. One possibility is that increases in reports of true and false memories may be the 

result of over-claiming on the part of participants who do not wish to admit ignorance – particularly 

in relation to a topic in which they have expressed considerable interest. Informally interpreting the 

findings reported thus far could suggest that greater subject knowledge increases sensitivity to the 

difference between true and false events, whereas engagement and analytical reasoning may simply 

shift the threshold for reporting a memory. Thus, people who are more engaged with the Brexit 
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debate may be biased towards ‘recognizing’ news stories as true, regardless of whether or not they 

have previously experienced them, while analytical thinkers may apply a stricter criterion when 

evaluating the stories. Specifically, these participants may have been more alert to the possibility that 

some of the news stories presented to them were fake, and thus required more evidence before 

endorsing any story as true.  

 

To test these exploratory hypotheses, we derived d’, a measure of signal detection sensitivity, which 

was computed as the z-score of the hit rate (number of true memories) minus the z-score of the false 

alarm rate (number of false memories) for each participant. We also derived a measure of response 

bias (‘criterion’), computed as the z-score of the proportion of trials on which the participant reported 

a memory, for each participant. It is important to note that these measures are derived from just six 

items – four true stories and two fabricated stories. Evidence suggests that signal detection estimates 

become more stable as the number of items to be discriminated increases (Pastore & Scheirer, 1974). 

Thus, the signal detection measures described below should be interpreted cautiously and with 

reference to the true and false memory count data. 

 

These scores were subjected to the same regression model as above, and the coefficients are reported 

in Table 4. Both models were significant (d’: F(7,1186) = 8.30, p < .001, R2 = .05; criterion: (F(7,1186) = 

12.93, p < .001, R2 = .07). As expected, greater Brexit-related subject knowledge was significantly 

associated with sensitivity: participants who were more knowledgeable about Brexit were better able 

to distinguish between memories for true and false stories, but there was no effect of self-reported 

engagement on this measure. Both subject knowledge and engagement significantly affected 

response bias: participants who knew more or were more engaged with the Brexit debate were more 

likely to report a memory of a story, regardless of whether it was true or false.  
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CRT scores were negatively associated with response bias, such that participants who were more 

analytical reported fewer memories; however, analytical reasoning was not significantly associated 

with sensitivity. Cognitive ability, ideological congruency and identity threat were not significantly 

associated with response bias or sensitivity. 

 

Identification of fake stories 

At the end of the experiment, participants were warned they may have been exposed to fake news 

and were asked to select any stories they believed were fabricated from a list of all of the stories they 

had previously seen. Participants identified a mean of 1.70 stories as fake (SD = 1.14, range = 0-6). The 

Wikileaks story was identified as fake by 479 (36.87%) of participants, and the election tampering 

story was selected by 696 (53.58%). Selection of the true stories as fake ranged from 4.23% for the 

story about the falling value of the pound, to 46.57% for the story about Jeremy Corbyn in a 

Photoshopped chicken suit. Participants were significantly less likely to identify the fabricated stories 

as fake if they had originally reported remembering the event; for the Wikileaks story, 22.62% of 

people who originally recalled the event identified the story as fake, compared with 47.44% of those 

who did not remember it (excluding those who reported a mere belief in the event; 2 (1) = 63.02, N 

= 1090, p < .001, V = 0.24). For the election tampering story, 29.33% of those who remembered the 

event subsequently identified the story as fake, compared with 67.45% of those who did not report 

remembering the event (2 (1) = 141.71, N = 1152, p < .001, V = 0.35). 

 

To determine the factors that affected participants’ ability to correctly identify the fake stories, we 

computed d’ as the difference between the standardised hit rate (proportion of fake stories correctly 

identified as fake) and false alarm rate (proportion of true stories incorrectly identified as fake). These 

values were entered into a multiple linear regression with the predictors (1) Brexit subject knowledge 

test score; (2) subjective importance of referendum outcome; (3) engagement with the Brexit debate; 

(4) Wordsum score, (5) CRT score, (6) ideological congruency of fabricated stories and (7) video threat 
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condition. As above, participants who reported having seen the CRT and Wordsum questions before 

were excluded. The model was significant (F(7, 1186) = 16.50, p < .001, R2 = .09); see Table 5 for 

regression coefficients. Participants’ ability to correctly identify the false stories was significantly 

impaired by the ideological congruency of the fake stories they had seen, such that participants who 

viewed stories that reflected poorly on the opposing side were considerably less likely to accurately 

discriminate between true and fake stories. Identification ability was enhanced among participants 

with greater Brexit subject knowledge and higher CRT scores, though the effect of CRT score was 

relatively weak. There was no significant effect of engagement with the Brexit debate, subjective 

importance of the outcome, Wordsum score or threat condition. 

 

[Insert Table 5 here] 
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DISCUSSION 

This study investigated factors that influence the development of false memories from partisan fake 

news. Participants each viewed two fabricated stories, one describing election tampering during the 

2016 Brexit referendum and another describing a Wikileaks report of illegal campaign donations. 

Overall rates of false memory were consistent with previous research on rich false memories (Scoboria 

et al., 2017): each fabricated story was remembered by approximately 22-35% of participants, and 

44% of participants reported a false memory for at least one story. Importantly, many participants 

reported details of their false memories, including the source of the news story and their emotional 

reaction on first hearing about the fabricated scandals. Approximately 70% of participants in the 

present sample were classified as “Remainers”, a considerably higher rate than the 48% of UK voters 

who voted to Remain in the 2016 Brexit referendum. This is likely an artefact of the recruitment 

methods used in the present study; participants on crowdsourcing platforms such as Prolific (used in 

the present study) or MTurk tend to be younger, better educated and more liberal than the general 

population (Levay et al., 2016; Peer et al., 2017; Stewart et al., 2017), all factors which differed 

between Leave and Remain supporters in the present study. This over-representation of Remain 

supporters is unlikely to have had any impact on our findings however, as our primary analyses 

collapsed across Leavers and Remainers to evaluate effects of ideological congruency.  

 

As predicted, participants were more likely to falsely recall ideologically congruent fake news. 

Specifically, Remain voters were more likely to recall fabricated stories implicating the Leave side in 

wrongdoing, and vice versa; it is however important to note that the magnitude of this effect was 

smaller than those reported elsewhere (Frenda et al., 2013; Murphy et al., 2019). Previous research 

has suggested that presenting a threat to social identity increases motivated reasoning and enhances 

the individual’s desire to derogate the opposition (Branscombe et al., 1999). Here we presented 

participants with a video purporting to be an Australian TV news report, in which either Leave or 

Remain voters were described in unflattering terms. We expected that viewing the version of the 
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video that was insulting to the participant’s own group would increase false memories about the 

opposing group. A significant interaction was not however observed in our preregistered analysis, in 

which false memories were operationalised as either a specific or non-specific memory of the false 

events. The interaction effect strengthened as false memories were defined more conservatively in 

exploratory analyses; when analysis was restricted to specific memories only – that is, stories for which 

participants reported having seen or heard about the event – a modest interaction between 

ideological congruency and threat condition was observed, such that the effect of ideological 

congruency was only observed among those who viewed the threat to their own side.  

 

Based on these results from exploratory analysis, we cautiously suggest that when participants viewed 

a video that insulted their social group, they may have experienced cognitive dissonance as a result of 

the conflict between their positive view of their in-group and the negative assessment presented in 

the video. Cognitive dissonance is often described a state of psychological discomfort caused by 

holding conflicting cognitions, but it is also understood to be a motivational state that prompts the 

individual to alleviate the discomfort by removing or changing one of the conflicting cognitions, or by 

adding a new cognition to resolve the conflict (Elliot & Devine, 1994; Festinger, 1957). When faced 

with information that is threatening to one’s sense of self, this dissonance may be resolved by creating 

new cognitions that justify the behaviour of the in-group or derogate members of the out-group 

(Gawronski, 2012). Resolving the dissonance can sometimes result in memory distortion, such as 

when participants who are forced to espouse attitudes they disagree with later misremember their 

initial attitudes as being closer to the position they have just articulated (Rodriguez & Strange, 2015). 

Thus, we propose that participants in the present experiment were driven to resolve the cognitive 

dissonance created by the threatening video by preferentially recalling fake news stories that 

derogated the opposing campaign; the same cognitive process may have suppressed the construction 

of memories for events that reflected poorly on the participant’s own side. We speculate that similar 
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effects might also be observed for true memories, with preferential recall of ideologically congruent 

events, though the present study was not designed to test this hypothesis.  

 

The interaction between ideological congruency and video threat condition was small, and only 

emerged as statistically significant when we applied the most conservative definition of a false 

memory. When the definition of memory included non-specific memories (as planned in our 

preregistration) or false beliefs, no significant interactions were observed, although a clear effect of 

ideological congruency remained. While false memories arise through a relatively effortful 

constructive process, often as a result of source confusion (Hyman & Kleinknecht, 1999; Mazzoni et 

al., 2001; Strange et al., 2005), false beliefs may come about through a simple evaluation of the 

plausibility of the story (Mazzoni & Kirsch, 2002). Indeed, Scoboria et al. (2004) suggest that, under 

most circumstances, plausibility is a prerequisite for belief in the occurrence of an event, which is itself 

a prerequisite for memory. We therefore speculate that forming a false belief does not require the 

same cognitive effort as forming a false memory; thus, the effects of ideological congruency were 

observed even in the absence of the additional cognitive dissonance provided by the threatening 

video. By the same token, the extra cognitive effort required to form a specific, detailed memory may 

explain why the effects were stronger when analysis was restricted to specific memories only. This 

explanation is purely speculative, and further confirmatory research will be required to support it, 

perhaps by explicitly manipulating the level of specificity with which participants are asked to recall 

fabricated events. Future research might also examine whether more consistent effects are observed 

following stronger manipulations of identity threat. Our manipulation checks demonstrated that 

participants found the video about their own group to be surprising, insulting and biased, but it is 

possible that even subtle alterations – for example, including subtitles to reinforce the threatening 

message – would induce a more polarising effect.  
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Our second research question concerned the role of individual differences in cognitive ability and 

analytical reasoning, as well as participants’ knowledge, interest and engagement in the Brexit debate. 

We discuss the cognitive variables later in this section; considering the knowledge and engagement 

variables, our initial preregistered analysis indicated that the number of false memories was positively 

associated with self-reported engagement in the Brexit debate, defined as engagement with 

traditional media, social media and conversations with friends and family on the topic. Interestingly, 

objectively assessed knowledge about Brexit did not affect false memory formation, in contrast with 

previous reports relating expertise to increased false memories (Baird, 2003; Castel et al., 2007; Mehta 

et al., 2011); however, the data supported prior evidence that self-reported interest in a topic 

increases the rate of false memories (O’Connell & Greene, 2017). A source monitoring interpretation 

of these data (Johnson et al., 1993; Mitchell & Johnson, 2000) might suggest that a more developed 

schema, arising from increased knowledge or frequent engagement with a topic, creates multiple 

overlapping memory traces which may be activated by a novel (but related) story, triggering a sense 

of familiarity, and thence a constructed memory of the event. This account might predict that the false 

memory rate would be positively correlated with both objectively assessed knowledge and self-

reported engagement, in contrast with the dissociation observed here. In interpreting the effects of 

engagement with the topic, it may be better to consider the possibility that participants are simply 

overclaiming, or imposing a very low threshold for reporting a memory, in line with previous evidence 

that fake news acceptance is associated with a general tendency to overclaim one’s knowledge 

(Pennycook & Rand, 2018). 

 

To further investigate this question, we conducted exploratory signal detection analysis. Brexit subject 

knowledge was significantly associated with response bias, such that more knowledgeable 

participants were more likely to respond that they remembered any given story. Subject knowledge 

also increased sensitivity, suggesting that knowing more about the topic led participants to report 

more memories for the true stories while being somewhat less susceptible to false memories for the 
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fabricated stories. Interestingly, self-reported engagement with the Brexit debate was not associated 

with sensitivity, but was associated with response bias. Thus, participants who were more interested 

and engaged in the topic were more likely to report a memory for any given story, but were not better 

able to discriminate between memories for true and false stories. These data lend support to the 

overclaiming hypothesis described above, suggesting that the likelihood of forming a false memory in 

response to a fake news story is influenced by the individual’s desire to seem well-informed, rather 

than by their actual level of knowledge (cf. Mehta et al., 2011). In this study, subject knowledge was 

assessed via an objective test, while engagement was self-reported; given the highly topical nature of 

the Brexit debate, and the overclaiming issues described above, it is possible that participants who 

wished to present themselves as knowledgeable and engaged may have over-reported their actual 

engagement with media and discussions on the subject. In further investigating the contribution of 

subject knowledge, interest and engagement, future researchers may therefore wish to obtain an 

objective measure of engagement to tease apart effects of the self-report nature of the measure from 

the underlying construct being assessed. 

 

Higher scores on measures of cognitive ability and analytical reasoning were associated with a reduced 

tendency to report false memories. This finding appears to support the suggestion that failures of 

analytical reasoning underlie the perceived truthfulness of fake news (Pennycook & Rand, 2019), and 

that cognitive ability is an important factor in the generation of false memories (Murphy et al., 2019). 

These results are also in line with research identifying cognitive ability as a critical factor in eyewitness 

susceptibility to misinformation (Greene et al., 2020; Zhu et al., 2010). Cognitive ability was assessed 

using the Wordsum, which is highly correlated with full-scale IQ, but it is important to note that there 

are some limitations to employing a vocabulary-based measure of cognitive ability. First, the Wordsum 

assesses crystallised rather than fluid intelligence (Malhotra et al., 2007) and is therefore partially 

confounded with education and socioeconomic status. Second, there is the possibility of 

underestimating the cognitive ability of individuals whose English-language skills do not match their 
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general level of intelligence. This may be the case for people who speak English as a second language, 

(although approximately 97% of our participants reported English as their first language), or for people 

with a specific language impairment or learning disability (e.g. dyslexia).  

 

Once more, we can look to the signal detection measures for a deeper understanding of the processes 

underlying effects of cognitive ability and analytical reasoning. General cognitive ability did not have 

a significant effect on either signal detection measure. In contrast, analytical reasoning (measured 

using the CRT) was associated with response bias, such that more analytical respondents were less 

likely to report a memory for any given story, but it was not significantly associated with the 

differential reporting of true vs. false memories (i.e. sensitivity). Thus, it appears that analytical 

reasoning increased participants’ overall suspicion towards the stories, and therefore decreased false 

memories, but did not make participants better at discriminating between memories for true and false 

stories. 

 

In applying a signal detection approach to this study of false memories, we recognise that the present 

experiment differs from a traditional recognition memory paradigm in which the experimenters have 

control over participants’ previous exposure to stimuli (e.g. Lockhart & Murdock, 1970; Morrell et al., 

2002; Wixted, 2007). Here, participants may or may not have encountered the true stories in their 

day-to-day lives, adding uncertainty to the calculation of hits (since participants may correctly report 

that they do not remember a true story if they have simply never encountered it). Moreover, as noted 

in the Results section, the signal detection analyses rely on responses to a small number of items, and 

may thus be relatively unstable (Pastore & Scheirer, 1974). These data should therefore be interpreted 

with caution. Despite these caveats, signal detection measures provide valuable information about 

participants’ interaction with the stimuli used in this experiment, allowing us to separate an 

individual’s threshold for ‘remembering’ a story from their ability to discriminate true from false. This 

is particularly important as raw estimates of misinformation acceptance (whether measured as false 
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memories or false beliefs) may be biased by a respondent’s overall degree of scepticism or credulity, 

a trait sometimes referred to as ‘reflexive open-mindedness’ (Pennycook et al., 2015; Pennycook & 

Rand, 2018). 

 

The false memories reported in this study were remarkably resistant to post-exposure warnings about 

fake news; participants who initially reported a memory of a fabricated story were less than half as 

likely to identify that story as fake when asked to select the fabricated stories from a list. The effects 

of ideological congruency were similarly persistent; participants were considerably worse at correctly 

identifying fake stories during debriefing if the fabricated stories they had seen reflected poorly on 

their out-group. This replicates our previous findings in a similar study (Murphy et al., 2019), and 

underscores concerns about the effectiveness of post-exposure fact-checking (Young et al., 2018). As 

with initial reporting of false memories, better Brexit subject knowledge and higher levels of analytical 

reasoning increased identification accuracy, suggesting that these factors are beneficial regardless of 

whether participants have been alerted to the presence of fake news. 

 

The data presented in this paper demonstrate the ease with which false memories can be formed 

from fabricated news stories, and emphasise the importance of both social and personal factors in 

determining how and when an individual will fall for fake news. As noted above, UK citizens are 

regularly subjected to social identity threats in the form of media coverage that derogates either 

Leavers or Remainers. The same is true in other polarised political contexts, where people frequently 

encounter insulting content about groups with which they identify. Our study provides suggestive 

evidence that exposure to a social identity threat may enhance motivated reasoning and increase the 

tendency to form false memories for events that reflect poorly on the out-group while protecting the 

in-group. Because false memories can have significant consequences for real-world behaviour (Laney 

& Loftus, 2017), this has implications both for the historical recollection of political events and for the 

integrity of political contests and elections. To provide a recent example, the latter half of 2020 saw 
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protests across the United States and around the world in response to police brutality against Black 

people and other people of colour. Very rapidly, existing social and political identities coalesced 

around distinct media narratives, supporting either the protestors or the police, and misinformation 

spread through social media. The data presented in this paper suggest that observers’ memories of 

these kinds of political events are likely to be shaped along ideological lines, leading to conflicting sets 

of recollections with implications for downstream behaviour. Perhaps the most important message to 

take from these data is that people are more likely to form false memories in response to fake news 

that reflects poorly on an opposing group, and by extension, reflect well on their own group. This 

might be especially true when people’s group identity feels threatened. Importantly, our data also 

show that individual differences in a range of factors predict susceptibility to misinformation, 

demonstrating that group membership is not the sole determinant of who will fall for partisan fake 

news.  
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TABLES 

Table 1. Comparison of demographic and cognitive variables between Leavers and Remainers 

  Leavers 

M (SD) 

Remainers 

M (SD) 

Comparison 

Age   39.98 (13.20) 34.64 (11.89) t(1220) = 6.91, p < .001, d = 0.43 

Gender    2 (2) = 0.84, N = 1222, p = 0.66, V = 0.03 

 Male  N = 130 (36.21%) N = 296 (34.30%) 

 Female  N = 228 (63.51%) N = 562 (65.12%)  

 Other  N = 1 (0.28%) N = 5 (0.58%)  

Education    U(NLeave = 359, NRemain = 863) = 107745.5, p < 

.001, rbiserial = -0.30  No formal education   N = 2 (0.56%) N = 1 (0.12%) 

 Primary school  N = 1 (0.28%) N = 1 (0.12%) 

 GCSEs/O-Levels  N = 78 (21.73%) N = 64 (7.42%) 

 A-levels  N = 62 (17.27%) N = 114 (13.21%) 

 Some college/university  N = 86 (23.96%) N = 160 (18.54%)  

 Undergraduate degree   N = 102 (28.41%) N = 363 (42.06%)  

 Postgraduate degree  N = 25 (6.96%) N = 142 (16.45%)  

 Doctoral degree  N = 3 (0.84%) N = 18 (2.09%)  

Liberal-Conservative  5.46 (1.58) 3.50 (1.54) t(1220) =  20.06, p < .001, d = 1.26 

Importance of Brexit outcome  6.60 (1.80) 7.13 (1.63) t(1220) = -4.95, p < .001, d = -0.31 
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Engagement (media/social 

media/family & friends)  

3.20 (0.88) 3.48 (0.82) t(1220) = -5.32, p < .001, d = -0.33 

Brexit subject knowledge   6.86 (2.12) 7.02 (2.08) t(1219) = -1.22, p = .22, d = -0.08 

Wordsum score   6.85 (1.78) 7.27 (1.77) t(1218 = -3.76, p < .001, d = -0.24 

CRT Score   2.94 (1.92) 3.43 (1.94) t(1215) = -4.02, p < .001, d = -0.25 

True stories remembered  1.92 (1.12) 2.03 (1.02) t(1220) = -1.64, p = .10, d = -0.10 

False stories remembered  0.55 (0.69) 0.54 (0.67) t(1220) = 0.06, p = .95, d = 0.004 
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Table 2. Responses to fabricated and true stories: Number and percentage of participants who endorsed each response option 

  Fabricated stories 

Response 

 Wikileaks:  

Leave 

Wikileaks:  

Remain 

Election tampering: 

Leave 

Election tampering: 

Remain 

I remember seeing/hearing about this   147 (22.83%) 100 (15.27%) 139 (21.58%) 115 (17.56%) 

I don’t remember seeing/hearing about this, but I 

remember it happening  

 

64 (9.94%) 56 (8.55%) 35 (5.43%) 52 (7.94%) 

I don’t remember this, but I believe it happened   109 (16.93%) 100 (15.27%) 72 (11.18%) 75 (11.45%) 

I remember this differently   22 (3.42%) 29 (4.43%) 9 (1.4%) 10 (1.53%) 

I don’t remember this   302 (46.89%) 370 (56.49%) 389 (60.4%) 403 (61.53%) 

 

Total N 

 

644 655 644 655 

  

 

 

   

  True stories 

  Jeremy Corbyn Value of pound Mike Pence Ford factory 

I remember seeing/hearing about this   428 (32.95%) 913 (70.28%) 208 (16.01%) 615 (47.34%) 

I don’t remember seeing/hearing about this, but I 

remember it happening  

 

87 (6.7%) 91 (7.01%) 114 (8.78%) 109 (8.39%) 

I don’t remember this, but I believe it happened   135 (10.39%) 133 (10.24%) 225 (17.32%) 218 (16.78%) 

I remember this differently   54 (4.16%) 32 (2.46%) 17 (1.31%) 47 (3.62%) 

I don’t remember this   595 (45.8%) 130 (10.01%) 735 (56.58%) 310 (23.86%) 

 

Total N 

 

1299 1299 1299 1299 

      



 52 

Table 3. Correlation coefficients for individual differences measures 

 Brexit 

subject 

knowledge  

Engagement  
Importance 

of outcome  

Wordsum 

score  

CRT 

score  

Brexit subject knowledge  —     

Engagement  0.22** —    

Importance of outcome  0.25 0.4** —   

Wordsum score  0.42** 0.18** 0.19** —  

CRT score  0.35** 0.05 0.07* 0.36** — 

*p < .05 

**p < .001 
     

 



 53 

Table 4. Regression coefficients for effects of individual differences measures on false memory 

count, true memory count, sensitivity (d’) and response bias (criterion), controlling for ideological 

congruency and threat condition.  

       95% CI (B) 

 Predictor B  SE (B) † Wald 2 p  Lower  Upper  

False memory counta        

 (Intercept)  -0.66 0.25 0.52 7.08 .008 -1.14 -0.17 

 Brexit subject knowledge  -0.01 0.02 0.99 0.19 .66 -0.05 0.03 

 Engagement*  0.21 0.05 1.23 16.58 < .001 0.11 0.31 

 Importance of outcome  -0.003 0.031 0.99 0.02 .90 -0.05 0.05 

 Wordsum score*  -0.05 0.02 0.95 4.87 .03 -0.10 -0.006 

 CRT score* -0.07 0.02 0.93 9.57 .002 -0.11 -0.025 

 Ideological congruency -0.12 0.08 0.88 2.46 .12 -0.28 0.03 

 Threat condition 0.16 0.08 1.17 3.81 .051 -0.001 0.31 

        

True memory countb        

 (Intercept)  0.82 0.18  4.52 < .001 0.46 1.17 

 Brexit subject knowledge*  0.08 0.02 0.17 5.23 < .001 0.05 0.12 

 Engagement*  0.21 0.04 0.17 5.54 < .001 0.14 0.29 

 Importance of outcome  0.02 0.02 0.04 1.28 0.20 -0.01 0.06 

 Wordsum score  -0.02 0.02 -0.03 -0.81 0.42 -0.05 0.02 

 CRT score* -0.05 0.02 -0.09 -2.76 0.01 -0.08 -0.01 

 Ideological congruency -0.03 0.06 -0.02 -0.55 0.58 -0.15 0.08 

 Threat condition .005 0.06 0.003 0.09 0.93 -0.11 0.12 

         

Sensitivity (d’)b        

 (Intercept) -1.12 0.21  -5.32 < .001 -1.54 -0.71 

 Brexit subject knowledge* 0.09 0.02 0.15 4.69 < .001 0.05 0.13 

 Engagement  0.03 0.04 0.02 0.72 0.47 -0.06 0.12 

 Importance of outcome  0.03 0.02 0.04 1.13 0.26 -0.02 0.07 

 Wordsum score  0.03 0.02 0.04 1.35 0.18 -0.01 0.07 

 CRT score  0.01 0.02 0.02 0.60 0.55 -0.03 0.05 

 Ideological congruency -0.13 0.07 -0.05 -1.89 0.06 -0.27 -0.007 
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 Threat condition 0.13 0.07 0.05 1.86 0.06 -0.007 0.005 

         

Response bias (criterion)b        

 (Intercept) -0.82 0.17  -4.79 < .001 -1.15 -0.48 

 Brexit subject knowledge* 0.06 0.02 0.12 3.68 < .001 0.03 0.09 

 Engagement* 0.23 0.04 0.20 6.46 < .001 0.16 0.30 

 Importance of outcome  0.02 0.02 0.03 0.91 0.36 -0.02 0.05 

 Wordsum score  -0.03 0.02 -0.06 -1.82 0.07 -0.07 0.002 

 CRT score* -0.06 0.02 -0.12 -3.80 < .001 -0.09 -0.03 

 Ideological congruency 0.03 0.06 0.01 0.45 0.65 -0.08 0.13 

 Threat condition -0.06 0.06 -0.03 -1.00 0.32 -0.17 0.05 

 * Significant predictor (p < .05) 
a Poisson regression 
b Linear regression 
†For Poisson regressions (i.e. false memory count),  (Exp (B)) is given as 1 for no effect, with values 
> 1 for positive effects and < 1 for negative effects.  For linear regressions (i.e. true memory count), 

 is given as 0 for no effect with values < 0 for negative effects and > 0 for positive effects. 
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Table 5. Regression coefficients for discrimination between true and fake stories (d’ values) when 

asked to identify the fake stories from a list 

      95% CI 

 B  S.E. (B)    t  p  Lower  Upper  

(Intercept)  -1.26 0.23  -5.43 < .001  -1.72 -0.81 

Brexit subject knowledge  0.12 0.02 0.19 5.85 < .001  0.08 0.16 

Engagement  0.02 0.05 0.01 0.41 0.68 -0.08 0.12 

Importance of outcome  0.01 0.02 0.02 0.61 0.54 -0.03 0.06 

Wordsum score  0.04 0.02 0.05 1.66 0.10 -0.007 0.09 

CRT score  0.04 0.02 0.06 2.00 0.05 0.001 0.08 

Ideological congruency -0.43 0.08 -0.16 -5.60 < .001  -0.57 -0.28 

Threat condition 0.07 0.08 0.02 0.87 0.38 -0.08 0.21 
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FIGURES 

 

 

 

Figure 1. Inflammatory quotes from videos designed to present an identity threat to Leave voters (top 

row) and Remain voters (bottom row). 
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Figure 2. Proportion of participants who reported a specific memory, non-specific memory, or belief 

for ideologically congruent and incongruent stories 
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Figure 3. Number of false memories or beliefs reported for fabricated news stories as a function of ideological congruency and threat condition. (a) Specific 

memories only; (b) specific and non-specific memories, per our preregistered plan; (c) all memories and beliefs. Error bars represent standard error of the 

mean.  

*p < .05 
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FIGURE LEGENDS 

 

Figure 1. Inflammatory quotes from videos designed to present an identity threat to Leave voters (top row) and Remain voters (bottom row). 

 

Figure 2. Proportion of participants who reported a specific memory, non-specific memory, or belief for ideologically congruent and incongruent stories 

 

Figure 3. Number of false memories or beliefs reported for fabricated news stories as a function of ideological congruency and threat condition. (a) Specific 

memories only; (b) specific and non-specific memories, per our preregistered plan; (c) all memories and beliefs. Error bars represent standard error of the 

mean. *p < .05 

 


