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Abstract
Developing early-warning sensor-based maintenance systems for ageing railway infrastructure, such as masonry arch bridges, 
can be a challenging task due to the difficulty of identifying degradation/damage as the source of small, gradual changes in 
sensor data, as opposed to other environmental and loading effects. This paper offers a new method of applying statistical 
modelling and machine learning to enhance the interpretation of fibre optic sensing data, and, therefore, improve deteriora-
tion monitoring of railway infrastructure. Dynamic strain and temperature monitoring data between 2016 and 2019 from a 
fibre Bragg grating (FBG) network installed in a Victorian railway viaduct are first presented. The statistical shape analysis 
adopted in this study is modified to track changes in the shape of FBG signals directly linked to train speed and dynamic 
strain amplitudes. The method is complemented by a support vector machine, which is trained to identify different classes of 
trains. After distinguishing train types, dynamic strain was found to be clearly correlated to temperature, verifying previous 
findings. No correlation with train speed was observed. The integrated system is then able to compensate for changes in the 
structural performance due to variations in train loading and ambient temperature, and identify changes in dynamic defor-
mation caused by degradation, in an order comparable to the signal noise (± 2 micro-strain). As a result, the new procedure 
is shown to be capable of detecting small magnitudes of local degradation well before this degradation manifests itself in 
typical global measures of response.

Keywords  Asset management · Masonry structures · Fibre optics · Shape analysis · Bridges

1  Introduction

Maintenance management of infrastructure networks has 
been a challenging task for civil asset owners. While the 
number of deteriorating structures in a network increases 
exponentially every year, the structural assessment of a 
single asset, for instance a railway or a motorway bridge, 
still requires significant effort, time and cost. The structural 

assessment in everyday engineering practise is a complex 
process that may include frequent site inspections, sensing 
and surveying monitoring, non-destructive testing, material 
characterisation testing and structural modelling.

Optimising this process to evaluate local material dete-
rioration and global structural performance appears particu-
larly challenging for ageing infrastructure. Masonry railway 
bridges for instance, which comprise around 50–60% of the 
UK and European rail stock [1, 2], provide an example of 
civil assets where structural assessment based on common 
practices is characterised by a high level of uncertainty. One 
of the main reasons is the unilateral, nonlinear behaviour 
of masonry due to its inherently discontinuous nature. The 
difficulty of modelling masonry has led to the develop-
ment of a wide range of simplified and advanced modelling 
approaches. These approaches may treat masonry as contin-
uous or discontinuous medium, capturing each time different 
aspects of its response in the micro or macro scale [3, 4]. 
Another difficulty is the assessment of the influence of the 
backfill material, which significantly influences the stability 
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of the arch barrel. As before, a wide range of simplified 
and advanced modelling approaches exist to account for the 
backfill effect [5–9]. Moreover, most of these structures have 
been built more than a century ago, before the enforcements 
of building codes and design details are unknown. Destruc-
tive testing is often avoided in case of structures with cul-
tural value, which limits further engineers to choose reliably 
material parameters for modelling. Furthermore, the long 
deformation and loading history of the structure over the 
decades is unknown due to the absence of monitoring data.

Due to these modelling challenges, measurement-based 
assessment and maintenance procedures appear attractive. 
For example, the use of accelerometers for vibration-based 
damage detection has been at the forefront of research for 
the SHM of bridges [10–12] over the last decades. In the 
case of masonry bridges though, identifying damage by 
tracking changes in the modal or frequency domain is more 
challenging. Masonry arch bridges are relatively stiff, are 
highly indeterminate, and often contain a significant number 
of cracks, which poses challenges for modal identification-
based damage methods.

Recently, different techniques for distant monitoring have 
been proposed for these structures: long-term deformation 
and distortions in geometry can be identified through LiDAR 
data [1, 13–15]; image-based crack detection algorithms can 
facilitate inspection of heritage masonry structures [16]; 
field digital image correlation (DIC) can be used to monitor 
dynamic displacements [17]. These surveying technologies 
can offer rapid structural assessment solutions and a good 
first understanding of the overall response of the structure. 
For continuous long-term deterioration monitoring though, 
and considering the difficulties to evaluate the structural 
performance discussed before, higher accuracy is required.

Following this reasoning, a fibre optic monitoring system 
was trialled to monitor a masonry railway bridge in Leeds, UK 
[18]. Subsequently, this trial was improved to an autonomous, 
remote, multi-sensing system to monitor long-term degrada-
tion [19–21]. The main component of the system is a network 
of fibre Bragg grating (FBG) sensors that monitors distrib-
uted dynamic strain along three arch spans of the bridge. The 
system is complemented by acoustic emission (AE) sensors 
and high-sensitivity accelerometers. A preliminary statistical 
analysis of FBG strain and temperature data over a period of 
two years indicated changes of dynamic strain due to cyclic 
temperature variations and material degradation [20, 21]. A 
more recent FBG deployment on a skewed arch railway bridge 
in UK showed that with FBG networks, monitoring of mul-
tiple aspects of the structural behaviour of masonry railway 
bridges can be achieved, including visualisation of the flow 
of forces under train loading [22].

Following these deployments and recent research 
efforts on self-sensing composite bridges with embedded 
FBGs combined with statistical modelling [23], this paper 

examines the use of statistical shape analysis (SSA) [24] 
to enhance damage detection and structural assessment of 
ageing railway infrastructure assets monitored with fibre 
optics. The method is appealing for railway bridge monitor-
ing, where repeated loading from specific train type corre-
sponds to a signature response of the bridge, which results 
in FBG signals of similar ‘shape’, as will be discussed in the 
following sections.

In this paper, SSA is used to track changes in the shape 
of FBG signals at multiple locations in a masonry railway 
bridge in Leeds, UK. Section 2 discusses the bridge pathol-
ogy, the sensing system and FBG data, together with previ-
ous findings from a train classification algorithm combined 
with statistical analysis. Section 3 introduces SSA, and 
more specifically, the ordinary procrustes analysis (OPA), 
and shows how this method can be adapted for railway asset 
monitoring, to account separately for changes in the shape of 
signals due to variations in train speed and dynamic strain. 
Section 4 presents the results of SSA, complemented by a 
trained support vector machine (SVM) model. Furthermore, 
the section investigates how identification of strain changes 
related to mechanical damage can be distinguished from 
environmental effects. Based on these findings, the paper 
discusses that distributed sensing approaches, such as high-
sensitivity fibre optic networks, combined with data analyt-
ics, may enable a much finer level of deterioration monitor-
ing. Finally, Sect. 5 summarizes the conclusions of the study.

2 � Case study: the Marsh Lane Bridge

2.1 � Bridge pathology and the fibre optic sensing 
system

The Marsh Lane Bridge is a typical Victorian viaduct in the 
UK, located next to the Eastern entrance of Leeds Railway 
Station, near the city centre. The bridge was constructed 
between 1865 and 1869 [25]. Today it carries two electri-
fied tracks with a traffic load that exceeds 200 trains per 
day, ranging from typical passenger trains to multi-wagon 
freight trains. Figure 1-left shows the Northern side of the 
investigated section of the bridge, which comprises Arches 
37, 38 and 39.

The bridge appears significantly damaged due to the 
increase of the operational train loads over the last dec-
ades and due to environmental effects. For this reason, it 
was repaired in 2015 by filling the relieving arches of the 
piers with concrete and installing steel ties to arrest the 
transverse movements of the piers and spandrel walls, as 
shown in Fig. 1-right. Figure 2 is the plan view of the bridge 
showing with red lines the main cracks observed under the 
arches. The most severe damages are concentrated over the 
relieving arches at the centre of the piers due to a spreading 
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mechanism that forces the relieving arch keystone to descend 
and the pier walls to bow outwards [18]. The pier between 
Arches 37 and 38 is surrounded by transverse cracks at the 
level where the backing meets the backfill material (see 
Fig. 1-right). These cracks are due to the intense out-of-
plane rocking response of the pier under train loading before 
the 2015 retrofit [18]. In the longitudinal direction, separa-
tion cracks between the spandrel walls and the arch barrels 
are observed in Arches 37 and 38 as well as a longitudinal 
crack in Arch 37 develops below the North railway track.

In July 2016, a few months after the bridge repair, a 
network of FBG strain sensors was installed underneath 
Arches 37 and 38, allowing for the detailed study of their 
dynamic deformation [18]. In November, 2017, this proof-
of-concept, temporary monitoring installation was replaced 
by a permanent FBG monitoring installation [19–21] under-
neath Arches 37, 38 and 39, shown in Fig. 2, to assess the 
long-term effectiveness of the 2015 retrofitting intervention 
and to monitor bridge deterioration. In Fig. 2, the blue lines 
along the longitudinal and transverse direction of the bridge 

Fig. 1   Left—Northern view of the Marsh Lane Viaduct in Leeds, UK. Right—Closer view of the pier between Arches 38 and 39, showing the 
2015 retrofit

Fig. 2   Plan view of the investigated section of the bridge, showing the main damages and location of the fibre Bragg grating network
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correspond to the FBG network of strain sensors and the 
black triangles to FBG temperature sensors.

A close view of the FBG strain and temperature sensors is 
offered in Fig. 3. In the case of strain sensors, the fibre optic 
cable is pre-tensioned and the Bragg gratings are located 
between aluminium clamps. In that way, every FBG sensor 
measures strain variation between two fixed points, which 
are about 1 m apart.

There are various ways of measuring temperature with 
FBGs. A common method is to have a loose bare fibre in 
an enclosure (tube), which can expand thermally without 
any influence of external constraints. This is appropriate 
when sensors are embedded into concrete structures (see 
for instance [26] and references reported therein). Another 
method is to have the FBG bonded with a uniform solid, usu-
ally metal, which expands thermally and transfers the result-
ing strain to the fibre (such as the commercially available 
Temperature Compensation FBG sensors that are adjusted 
to steel ‘carriers’). These are appropriate for surface mount-
ing applications.

The FBG temperature sensor developed for this study 
(see Fig. 3-bottom left) consists of two machined rectangle 
aluminium plates with a tight groove fitted around the cable, 
screwed together. The clamps are long enough to transfer 
strain due to thermal expansion of the aluminium, while the 
cable that exits the clamp is loose to omit any influence of 
structural deformation.

The temperature clamps were calibrated in a TX 150 
Grant water bath at the laboratory of the Centre for Smart 
Infrastructure and Construction (CSIC), University of 
Cambridge, UK. The relationship between the normalised 
wavelength change and temperature was linear and the slope 
obtained was 24.25 10–6/oC, which is a typical value of the 
thermal expansion coefficient of aluminium, as expected.

The FBG network shown in Fig. 2 comprises: 47 strain 
sensors in the longitudinal direction; 17 strain sensors in the 
transverse direction; 4 sensors attached to steel wires that 

connect the springings of Arch 37 and Arch 39, which are 
located underneath the longitudinal strain sensors arrays, to 
measure variations in arch span (see also Fig. 4-top); and 
lastly, 5 temperature sensors.

The dynamic strain variations in the bridge are calculated 
based on the following equation:

where Δε is the relative strain change, λο is the original trans-
mitted wavelength, which is constant for each FBG strain 
sensor, Δλ is the instantaneous wavelength shift, and ρ is the 
photo-elastic constant.

A typical theoretical value of the photo-elastic constant 
of the FBG sensors at 1550 nm wavelength is ρ = 0.22 [27]. 
In practise, some deviations may exist. To derive the actual 
value of the fibre optic sensors installed in the bridge, cali-
bration tests were performed at the laboratory of CSIC, 
University of Cambridge, UK. In particular, the sensors 
were batch calibrated at constant temperature of 20  °C 
on a strain rig, which consists of a 1.6-m rigid aluminium 
I-beam mounted with a Pi M-414 1PD linear stage, a PIC-
863 DC motor controller and clamps specifically design for 
the 2 mm cable used here. The linear stage has an accuracy 
of 1 μm giving an overall estimated measurement accuracy 
of 10 μm. Strain was applied with the linear stage and the 
corresponding wavelength shift recorded to derive the strain 
coefficient, p. As expected, the relationship between the 
normalised wavelength change and strain was linear with a 
slope p = 0.77, and the derived photo-elastic constant used 
in Eq. (1) was estimated to be ρ = 1 − p = 0.23.

In this study, only transient dynamic strain variation dur-
ing a train loading is investigated. For the short period of one 
train loading, the temperature effect on wavelength variation 
is negligible [18].

The FBG sensors used in this study are draw tower grat-
ings (DTGs), with 6 μm core diameter, 125 μm cladding, 
250 μm Omocer coating, 20% mean reflectivity, FWHM 
0.1 to 0.2  nm, and manufactured at wavelength range 
1512–1588 nm. A 4-channel sm130 Optical Sensing Inter-
rogator of Micron Optics, Inc. was permanently installed in 
the bridge, offering 1 kHz sampling rate per sensor, and the 
achieved signal resolution is ± 2 micro-strain (με). A fibre 
optic cable of 20 FBG sensors was connected to each one of 
the four channels, offering 80 FBG sensors in total.

The monitoring system is autonomous and powered by 
a solar panel. The system data-logger is triggered by train 
loading and the data for each train passage are transmitted 
through 4G connection to the main server of the Depart-
ment of Engineering at the University of Cambridge (see 
also [19]).

(1)Δ� =
Δ�

�o(1 − �)
,

Fig. 3   Fibre Bragg grating strain and temperature sensor
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2.2 � Monitoring data

Figure 4 offers an overview of the bridge response and the 
various shapes of FBG signals under the most common 
train loadings. Figure 4-top presents schematically a typi-
cal strain sensor array on the North side of the bridge in the 

longitudinal direction. Four sensors are numbered, which 
correspond to the four columns of the graphs in Fig. 4. Loca-
tions 1, 2 and 3 correspond to the strain sensor between 
clamps A1 and A2 (near the arch springing), clamps A3 and 
A4 (near the quarter span), and A5 and A6 (near the half 
span), respectively. Location 4 corresponds to the sensor 

Fig. 4   FBG strain signals at four bridge location for the most common
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that measures strain of the steel wire which connects the 
arch springings, measuring the dynamic variation of the arch 
span.

The sensors are labelled according to (i) the arch number, 
(ii) the location of the sensor array, and (iii) the name of the 
adjacent clamps. For instance, the sensor in the longitudinal 
direction at the South side of Arch 38, which is between 
clamps A2 and A3, is labelled as 38SA2A3; the sensor in 
the transverse direction at the West side of Arch 37, which is 
between clamps T4 and T5, is labelled as 37WT4T5, and so 
forth. The sensors monitoring the span opening are indicated 
with the letters SP. For instance, the sensor that measures the 
opening of the North span of Arch 39 is labelled as 39NSP.

The signals presented in Fig. 4 are for the sensor array 
on the North side of Arch 37, which is the most severely 
damaged arch. In particular, the first column corresponds 
to sensor 37NA1A2, the second to 37NA3A4, the third to 
37NA5A6 and the fourth to 37NSP. In all plots, the trains 
are heading towards the East, using the North track. The 
first row of graphs corresponds to the most common type of 
passenger trains with two cars that cross the bridge, which 
are the Class 144 (red line) and Class 155/158 (black line). 
The second row corresponds to passenger trains with 3 cars, 
which are the Class 155/158 (green line), Class 170 (red 
line) and Class 185 (black line). The third row corresponds 
to the most common passenger train with 4 cars, which is the 
Class 222. There are more types of passenger trains crossing 
the bridge, but these signals represent the vast majority of 
the data. The most common train type is the 3-carriage Class 
185, which represents approximately the 50% of the records.

The graphs in the three first columns and three first rows 
have the same scale to allow direct comparison. All signals 
represent trains with approximately the same velocity. Nega-
tive values of the relative strain correspond to contraction 
and positive to expansion. Moving from location 1 to loca-
tion 3, the response gradually changes from fully compres-
sive at the springings to mostly tensile at the keystone. The 
passenger trains with 3 cars, and especially the most frequent 
train Class 185, cause the largest dynamic deformation. In 
the last column, the 37NSP sensor measures strain variations 
of the steel wire connecting the springings, and the response 
tends to be symmetric, with the negative and positive values 
corresponding to span closing and opening. The last row 
offers an example of a heavy multi-wagon freight train.

Figure 4 shows that each train has a signature response, 
which results in signals of characteristic shape in each loca-
tion. The number of peaks are associated with the number 
of cars. For instance, for all passenger train events in column 
3, the first positive peak corresponds to the moment when 
the first axle (of the first car) passes above the keystone, the 
last positive peak corresponds to the last axle (of the last 
car), and the intermediate double peaks correspond to the 
intermediate pairs of axles.

2.3 � Train classification algorithm and previous 
results

Preliminary statistical analysis results of the dynamic strain 
variation per sensor location over a period of two years, 
between July 2016 and June 2018, are presented in [20]. The 
analysis is combined with a train classification algorithm 
that categorizes the signals based on the number of peaks 
and amplitude. In particular, the paper presents mean value 
and standard deviation of the maximum and minimum sig-
nal peaks that correspond to the 3-carriage Class 185 train 
heading at both West and East directions. The results are 
summarised in Fig. 5.

The analysis identifies five locations where the dynamic 
strain has notably increased over the two year monitoring 
period. The locations are indicated with dashed boxes, both 
in Figs. 2 and 5, which correspond to sensors 37NA6A7-
37NA7A8, 38NA2A3, 37SA4A5, 37SA7A8, and 38SA2A3. 
In other words, the dynamic deformation has increased in 
all four symmetric quarter span locations around the Arch 
37–38 pier, where the transverse cracks are observed, 
together with the South keystone area of the most severely 
damaged Arch 37.

2.4 � The effect of ambient temperature

Apart from these five cases highlighted in Figs. 2 and 5, 
the response remained consistent in all other sensor loca-
tions (see Fig. 5). In particular, a uniform seasonal pattern 
was observed, which was further studied in a subsequent 
work by the authors [21]. The work shows that tempera-
ture and dynamic strain are linearly related. When tempera-
ture increases, the bridge dynamic deformation decreases 
uniformly in the longitudinal direction. In the transverse 
direction, where the thermal expansion is not constrained, 
the decrease is smaller. However, the increase in dynamic 
strain at the five identified locations is beyond what can be 
explained by temperature variation.

In general, the measured temperature is used to com-
pensate for the photo-thermal effect affecting the fibre core 
density and resulting in wavelength shifts. The resulting 
total strain following this compensation is the strain due to 
mechanical action, as well as thermal expansion/contraction 
of the structure. In theory, these two effects could be easily 
decoupled if the structure had a uniform material with well-
known thermal expansion coefficient. However, due to the 
heterogeneity of material (e.g. historic masonry), complexity 
in geometry (e.g. barrel vaults, spandrel walls, backfill), and 
variations in exposure (e.g. due to sun, rain), the structure 
experiences uneven and localised thermal expansion which 
cannot be fully taken into account by considering air tem-
perature alone. Furthermore, depending on the environmen-
tal exposure of the fibre optic network installed externally 
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on an existing structure, the photo-thermal effect could also 
unevenly affect the FBG sensors.

Acknowledging these difficulties, this study proposes an 
alternative damage detection approach, which is based on 
the study of transient dynamic strain variations at the instant 
of train loading using Eq. (1). During the short duration 
of the train loading, temperature variations are negligible, 
and the ‘shape’ of FBG signals depends exclusively on the 
dynamic deformation of the bridge, inherently omitting any 
photo-thermal effect in the fibre. Consequently, differences 
in signal shapes (e.g. variations in signal amplitude) can be 
associated with either daily or seasonal effects (e.g. change 
of dynamic behaviour of the bridge due to thermal expan-
sion/contraction of the bridge) or due to permanent changes 
that are associated with material degradation.

Decoupling mechanical damage from normal seasonal 
effect is of critical importance for the development of reli-
able early-warning structural alert systems. This paper 

presents how statistical shape analysis can be used to 
improve train classification, enable automated damage detec-
tion considering environmental effects, and study multiple 
aspects of the structural behaviour.

3 � Statistical shape analysis (SSA)

In many applications the size and shape of objects is of inter-
est. For instance, in biology it may be of interest to investi-
gate if there is any difference between the sexes by looking 
at the size and shape of monkey skulls. Statistical shape 
analysis (SSA) provides a framework to reason about the 
size and shape of objects. Other applications of SSA, part 
from the biology example [28], are in chemistry [29] and 
image analysis [30]. A thorough introduction to SSA can be 
found in [24]. In the following, a brief introduction of SSA 
for use for the Marsh Lane Viaduct data is presented.

Fig. 5   Mean value and standard deviation of the maximum and minimum peaks of FBG signals for 42 sensors underneath Arches 37 and 38, for 
the Class-185 3-carriage train that is heading East (top graph) and West (bottom graph)



	 Journal of Civil Structural Health Monitoring

123

First, “shape” has the following definition, as given in 
[31],

Shape is all the geometrical information that remains 
when location, scale and rotational effects are removed 
from an object

that is, a shape is invariant to the Euclidean similarity 
transformations of translation, scaling and rotation.

To describe a shape, a finite number of points on a shape 
will be used. These points are referred to as landmarks. A 
landmark is a location of correspondence on each object that 
matches between and within populations. For instance, if the 
objects were outlines of human hands, then landmarks could 
correspond to the ends of each digit. Landmarks may be 
selected in a variety of ways corresponding to scientifically 
meaningful locations, anatomical locations or mathematical 
locations.

In the following statistical analysis we consider the 
FBG data from sensors 37NA6A7 and 38NA3A4. Sen-
sor 37NA6A7 is located at the 1/3 of the Arch 37 span at 
the North side of the bridge (see Fig. 2). This is one of the 
five locations where an amplification of the dynamic strain 
has been identified in [20], as discussed in the previous 
Sect. 38NA3A4 is its symmetric location in Arch 38, at the 
1/3 of the arch span (see Fig. 2), where no significant varia-
tions in the dynamic strain was observed [20].

For this analysis, the dataset consists of M = 1151 3-car-
riage train passage events heading East on the viaduct that 
occurred between July 2016 and March 2019. These events 
were extracted using the train classification algorithm dis-
cussed in [20]. In particular, the number of cars is identified 
based on the number of peaks of smoothed signals, whereas 
the direction of the train by cross-correlating signals from 
different locations. For instance, trains heading East will 

first trigger the sensors in Arch 37 and consequently in Arch 
39. The opposite happens with trains heading towards West.

The M = 1151 dataset used in this analysis comprises 
a one-day dataset from the preliminary, proof-of-concept 
FBG installation in July 2016. No temperature sensors were 
installed in this case. Then, there is absence of monitoring 
data for about 16 months, followed by datasets in November 
2017 and March 2018 from the permanent FBG installation, 
which includes temperature monitoring. After July 2018, the 
bridge was continuously monitored, as remote connection 
and power (solar panel) were established.

Initially, the train classes were “manually” labelled as 
(i) Class 185 and (ii) Class 170 or 155/158 (non-Class 185 
trains). Class 185 trains are heavier and more frequent, and 
easier to be distinguished. Note that these labels are subject 
to human error, but are the closest representation of truth, 
based on the available information from site spotting to dis-
tinguish the subclasses of trains.

Consider the single train passage event data recorded at 
sensor 37NA6A7, presented in Fig. 6. The landmarks that 
are used correspond to the red triangle points in Fig. 6. The 
first and last landmarks correspond to the start and end of 
the train passage event. The procedure to landmark all train 
passage events was automated for all sensing locations and 
different train loadings—it involved applying a bandpass 
filter in the frequency domain of the data, then finding the 
turning points of the smoothed version. For the specific case 
of sensors 37NA6A7 and 38NA3A4 and 3-carriage passen-
ger train loading, the ‘shapes’ for the data from both sensing 
locations consist of 15 landmarks.

We shall mathematically denote the landmarks as a 
matrix X ∈ ℝ

15×2 , where Xj1 and Xj2 correspond to the time 
(x) and microstrain (y) coordinate of the jth landmark. The 
matrix X is called a configuration matrix.

Fig. 6   FBG sensor data (cen-
tred) for a single train passage 
event at 37NA6A7. Triangle 
points represent landmarks
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Let’s denote the train passage event configurations for 
sensor location 37NA6A7 as X(37)

1
,…, X(37)

M
 , where the events 

are chronologically ordered. Similarly, denote the event con-
figurations for sensor location 38NA3A4 as X(38)

1
,…, X(38)

M
 , 

again ordered.
Before proceeding, we centre the configuration matrices 

as follows. More precisely, we work with CX as opposed to 
X, where C = I15 −

1

15
1151

T
15

 , where 115 is an 15 × 1 vector 
with all entries one and I15 is the 15 × 15 identity matrix. 
This transformation centres a shape onto the origin.

In general, one way to compare two shapes is to match 
their configurations, X onto Y say, as closely as possible up 
to similarity transformations. This transformation can be 
done using Ordinary Procrustes Analysis (OPA), which is 
mathematically achieved by minimising

where ‖X‖ =

�
trace

�
XTX

�
 is the Euclidean norm, Γ is a 

2 × 2 rotation matrix, 𝛽OPA > 0 is a scale parameter, and γ is 
a 2 × 1 location vector. The minimisation is over all possible 
Γ, β and γ.

The OPA procedure is not appropriate for our application 
to the Marsh Lane Viaduct data as we now explain. First, the 
β term scales both time and space (strain) at the same mag-
nitude e.g. a value of � = 2 would scale both time and space 
by a factor of 2. This is not appropriate since the timing of 
the train passage event and the amount of measured strain 
should be allowed to vary separately. This suggests using 
separate scaling terms for time and space. Second, rotation 
of shapes will again combine time and space—this suggests 
not using rotations at all. For our application, we will match 
two configurations, X onto Y by minimising

Over all � =
(
�1, �2

)T
∈ ℝ

2×1 and γ. Note that ◦ denotes 
the Hadamard product, which is an element-wise operation 
such that for � ∈ ℝ

2×1 and X ∈ ℝ
15×2

The minimisation of Eq. (3) is straightforward as the opti-
mal values of β and γ can be computed analytically (closed 
form). We shall denote the optimal values of � =

(
�1, �2

)T 
as 𝛽 =

(
𝛽1, 𝛽2

)T , which are given by

(2)D2
OPA

(X, Y) =
‖‖‖Y − �OPAXΓ − 115�

T‖‖‖
2

,

(3)D2(X, Y) = ‖‖Y − �◦X − 115�
‖‖2.

(4)�◦X =

⎛⎜⎜⎜⎝

�1X11 �2X12

�1X21 �2X22

⋮ ⋮

�1X15,1 �2X15,2

⎞⎟⎟⎟⎠
.

(5)𝛽 =

⎛⎜⎜⎝

∑15

j=1
Xj1Yj1

∑15

j=1
X2
j1

,

∑15

j=1
Xj2Yj2

∑15

j=1
X2
j2

⎞
⎟⎟⎠

T

.

Note that the estimate of the location vector γ is not of 
interest. To illustrate the difference between these two types 
of transformation, consider transforming an event, say event 
B depicted in Fig. 7 top-right, onto event A (Fig. 7 top-
left). The transformation of B onto A that minimises D2

OPA
 

is depicted in Fig. 7 bottom-left. Notice that the transforma-
tion of B does not correspond well to A. The total Euclid-
ean distance between the landmarks is 256.3. The estimated 
transformation parameters are

The transformation of B onto A that uses our modi-
fied version of OPA is depicted in Fig.  7 bottom-right. 
The separate scaling factors in D2 allows event B to be 
mapped onto A with visually good results. The total 
Euclidean distance between the landmarks for this trans-
formation is 144.2. The estimated scaling parameters are 
𝛽 = (0.3159522, 0.9771222)T . Note that the estimated train 
speed of events A and B is 17.45 m/s and 5.11 m/s. These 
velocities are estimated by finding the time-lag between sig-
nals through cross-correlation from corresponding sensing 
locations of Arch 37 and 39, where their mean distance in 
17.1 m. The 𝛽1 = 0.3159522 term is the estimated ratio of 
the velocities based on mapping the shapes, which is close 
to 5.11∕17.45 = 0.29 . In general, the 𝛽1 term is the estimated 
ratio of train velocities, and similarly, the 𝛽2 term is the esti-
mated ratio of the landmark strain values.

4 � Results

4.1 � Data overview and trends identification

Returning to our application, consider mapping each con-
figuration, from a particular sensor, onto the first chronologi-
cal event by minimising Eq. (3). More precisely, minimise 
D2

(
X1,Xj

)
 for j = 1,… ,M , to obtain the optimal values 

𝛽(1),… , 𝛽(M) . Note that the interpretation of 𝛽1(j) and 𝛽2(j) 
is as follows: 𝛽1(j) is the amount of time-scaling required to 
map the first chronological event onto the jth train passage 
event. Similarly,𝛽2(j) is the amount of strain-scaling required 
to map the first chronological event onto the jth train pas-
sage event. We choose to transform all events onto the first 
chronologically, as it represents the state of the bridge at the 
beginning of the monitoring period, in July 2016. Thus, any 
observed changes in the transformation may be attributable 
to the passage of time.

Figure 8 displays the estimates of 𝛽1 and 𝛽2 for all train 
passage events at sensor location 37NA6A7. The data from 
the preliminary FBG installation in July 2016 are shown 

(6)

Γ̂ =

[
0.99999474 −0.00324237

0.00324237 0.99999474

]
and 𝛽OPA = 0.9561869
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separately from the permanent FBG installation, after 
November 2017. Data from the preliminary installation do 
not contain information from temperature sensors, as in the 
permanent installation. Note that there is a 16 months gap 
between the two installations. The data from the perma-
nent installation, after November 2017, have been grouped 
to Class 185 and non-Class 185 (i.e. Class 170 or Class 
155/158), as discussed previously. There is not a discernible 
correlation between 𝛽1 and 𝛽2 . In other words, train speeds 
(over the limited range of speeds measured) do not seem to 
affect the level of dynamic deformation at 37NA6A7. Simi-
lar observations can be made in the other sensor locations.

Figure 9 presents the 𝛽1 and 𝛽2 values for the train passage 
events against time at sensor 37NA6A7. There seems to be 
a trend of the 𝛽2 values over time. On the other hand, there 
is no pattern in the 𝛽1 estimates over time, which is logical 
since trains speeds are essentially random.

The 𝛽2 values are plotted against temperature in Fig. 10. 
Note that the first 31 train passage events did not have 
recorded temperature readings. We generate temperature 
data for these events, using information from the National 
Centre for Atmospheric Science database, available online 

(https​://sci.ncas.ac.uk/leeds​weath​er/Archi​ve/). The sampling 
rate in the database is 5 min, and the data were interpolated 
to estimate in-between temperature values. These events 
with “indicative” temperature values are included in Fig. 10.

It is expected that most of the 31 train passage events 
(2016 preliminary data) correspond to the most frequent 
Class 185 train. With this in mind, there is a clear shift in 
𝛽2 between the 2016 preliminary events and the remaining 
values. This will be examined separately in Sect. 4.3. By 
omitting for now the 2016 preliminary data, in Fig. 10 we 
see a clear trend, with 𝛽2 decreasing with temperature. Fur-
ther, there seems to be various levels of the trend – more pre-
cisely, there seems to be a three different linear relationships 
exhibited in the data. The statistical relationship between 𝛽2 
and temperature may be modelled by for example a linear 
model. However, if the different groups are not accounted 
for in the data will lead to inflated variation in the param-
eter estimates. Therefore, before fitting a model, we start by 
investigating the different groups exhibited by the data. The 
groups seem to correspond to a large extent with the differ-
ent train classes. Before modelling the data, we first consider 

Fig. 7   Illustration of transformation B (top right) onto A (top left). Transformed version of B using D2

OPA
 and D2 are presented bottom left and 

right respectively

https://sci.ncas.ac.uk/leedsweather/Archive/
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Fig. 8   Estimates of 𝛽
1
 and 𝛽

2
 for 

train passage events at sensor 
37NA6A7

Fig. 9   Estimates of 𝛽
1
 (top row) and 𝛽

2
 (bottom row) for chronologically ordered train passage events at sensor 37NA6A7
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constructing a classifier that can be used to predict train 
classes based on the 𝛽2 value and temperature of an event.

4.2 � Classification of train passage events

As suggested by Fig. 10, there may be a way to classify 
train classes using temperature and the corresponding 𝛽2 
value. For this classification problem, a support vector 
machine (SVM) [30] is used. Given the visible linear divi-
sion between the train classes, i.e. the data are nearly linearly 
separable for the train classes, a support vector machine 
with a linear kernel would be appropriate. Note that, if the 
data were not linearly separable, then other types of kernels 
may be appropriate—see Sect. 5.4 in [32]. A support vector 
machine with a linear kernel for this 2-dimensional (tem-
perature and 𝛽2 ) problem would seek to find a line furthest 
from the data in the sense that it separates train Class 185 
points from the train Class 155/158–170 points and maxi-
mizes the distance to the closest point. Since the train classes 
are not linearly separable, then one allows overlap between 
the groups. This line (and more generally in higher dimen-
sions) is called the maximum margin hyperplane.

A SVM is trained using randomly selected 100 data-
points across the two different classes of train. Note that the 
events with uniformly generated temperature values were not 
used, since the generated temperature data are not directly 
comparable with the data acquired by the sensor network. 
These training datapoints are indicated by the blue circles in 
Fig. 11. The resulting partition of the data-space, indicated 
by the dashed black line, separates the two classes very well. 
The classification results are summarised in Table 1.

Table 1 states that the fitted SVM predicted 850 Class-
185 trains and 266 of other class (these numbers correspond 

to the rows of Table 1). Of the 850 Class-185 train predic-
tions, 10 did not agree with the labels. Similarly, of the 266 
Class 155/158 or 170 trains, only 2 did not agree with the 
labels. Clearly the fitted SVM is a very good classifier of 
train types.

Note that the 155/158–170 train class consist of two sub-
classes of trains, for which we have limited information. 
More precisely, we only have data from three instances 
where site spotting distinguished between the 155/158 and 
170 trains (see Fig. 12); there are two events correspond-
ing to Class 170 trains and one for a Class 155/158 train. 
Though the data is limited, the data points do fall in the 
expected clusters based on train weights.

To train an SVM for this 3 class problem, training points 
are artificially labelled corresponding to train subclasses. 
This labelling is done to (i) demonstrate that SVMs can be 
easily extended to multiple class problems and (ii) propose 
a statistical model explaining the relationship between 𝛽2 
and temperature that takes into account the different classes 
of train. Note, however, that we do not subscribe to this 
artificial labelling of the subclasses as the true train types. 
Further investigation into the labelling of subclasses is war-
ranted to verify the suggested labels. The training points are 
indicated in Fig. 13 by the black, green and blue points. The 
maximum margin hyperplanes are indicated by the dashed 
black lines.

Let’s assume that these predicted labels from this SVM 
are true labels (see Fig. 14-top for the predicted labels) and 
proceed to fit the following linear model with the 3 classes 
of train:

(7)Yi = 𝜇̂ + 𝛼̂1tempi + 𝛼̂2V1,i + 𝛼̂3V2,i + 𝜀i,… , 𝜀i ∼ N
(
0, 𝜎̂2

)
,

Fig. 10   Estimates of 𝛽
2
 against 

temperature for train passage 
events at sensor 37NA6A7
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where the �i are independent, tempi is the temperature read-
ing from the ith train event, Yi is the random variable cor-
responding to 𝛽2 for the ith train event, and V1,i and V2,i are 
dummy variables taking the value 0 or 1 depending on the 
train class. Specifically, if train i has predicted label 1 cor-
responding to train class 185, then V1,i = 0 and V2,i = 0 ; for 
Class 170, V1,i = 1 and V2,i = 0 ; for Class 155/158, V1,i = 1 
and V2,i = 1 . The estimated values of the unknown param-
eters are given in Table 2 (left columns):

This model gives an R2 value (a measure of goodness-
of-fit) of 95%. The fitted model, i.e. the expected value of 

Fig. 11   SVM results. Maximum 
margin hyperplane (dashed 
black line), training datapoints

Table 1   Classification performance of SVM fitted to 𝛽
2
 and tempera-

ture data

Class 185 Class 
155/158 
or 170

Predicted 185 840 10
Predicted 155/158 or 170 2 264

Fig. 12   Estimates of 𝛽
2
 against 

temperature for train passage 
events at sensor 37NA6A7, with 
train subclasses
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𝛽2 given the temperature and train class, is represented in 
Fig. 14-top.

The interpretation of the estimated parameters of fitted 
model is as follows: There is an 𝛼̂2 = 0.396 decrease in rela-
tive strain between Class 185 and 170 train events; further 
there is an 𝛼̂3 = 0.6655 decrease from Class 185 to Class 
155/158 train events.

Now consider the data from Arch 38 processed in a 
similar manner to the above. Figure 14-bottom presents 
the 𝛽2 values against temperature for the data from sensor 
38NA3A4 where the colours denote the predicted classes 
based on data from sensor 37NA6A7. Note that the train 
classes again seem separable. We again fit the model of 
Eq. (7) to the data presented in Fig. 14-bottom. The esti-
mated parameter values for this model are given in Table 2 
(right columns).

4.3 � SSA for damage detection

Figure 14 shows that SSA, combined with a trained SVM, 
offers a sensitive and robust way to classify train events 
and obtain expected behaviour curves for each sensor loca-
tion. This expected behaviour can take into account multi-
ple parameters that show a trend on the statistical data. In 
this study, the temperature was shown to affect the dynamic 
deformation of the bridge in a consistent linear manner for 
all predicted train classes.

The expected behaviour curves per sensor location can 
be now used for damage detection. An example is offered 
below.

Figure 10 shows a deviation between the 2016 prelimi-
nary installation data (indicative temperature) and the events 
recorded from the permanent installation (measured tem-
perature) for sensor 37NA6A7. Figure 15 compares the 
deviation between the 𝛽2 estimates of the 2016 preliminary 
events and the predicted behaviour curve that corresponds 
to the most frequent Class 185 train for 2017–2019, for all 
four 1/3-span locations of the North side of Arches 37 and 
38. Apart from the 37NA6A7 and 38NA3A4 locations, 
which were studied in the previous section, two more sen-
sors, 37NA3A4 and 38NA6A7, have been added in this 
example. The term Δ𝛽T

2
 , shown in the 37NA6A7 plot, 

expresses the deviation between the mean 𝛽T
2,prelim

 value of 
the preliminary events and the predicted behaviour curve 
𝛽T
2,predict

 for the given temperature range, T = [17–20 °C]. 
Clearly, the location that shows the larger deviation Δ𝛽T

2
 , is 

sensor 37NA6A7.
Table 3 offers the estimated Δ𝛽T

2
 values for all four loca-

tions, together with the peak-to-peak strain amplitude of the 
first chronological (reference) signal �0 , where by definition, 
𝛽2 = 1 . Table 3 also includes values for the term �T

prelim
 , 

which is the mean peak-to-peak strain amplitude of the 2016 
preliminary results, and the term �T

predict
 , which is the mean 

peak-to-peak strain amplitude of the predicted curve for the 
given temperature range. The expression that relates the 
above terms is the following:

(8)Δ𝛽T
2
= 𝛽T

2,predict
− 𝛽T

2,prelim
≈

𝜀
T

predict
− 𝜀

T

prelim

𝜀0

Fig. 13   SVM results using train 
subclasses. Data are represented 
by the grey points. Circled 
points are those datapoints used 
to train the SVM. The dotted 
lines represent the hyperplanes 
that separate the class predic-
tions of the SVM method
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For instance, in the most severely damaged arch of 
the bridge, Arch 37, location 37NA3A4 shows a slight 
deviation between the preliminary and predicted 𝛽2 
equal to 0.095, or 9.5%, which corresponds to change 
in the peak-to-peak amplitude dynamic strain equal to 
9.5% �0 = 6.75 �ε ≈ 78.296 �ε − 72.071 �ε  .  In  other 
words, the mean peak-to-peak amplitude of the recorded 
events from the permanent installation, appears amplified 
by approximately 7 με. Note that this identified change is 
in an order comparable to the low signal noise of the FBGs 
(± 2 με). Slight deviations may exist due to incompatibility 
of the temperature data, or because not all the preliminary 
events are from Class 185 trains. In another location of Arch 

Fig. 14   Top: Expected 𝛽
2
 value 

(lines) given temperature and 
train class given by the fitted 
linear model of Eq. (7) using 
data from sensor location 
37NA6A7. The train classes are 
the predicted classes given by 
the SVM. Bottom: Fitted linear 
model to estimates of 𝛽

2
 , from 

37NA6A7, and temperature 
data with train classes from sen-
sor location 38NA3A4

Table 2   Linear model parameters estimates for Eq.  (7) using data 
from (i) sensor location 37NA6A7 (left columns), and (ii) using data 
from 38NA3A4 and predicted class types based on information for 
37NA6A7 (right columns)

37NA6A7 38NA3A4

Estimate Standard error Estimate Standard error

𝜇̂ 2.2115 0.00554 1.1902 0.00301
𝛼̂1 − 0.0243 0.00036 − 0.0061 0.00020
𝛼̂2 − 0.3960 0.00630 − 0.2452 0.00344
𝛼̂3 − 0.6655 0.00588 − 0.3898 0.00320
𝜎̂ 0.0652 0.0354
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37, 37NA6A7, the biggest 𝛽2 deviation among the four sen-
sors is observed, equal to 0.682, or 68.2%, while the peak-to-
peak amplitude appears amplified by 68.2% �o = 31.89 �ε . 
This observation is in agreement with previous findings [20].

It is noted that some dispersion of data points around 
the fitted curves in Fig. 14 is expected. This is because not 
all trains of the same class are identical, and their exact 

weight may vary depending on the number and distribution 
of passengers. Other seasonal variations and environmental 
factors not considered in this study might also have caused 
some data dispersion. Consequently, any identified changes 
within this data dispersion range is not a strong indication 
of damage, which is the case of sensor 37NA3A4. On the 
other hand, any clear deviation that cannot be explained by 
usual data dispersion, indicates change in structural behav-
iour, such as sensor 37NA6A7. Moreover, structural analysis 
could help to further assess the effect of the observed strain 
variations on masonry and overall structural performance.

In the same way that the 2016 data where compared with 
the expected behaviour curves derived from the SSA, future 
projections are possible, by simply replacing the 𝛽T

2,prelim
 with 

the new 𝛽T
2
 for a given temperature range and rewrite Eq. (8) 

as: Δ𝛽T
2
= 𝛽T

2,new
− 𝛽T

2,predict
.

These results enable a much finer level of deterioration 
monitoring. High-sensitivity distributed sensing approaches, 
such as fibre optic networks, either embedded or externally 

Fig. 15   Comparison between the 𝛽
2
 estimates for the 2016 preliminary events and the predicted Class-185 curve from SSA and SVM in four 

sensor locations

Table 3   Peak-to-peak strain amplitude of the first chronological sig-
nal �

o
 , and deviation of 𝛽

2
 between the 2016 preliminary events and 

the predicted Class-185 curve from SSA and SVM in four sensor 
locations

38NA6A7 38NA3A4 37NA6A7 37NA3A4

Δ𝛽T
2

0.3280641 0.1218045 0.6817126 0.09539392
�o(�) 53.96187 59.46704 46.785 70.72362

�
T

predict
(�) 75.63207 65.32547 82.15758 78.29647

�
T

prelim
(�) 54.36626 56.96089 49.52553 72.07125
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installed on new or existing structures, may provide ‘good’ 
quality data, which is indispensable for ‘good’ data ana-
lytics. The FBG monitoring system installed in the Marsh 
Lane Bridge, has low signal noise and proved to be resilient 
over time. Statistical procedures of low computational cost 
that are able to cope with streaming monitoring data, may 
detrend the data from selective parameters (e.g. train speed 
and train loading variations, environmental effect) to allow 
a more accurate monitoring of structural deterioration.

To this end, it is clarified that although the proposed sys-
tem appears sensitive in detecting changes in the dynamic 
deformation of the structure, damage assessment based on 
this data is not a straightforward process. This work and 
previous studies of the authors [19–21] have shown that 
with the exemption of a few locations, the overall structural 
response of the bridge has not experienced significant per-
manent changes. This finding indicates that the extensive 
retrofitting intervention back in 2015 with the installation of 
steel ties and the filling of the relieving arches with concrete 
successfully delayed deterioration of the Marsh Lane Bridge 
during the following 3-year monitoring period. However, 
the results also clearly define locations where local defor-
mations are increasing and minor damage is occurring. The 
availability of continuous long-term monitoring data will 
be a key element for continued tracking of gradual changes 
at these locations as well as across the whole bridge, to 
identify when this minor damage or other new damage may 
become an issue. Multi-sensing information, for instance the 
combination of acoustic emission sensors for local cracking 
monitoring with distributed strain monitoring approaches, 
together with statistics, may also contribute to this effort, 
enabling a more detailed damage mode identification and 
potentially automated structural performance assessment of 
ageing infrastructure [33].

5 � Conclusions

In this work, the deterioration monitoring of a masonry arch 
bridge with a fibre Bragg grating (FBG) sensors network 
is enhanced with the statistical shape analysis (SSA). The 
method is appealing for railway bridge monitoring where 
repeated loading from specific train type corresponds to a 
signature response of the structure, which results in FBG 
signals of similar ‘shape’.

In particular, the ordinary procrustes analysis (OPA) was 
adapted to use two separate scaling parameters 𝛽1 and 𝛽2 
which can be directly linked to train speed and dynamic 
strain. As a result, the method provides a computationally 
inexpensive tool to directly evaluate the impact of train 
speed on the dynamic deformation of the bridge, which is a 
major concern for railway infrastructure owners. For Marsh 
Lane Bridge, the method indicates that train speed has no 

effect on deformation, although the range of train speeds is 
limited to around 5–18 m/s (20–65 km/h) because the bridge 
is located near the Leeds central railway station.

Secondly, a clear correlation between 𝛽2 (dynamic defor-
mation) and ambient temperature was identified. In particu-
lar, the dynamic strain appears to decrease with temperature 
increase, verifying previous observations [21]. This can be 
related to thermal expansion of the bridge, which further 
confines its structural members during warmer periods.

The identified linear pattern between dynamic strain and 
temperature was found to be consistent regardless of the 
train loading. Plotting 𝛽2 against temperature revealed distin-
guishable trends from three subclasses of 3-carriege trains, 
which cause subtle differences in the response of the bridge, 
and were hardly separable before. An automated train clas-
sification process is presented, after training a support vec-
tor machine (SVM) to identify the three different classes of 
trains. Train classification appears very accurate.

The paper shows that SSA, combined with a trained 
SVM, offers a robust way to obtain expected behaviour 
curves for each sensor location, by taking into account multi-
ple parameters (in this study, only train type and temperature 
variations were considered). These behaviour curves can be 
used for a more accurate deterioration monitoring.

An example is offered, where monitoring data from a pre-
liminary FBG installation in 2016, a few months after the 
retrofitting of the bridge, are compared with the main set of 
the data from the permanent FBG installation. Changes in 
the dynamic deformation are expressed as differences in the 
𝛽2 values. It is shown that, even tiny dynamic strain varia-
tions, comparable to the low noise of FBG signals (± 2 με), 
result in clearly identifiable 𝛽2 shifts.

The introduction of the SSA has significantly improved 
the clarity of the results and accuracy in deterioration detec-
tion. High-sensitivity sensors networks, combined with sta-
tistical modelling, may leverage automated railway asset 
management, even for ageing masonry structures, the struc-
tural assessment of which remains a major challenge for civil 
engineers.
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