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Informational masking of speech by acoustically similar
intelligible and unintelligible interferers

Robert J. Summersa) and Brian Robertsb)

Psychology, School of Life and Health Sciences, Aston University, Birmingham B4 7ET, United Kingdom

ABSTRACT:
Masking experienced when target speech is accompanied by a single interfering voice is often primarily informational

masking (IM). IM is generally greater when the interferer is intelligible than when it is not (e.g., speech from an unfamiliar

language), but the relative contributions of acoustic-phonetic and linguistic interference are often difficult to assess owing to

acoustic differences between interferers (e.g., different talkers). Three-formant analogues (F1þF2þF3) of natural sentences

were used as targets and interferers. Targets were presented monaurally either alone or accompanied contralaterally by inter-

ferers from another sentence (F0¼ 4 semitones higher); a target-to-masker ratio (TMR) between ears of 0, 6, or 12 dB was

used. Interferers were either intelligible or rendered unintelligible by delaying F2 and advancing F3 by 150 ms relative to

F1, a manipulation designed to minimize spectro-temporal differences between corresponding interferers. Target-sentence

intelligibility (keywords correct) was 67% when presented alone, but fell considerably when an unintelligible interferer was

present (49%) and significantly further when the interferer was intelligible (41%). Changes in TMR produced neither a sig-

nificant main effect nor an interaction with interferer type. Interference with acoustic-phonetic processing of the target can

explain much of the impact on intelligibility, but linguistic factors—particularly interferer intrusions—also make an impor-

tant contribution to IM. VC 2020 Author(s). All article content, except where otherwise noted, is licensed under a
Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
https://doi.org/10.1121/10.0000688
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I. INTRODUCTION

Speech is a sparse signal in a frequency � time represen-

tation. Consequently, when we listen to a talker in the presence

of one or two interfering voices, there is often relatively little

energetic masking (EM) of the target speech unless the level

of the interfering speech is high. Rather, the masking we expe-

rience is often primarily informational (Brungart et al., 2006;

see also Darwin, 2008). Informational masking (IM) arises in

the central auditory system from three broad and overlapping

causes—failures of object formation owing to incomplete per-

ceptual segregation of target and interferer, failures of selective

attention to properties of the target, and the use of limited cen-

tral resources to process the interferer that would otherwise be

available to process the target (see, e.g., Bregman, 1990;

Shinn-Cunningham, 2008). These aspects of IM can have a

considerable effect on the success of spoken communication

even in circumstances where the properties of the target speech

are well represented in the responses of the peripheral auditory

system, and their effect is likely to be even greater when the

peripheral representation of the target is degraded by EM or by

sensorineural hearing loss (see, e.g., Moore, 1998).

Determining the circumstances in which there is release

from IM is important for understanding speech intelligibility

in adverse listening conditions. For example, it is known

that the release of target speech from IM is facilitated when

target-masker similarity is reduced—e.g., when the interfer-

ing speech is spatially distinct from the target (Freyman

et al., 2001; Arbogast et al., 2002) or is spoken by a

different-sex talker (Brungart et al., 2001; Kidd et al.,
2016). Many studies have also reported that intelligible

interferers cause more IM than broadly comparable unintel-

ligible interferers (e.g., Freyman et al., 2001; Calandruccio

et al., 2010; Brouwer et al., 2012). In most studies, the unin-

telligible interferers used are either created by time-

reversing intelligible speech or are similar utterances drawn

from an unfamiliar language. However, estimating the

extent of the contribution of linguistic factors is almost

always complicated by the remaining acoustic differences

between these interferers or difficulties in isolating the infor-

mational from the energetic components of speech-on-

speech masking. The aim of the study reported here is to

illuminate further the relative contributions of acoustic-

phonetic interference and linguistic interference to speech-

on-speech masking in a context where the informational

component of masking is isolated effectively and acoustic

differences between corresponding intelligible and unintelli-

gible interferers are minimized. We define acoustic-phonetic

interference as those aspects of IM that hinder the extraction

or integration of information about speech articulation car-

ried by the time-varying formant-frequency contours, and

linguistic interference as those aspects of IM that occur after

lexical objects have been formed, such as the intrusion of

words from an interfering sentence into the percept of the

target sentence.

a)Electronic mail: r.j.summers@aston.ac.uk, ORCID: 0000-0003-4857-7354.
b)ORCID: 0000-0002-4232-9459.

J. Acoust. Soc. Am. 147 (2), February 2020 VC Author(s) 2020. 11130001-4966/2020/147(2)/1113/13

ARTICLE...................................

http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1121/10.0000688
http://crossmark.crossref.org/dialog/?doi=10.1121/10.0000688&domain=pdf&date_stamp=2020-02-14
mailto:r.j.summers@aston.ac.uk
http://crossmark.crossref.org/dialog/?doi=10.1121/10.0000688&domain=pdf&date_stamp=2020-02-14


Unfortunately isolating the IM components of speech-

on-speech masking is difficult, because the intelligibility of

clear natural speech presented monaurally is usually unaf-

fected by contralateral interfering speech (e.g., Cherry,

1953), owing to strong spatial release from IM in speech

perception (e.g., Freyman et al., 2001). One way to tackle

this problem is to retain a dichotic configuration but to

degrade the monaural target speech before adding the con-

tralateral masker—e.g., by adding a fixed-level ipsilateral

noise masker to the target speech (Brungart and Simpson,

2002). This approach has been applied successfully in sev-

eral studies of IM, but to our knowledge—with one excep-

tion, discussed below (Gallun et al., 2007)—whenever it has

been used to compare the IM generated by intelligible and

unintelligible interferers, their acoustic properties arguably

have not been matched sufficiently closely. Another

approach, more often employed in studies attempting to

compare the IM produced by intelligible and unintelligible

interferers, is to allow within-ear mixing of the target and

interferer being manipulated (usually binaural presentation)

and either to attempt to change the properties of the inter-

ferer in a way that is anticipated not to change the EM it

produces (e.g., Cullington and Zeng, 2008) or to estimate

and take into account differences in the EM caused by the

different interferers used (e.g., Kidd et al., 2016). The suc-

cess of this approach is ultimately limited by the extent to

which differences between maskers in the EM produced can

be either eliminated or factored out.

When there is within-ear mixing of target and interferer,

creating intelligible and unintelligible interferers that produce

precisely matched levels of EM is difficult. For example,

time-reversing intelligible speech to render it unintelligible is

an appealing manipulation because it does not change the

spectral content of the stimulus; it does, however, change its

attack and decay characteristics. Given that the shape of the

temporal envelope of speech is typically dominated by plo-

sive sounds, and these sounds are characterized by rapid

onsets and slow decays (Rosen, 1992), reversal of the speech

signal results in envelopes with abrupt offsets. This has been

shown to increase the forward-masking component of the EM

produced by �2–3 dB (Rhebergen et al., 2005). When it is

anticipated that changing the properties of the interferer is

likely to change both the IM and EM of the target, an effec-

tive method of isolating the EM component is required. Kidd

et al. (2016) used ideal time-frequency segregation (ITFS)

processing (Wang, 2005; Brungart et al., 2006) to estimate

the relative levels of EM arising from time-forward (intelligi-

ble) and time-reversed (unintelligible) two- or four-talker

speech maskers by comparing their effects on the intelligibil-

ity of target speech in the case where all spectro-temporal

information was preserved (natural condition) with the case

where only those time-frequency elements dominated by the

target were preserved (glimpsed condition). Target intelligi-

bility was higher for the time-reversed interferers in the natu-

ral case but similar levels of intelligibility were found for

both types of interferer in the glimpsed cases. Kidd et al.
(2016) concluded that, since these maskers generated similar

amounts of EM, the differences in speech reception threshold

between the masking conditions in the natural cases (�17 dB

for the two-talker masker) were due to IM.

The release from IM reported by Kidd et al. (2016) is

relatively large compared with that reported in many other

studies (e.g., 5–7 dB by Cullington and Zeng, 2008; �5 dB

by Freyman et al., 2001), but there are a number of caveats

to the ITFS approach that merit comment. First, this

approach uses a simple energy-based model that does not

take into account factors such as forward masking between

time-frequency elements (see Brungart et al., 2006); none-

theless, it should be acknowledged that failure to account

for the greater forward masking associated with time-

reversed than time-forward speech (Rhebergen et al., 2005)

in the context of the study by Kidd et al. (2016) would be

expected to reduce, rather than to increase, the estimated

difference in IM between the two conditions. Second, time

reversal of two-talker maskers typically leads to greater

release from IM than for single-talker maskers (e.g., Kidd

et al., 2010). Third, listeners may not process a stimulus

containing actual gaps (deleted time-frequency elements;

glimpsed condition) in the same way as a stimulus in which

the presence of a masker indicates regions of “missing

evidence” about the target (see Bregman, 1990). Indeed, it

has been shown that filling the gaps in ITFS-processed

speech with unmodulated broadband noise can improve its

intelligibility (Cao et al., 2011). Finally, there appears to be

more IM—and hence greater scope for release from IM—

when the target stimuli and maskers are drawn from the

same closed set. For one-talker maskers, masking release for

closed-set stimuli is �5 dB (e.g., Kidd et al., 2010) and

for open-set stimuli it is �0–4 dB (Rhebergen et al., 2005;

Cullington and Zeng, 2008); for two-talker maskers, mask-

ing release for closed-set stimuli is �10–17 dB (Marrone

et al., 2008; Kidd et al., 2010, 2016), and for open-set stim-

uli it is �5–7 dB (Freyman et al., 2001; Cullington and

Zeng, 2008).

As noted above, the role of the linguistic properties and

content of interfering speech in IM of target speech has

received much attention. Masking of target speech by inter-

ferers spoken in an unfamiliar language tends to be lower in

comparison with interferers spoken in the same language as

the target (e.g., Freyman et al., 2001; Van Engen and

Bradlow, 2007). However, some caution is required when

interpreting these results in terms of linguistic contributions

to IM because differences in EM may also occur owing to

acoustic differences between speech materials drawn from

different languages (e.g., Calandruccio et al., 2013). To our

knowledge, no study comparing IM produced by interfering

speech drawn from familiar or unfamiliar languages has con-

trolled for EM by using a dichotic stimulus configuration or

by applying ITFS processing; rather the EM component is

usually assumed to remain fairly constant across interferer

type. Furthermore, the use of different talkers for the

familiar- and unfamiliar-language interferers is common and

inevitably leads to spectro-temporal differences between

the interferers (a notable exception is the study by Freyman
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et al., 2001). For example, although Calandruccio et al.
(2013) found for English monolinguals that release from

masking increased with increasing language dissimilarity of

the interferer (English, Dutch, or Mandarin), they acknowl-

edged that (in addition to the use of different talkers) some

of the masking effects may have been accounted for by dif-

ferences in long-term-average spectrum between the

different-language interferers used.

Notwithstanding the difficulties in obtaining apprecia-

ble IM of natural speech when using dichotic presentation

of target and masker, Dai et al. (2017) avoided altogether

the issue of spectral dissimilarity between corresponding

intelligible and unintelligible maskers. They tested the intel-

ligibility of monaural natural speech in the presence of con-

tralateral 2- or 4-band noise-vocoded speech maskers (NV2

or NV4) at various target-to-masker ratios (TMRs). NV2

speech was almost completely unintelligible; NV4 speech

was fairly unintelligible but its intelligibility increased

after training. Listeners were tested both before and after

training on NV4 speech. Overall, perhaps unsurprisingly,

the presence in the contralateral ear of low-resolution

vocoded interferers had relatively little impact on target

intelligibility, even at negative TMRs, but nonetheless

there was a 2%–3% fall in target intelligibility in the pres-

ence of NV4 interfering speech after training on the latter.

This small difference was attributed to pure linguistic inter-

ference. The implication of the study by Dai et al. (2017) is

that there is a genuine linguistic component of IM, but that it

may be relatively modest in size. Note, however, that target-

masker similarity was low in their experiment because the

target speech was natural and the interfering speech was

noise-vocoded.

Usually, pure IM of natural speech can only be demon-

strated if the monaural target speech is degraded in some

way (e.g., Brungart and Simpson, 2002). In previous work

(Roberts and Summers, 2015, 2018; Summers et al., 2016)

we have shown that, in conditions of spatial uncertainty,

monaural three-formant buzz-excited synthetic speech can

be masked, often substantially, by presenting a single extra-

neous formant derived from F2 (termed an F2 competitor,

or F2C) in the other ear. The properties of these extraneous

formants were created in various ways—e.g., by time rever-

sal or inversion of the target’s F2 formant frequency con-

tour. Interference is minimal if F2C has constant frequency,

and increases until the range of frequency variation in F2C

is around 150% of that in the natural F2 contour for stimuli

derived from clearly enunciated speech (Roberts and

Summers, 2015). This effect did not depend on whether the

pattern of formant-frequency variation in the competitor

was speech-like (inverted F2 frequency contour) or not

(contour derived from a periodic triangle wave; Roberts

et al., 2014). Three-formant interferers (time-reversed F1,

F2, and F3 contours) have an even greater effect than a

single-formant interferer derived from F1 (Roberts and

Summers, 2018), and this difference cannot be attributed to

the increase in total energy (typically <1 dB, as F1 contains

most of the energy). These findings suggest that, whatever

the contribution of linguistic factors, interference with

acoustic-phonetic processing—which is heavily dependent

on the extraction and integration of information carried by

formant-frequency change—also plays a major role in

speech-on-speech IM.

In order to assess the linguistic component of speech-

on-speech IM, we need to generate corresponding intelligi-

ble and unintelligible three-formant interferers that are as

acoustically similar as possible. As noted earlier, time

reversal of speech is known to change its forward-masking

properties (Rhebergen et al., 2005) but, furthermore, it can-

not be ruled out that time reversal may also affect the non-

linguistic aspects of IM. An alternative approach to time

reversal for rendering interferers unintelligible is suggested

by a study that explored the effects of formant asynchrony

on the perception of sine-wave speech. Intelligible sine-

wave speech can be made unintelligible by introducing

asynchrony between the formant tracks while preserving

the time-forward frequency and amplitude properties of

each individual track (Remez et al., 2008). Intelligibility

fell to near floor once the asynchrony of the tonal analogue

of F2 was at least 100 ms relative to the analogues of F1

and F3.

Two experiments are reported here. Experiment 1

assessed the effect on intelligibility of different extents of

on-going formant asynchrony in more natural analogues of

speech, using three-formant buzz-excited materials.

Experiment 2 compared the impact on the intelligibility of

monaural synthetic speech caused by interfering speech in

the contralateral ear that was either intelligible or was

acoustically similar but rendered unintelligible using a suit-

ably large on-going formant asynchrony, based on the

results of experiment 1.

II. EXPERIMENT 1

This experiment explored the effect on intelligibility of

introducing and manipulating the duration of an on-going

asynchrony between F1, F2, and F3 in synthetic versions of

sentence-length utterances. The aim was to identify the

extent of formant asynchrony needed to render otherwise

intelligible buzz-excited interferers largely unintelligible.

Since F1 is the most intense formant, it remained unchanged

and was used as the reference case. F2 was delayed and F3

was advanced with respect to F1 over the range 0 to 200 ms

(cf. Remez et al., 2008).

A. Method

1. Listeners

All listeners were students or members of staff at Aston

University and received either course credit or payment for

taking part. They were first tested using a screening audiom-

eter (Interacoustics AS208; Assens, Denmark) to ensure that

their audiometric thresholds at 0.5, 1, 2, and 4 kHz did not

exceed 20 dB hearing level. All listeners who passed the

audiometric screening took part in training designed to

improve the intelligibility of the speech analogues used (see

J. Acoust. Soc. Am. 147 (2), February 2020 Robert J. Summers and Brian Roberts 1115
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Sec. II A 3). About two-thirds of these listeners completed

the training successfully and took part in the main experi-

ment. All of them met the additional criterion of a mean

score of �20% keywords correct in the main experiment,

when collapsed across conditions. This nominally low crite-

rion was chosen to take into account the poor intelligibility

expected for some of the stimulus materials used. Twelve

listeners (all female) successfully completed the experiment

(mean age¼ 19.4 yr, range¼ 18.6–21.9). To our knowledge,

none of the listeners had heard any of the sentences used in

the main experiment in any previous study or assessment of

their speech perception. All were native speakers of English

(mostly British) and gave informed consent. The research

was approved by the Aston University Ethics Committee.

2. Stimuli and conditions

The stimuli for the main experiment were derived from

recordings of a collection of short sentences spoken by a

British male talker of “Received Pronunciation” English.

The text for these recordings was provided by Patel and

Morse (2010) and consisted of variants created by rearrang-

ing words in sentences taken from the Bamford-Kowal-

Bench (BKB) lists (Bench et al., 1979) while maintaining

semantic simplicity. To enhance the intelligibility of the

synthetic analogues, the 36 sentences used were selected to

contain �25% phonemes involving vocal tract closures or

unvoiced frication. A set of keywords was chosen for each

sentence; most designated keywords were content words.

The stimuli for the training session were derived from 50

sentences spoken by a different talker and taken from com-

mercially available recordings of the Harvard sentence lists

(IEEE, 1969). These sentences were also selected to contain

�25% phonemes involving closures or unvoiced frication.

For each sentence, the frequency contours of the first

three formants were estimated from the waveform automati-

cally every 1 ms from a 25-ms-long Gaussian window, using

custom scripts in Praat (Boersma and Weenink, 2017). In

practice, the third-formant contour often corresponded to the

fricative formant rather than F3 during phonetic segments

with frication; these cases were not treated as errors. Gross

errors in automatic estimates of the three formant frequen-

cies were hand-corrected using a graphics tablet; artifacts

are not uncommon and manual post-processing of the

extracted formant tracks is often necessary (Remez et al.,
2011). Amplitude contours corresponding to the corrected

formant frequencies were extracted automatically from the

stimulus spectrograms.

Synthetic-formant analogues of each sentence were cre-

ated using the corrected frequency and amplitude contours

to control three digital second-order resonators in parallel

whose outputs were summed. Following Klatt (1980), the

outputs of the resonators corresponding to F1, F2, and F3

were summed using alternating signs (þ, �, þ) to minimize

spectral notches between adjacent formants in the same ear.

A monotonous periodic source with a fundamental fre-

quency (F0) of 140 Hz was used in the synthesis of all

stimuli for the training and main experiment; note that there

was no noise source and so all phonetic segments in these

analogues were rendered fully as voiced, regardless of their

original source characteristics. The excitation source was a

periodic train of simple excitation pulses modeled on the

glottal waveform, which Rosenberg (1971) has shown to be

capable of producing synthetic speech of good quality. The

3-dB bandwidths of the resonators corresponding to F1, F2,

and F3 were set to constant values of 50, 70, and 90 Hz,

respectively.

Stimuli for the different conditions were created by

manipulating the asynchrony applied jointly to the frequency

and amplitude contours of F2 (delayed) and F3 (advanced)

with respect to F1. A delay in F2 was achieved by removing

a section equivalent to the duration of the desired asynchrony

from the end of the formant track and inserting it at the begin-

ning; an advance in F3 involved removing a section from the

beginning of the track and inserting it at the end. A 25-ms

half-cycle of a cosine function was used to smooth the join in

the spliced formant frequency contour; note that this tactic

was purely precautionary because the join corresponded to

the beginning and end of the original contour and hence the

formant amplitude around this point was close to zero.

Examples of the stimuli from this experiment can be found in

the supplementary material.1

There were six conditions in this experiment, corre-

sponding to F2 and F3 asynchronies of 60, 25, 50, 100,

150, and 200 ms with respect to F1. The stimuli are illus-

trated in Fig. 1 using the wideband spectrogram of a syn-

thetic analogue of an example sentence and its waveform

(top row) and after processing by the five F2 and F3 asyn-

chronies used (remaining rows). For each listener, the 36

sentences were divided equally across conditions (i.e., six

per condition), such that there were 19 keywords in each

condition. Allocation of sentences to conditions was coun-

terbalanced by rotation across each set of six listeners tested.

Hence, the total number needed to produce a balanced data-

set was a multiple of six listeners.

3. Procedure

During testing, listeners were seated in front of a com-

puter screen and a keyboard in a single-walled sound-attenu-

ating chamber (Industrial Acoustics 401 A; Winchester,

United Kingdom) housed within a quiet room. The experi-

ment consisted of training followed by the main session and

typically took about 45 min to complete; listeners were free

to take a break whenever they wished. In both parts of the

experiment, diotic presentation was used and the stimuli were

presented in a new quasi-random order for each listener.

The training session comprised 50 trials; stimuli were

presented without interferers and a new sentence was used

for each trial. On each of the first ten trials, listeners heard

the synthetic version (S) and the original (clear, C) record-

ing of a sentence in the order SCSCS; no response was

required but listeners were asked to attend to these sequen-

ces carefully. On each of the next 30 trials, listeners heard

1116 J. Acoust. Soc. Am. 147 (2), February 2020 Robert J. Summers and Brian Roberts
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the synthetic version of a given sentence, which they were

asked to transcribe using the keyboard. They were allowed

to listen to the stimulus up to 6 times before typing in their

transcription. After each transcription was entered, feedback

was provided by playing the original recording (44.1 kHz

sample rate) followed by a repeat of the synthetic version.

Davis et al. (2005) found that the strategy of providing feed-

back using an alternating presentation of the synthetic and

original versions was an efficient way of enhancing the per-

ceptual learning of speech-like stimuli. The final ten trials of

the training differed in that listeners heard the stimulus only

once before entering their transcription; they continued to

FIG. 1. Stimuli for experiment 1—wideband spectrograms (left column) and waveforms (right column) for a three-formant analogue of the sentence “The

dinner was ready,” for increasing durations of on-going formant asynchrony (descending rows). F2 was delayed and F3 was advanced with respect to F1

using asynchronies of 60, 25, 50, 100, 150, and 200 ms. Note that the waveform is relatively insensitive to these changes in formant asynchrony.
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receive feedback. Listeners progressed to the main experiment

if they met either or both of two criteria: (1) �50% keywords

correct across all 40 trials needing a transcription (30 with

repeat listening; 10 without); (2) �50% keywords correct for

the final 15 trials with repeat listening. In the main experi-

ment, listeners were allowed to hear each stimulus only once

before entering their transcription and no feedback was given.

All speech analogues were synthesized using MITSYN

(Henke, 2005) at a sample rate of 40 kHz and with 10-ms

raised-cosine onset and offset ramps. They were played at

16-bit resolution over Sennheiser HD 480–13II earphones

(Hannover, Germany) via a Sound Blaster X-Fi HD sound

card (Creative Technology Ltd., Singapore), programmable

attenuators (Tucker-Davis Technologies, TDT PA5,

Alachua, FL), and a headphone buffer (Tucker-Davis

Technologies, TDT HB7, Alachua, FL). Output levels were

calibrated using a sound-level meter (Br€uel and Kjaer, type

2209, Nærum, Denmark) coupled to the earphones by an

artificial ear (Br€uel and Kjaer, type 4153, Nærum,

Denmark). All target sentences were presented at a long-

term average of 72 dB sound pressure level.

4. Data analysis

The stimuli for each condition comprised six sentences.

Given the variable number of keywords per sentence (2–4), the

mean score for each listener in each condition was computed

as the percentage of keywords reported correctly giving equal

weight to all the keywords used. As in our previous studies

(e.g., Roberts et al., 2010; Roberts and Summers, 2015, 2019),

we classified responses using tight scoring, in which a response

is scored as correct only if it matches the keyword exactly;

homonyms were accepted. Except where stated otherwise, the

values and statistics reported here are based on these tight key-

word scores. All statistical analyses reported here were com-

puted using R 3.5.3 (R Core Team, 2019) and the ez analysis

package (Lawrence, 2016). The measures of effect size

reported here are eta squared (g2) and partial eta squared (g2
p).

All a posteriori pairwise comparisons (two tailed) were com-

puted using the restricted least-significant-difference test

(Snedecor and Cochran, 1967; Keppel and Wickens, 2004).

B. Results and discussion

Figure 2 shows the mean percentage scores (and inter-

subject standard errors) across conditions for keywords cor-

rectly identified as a function of formant asynchrony.

Intelligibility was relatively good in the reference condition

(0 ms: �58% keywords correct), despite the simple source

properties and three-formant parallel vocal-tract model used

to synthesize the sentences, but fell progressively as formant

asynchrony increased. Performance was at floor for the lon-

gest formant asynchronies tested (150 and 200 ms: �3% and

�2% keywords correct, respectively). A one-way within-

subjects analysis of variance (ANOVA) of the keyword

scores across all six conditions showed that the effect of

formant asynchrony on intelligibility was highly significant

[F(5,55)¼ 89.555, p< 0.001, g2 ¼ 0.891].2 Pairwise

comparisons of the keyword scores between neighboring

test values of formant asynchrony (e.g., 0 vs 25 ms, 25 vs

50 ms, etc.) revealed that there were significant differences

between all of them (range: p¼ 0.008 � p< 0.001), except

for the cases 0 vs 25 ms [mean difference¼ 10.1 percentage

points (% pts); p¼ 0.061] and 150 vs 200 ms (mean differ-

ence¼ 1.3% pts; p¼ 0.339).

The results of this experiment merit comparison with

those reported by Remez et al. (2008) for sine-wave speech.

In their experiment, the timing of the tonal analogues of F1

and F3 both remained unchanged; rather, the asynchrony of

the tonal analogue of F2 was manipulated either to lead or

lag the other formants (without wrap-around). Performance

in their experiment was measured in terms of syllables cor-

rect and showed an apparently more marked fall in perfor-

mance between asynchronies of 0 and 50 ms (72% vs 32%

syllables correct) than was found here for the corresponding

comparison (58% vs 33% keywords correct). Also, Remez

et al. (2008) found for sine-wave speech that performance

reached floor for an F2 asynchrony of 100 ms (�5% sylla-

bles correct) but a formant asynchrony of 150 ms (�3% key-

words correct) was necessary for the buzz-excited analogues

used here. Bearing in mind that, in the experiment reported

here, all three formants were made asynchronous relative to

one another and that the asynchrony between F2 and F3 was

twice that of their asynchrony with F1, it would appear that

buzz-excited speech is more robust than sine-wave speech

to the effects of formant asynchrony.

III. EXPERIMENT 2

This experiment compared directly the effects of intelli-

gible and unintelligible three-formant contralateral

FIG. 2. Results for experiment 1—effect of formant asynchrony on the

intelligibility of three-formant analogues of the target sentences. Mean key-

word scores and intersubject standard errors (n¼ 12) are shown for the six

asynchronies tested (60, 25, 50, 100, 150, and 200 ms). For each asyn-

chrony tested, F2 was delayed and F3 was advanced relative to F1, which

was unchanged.
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interferers on target intelligibility in a context where acous-

tic differences between corresponding pairs of intelligible

and unintelligible interferers were minimized. The set of

unintelligible interferers was derived from the set of intelli-

gible interferers by delaying F2 and advancing F3 by

150 ms with respect to F1; the results of experiment 1 indi-

cated that further increases in formant asynchrony would

lead to little further reduction in their intelligibility. In addi-

tion to manipulating formant asynchrony, the effects of TMR

were assessed at 0, 6, and 12 dB. Gallun et al. (2007) showed

that there are circumstances in which the IM of speech can be

altered substantially by changes in TMR across ears of 10 dB.

A. Method

Except where described, the same method was used as

for experiment 1. There were seven conditions in experiment

2; hence, the number of listeners required to produce a bal-

anced dataset was a multiple of seven. Twenty-eight listeners

(eight males) passed the training and successfully completed

the experiment (mean age¼ 25.3 yr, range¼ 18.1–47.9);

none of these listeners took part in experiment 1. The train-

ing session was nearly identical to that for experiment 1,

with the exception that the last ten sentences were presented

monaurally, rather than diotically, and with random selection

of ear of presentation on each trial. The stimuli for the main

experiment were derived from recordings of 60 sentences

drawn from the same set of materials as those used in experi-

ment 1 and spoken by the same talker. Forty-two of the sen-

tences were designated target sentences and were allocated

to different conditions in the same way as for experiment 1

(18–19 keywords per condition). The remaining 18 sentences

were used to create 36 interferers; half were intelligible (0-

ms formant asynchrony) and the other half were unintelligi-

ble (150-ms formant asynchrony).

All stimuli were generated using the same excitation

source, resonator bandwidths, and synthesizer configuration

as for experiment 1. The F0 frequencies of the target speech

and the interfering speech were 120.3 and 150.5 Hz, respec-

tively. These F0s correspond to 135 Hz 6 2 semitones; a 4-

semitone difference was used to distinguish clearly between

the target speech and the interfering speech. The target

speech was presented to one ear only, selected randomly on

each trial to create spatial uncertainty and hence to increase

IM (see, e.g., Kidd et al., 2008). When present, the interferer

was received in the contralateral ear. Listeners were asked

to ignore the sounds on the higher pitch and only to tran-

scribe the words on the lower pitch. For each stimulus

including an interferer, the durations of the target and

interferer were matched to their mean duration by linear

interpolation of the formant frequency and amplitude con-

tours prior to re-synthesis; this method did not affect the

properties of the excitation source. In order to minimize

the degree of duration rescaling necessary, the stimuli for

the targets and interferers were sorted by duration and

paired up; if a pairing resulted in the target and interferer

sharing more than one keyword then the next-nearest

interferer in duration was chosen. This pairing and rescal-

ing was done separately for each rotation of the stimuli

across conditions. Over all seven rotations of the target

stimuli across conditions, only 24 out of the 252 target/

interferer pairs shared a keyword.

Table I illustrates the seven conditions in the main

experiment; for ease of reference, the formants of the

masker are labelled M1, M2, and M3. Six conditions

(C1–C6) contained an interferer and one (C7) was a refer-

ence condition, comprising only the target speech. For three

of the conditions including interferers (C1–C3), the inter-

ferer had a formant asynchrony of 0 ms (i.e., it was intelligi-

ble) and for the remaining three interferer conditions

(C4–C6) the formant asynchrony used was 150 ms (i.e., the

interferer was unintelligible). Stimuli were selected such

that the frequency of the target F2 was always at least 80 Hz

away from the frequencies of F1 and F3 at any one moment,

irrespective of the formant asynchrony applied. Hence, there

were no approaches between formant tracks close enough to

cause audible interactions between corresponding harmonics

exciting adjacent formants. The across-ear TMR was 12 dB

(C1 and C4), 6 dB (C2 and C5), or 0 dB (C3 and C6). Target

level was unchanged; attenuation of the masker was

achieved without loss of resolution by reducing the output

of the appropriate channel using one of the programmable

attenuators. A follow-up experiment to assess the intelligi-

bility of the interferers from the main experiment was car-

ried out immediately afterwards. These interferers were

presented diotically on the same F0 (150.5 Hz), once each

and without feedback, in a quasi-random order.

B. Results and discussion

Figure 3 shows the mean percentage keyword scores

(and intersubject standard errors) for the target sentences,

either separately for each condition (top panel) or averaged

across TMR for the two types of interferer tested (bottom

panel). A one-way within-subjects ANOVA over all seven

conditions showed a highly significant effect of condition

TABLE I. Stimulus properties for the conditions in experiment 2 (main

session). Three-formant maskers (M1þM2þM3) were used as interferers.

Interferers were either intelligible (formant asynchrony¼ 0 ms) or rendered

unintelligible by delaying F2 and advancing F3 with respect to F1 (asyn-

chrony ¼6150 ms; see text for details). Stimuli were presented at three dif-

ferent TMRs across ears (12, 6, or 0 dB) by attenuating the interferer as

required.

Condition

Stimulus configuration

(target ear; other ear)

Asynchrony of M2 (þ)

and M3 (�) with

respect to M1 (ms)

TMR

(dB)

C1 (F1þF2þF3; M1þM2þM3) 0 12

C2 (F1þF2þF3; M1þM2þM3) 0 6

C3 (F1þF2þF3; M1þM2þM3) 0 0

C4 (F1þF2þF3; M1þM2þM3) 6150 12

C5 (F1þF2þF3; M1þM2þM3) 6150 6

C6 (F1þF2þF3; M1þM2þM3) 6150 0

C7 (F1þF2þF3; —) — —
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on target intelligibility [F(6,162)¼ 14.843, p< 0.001, g2

¼ 0.355]. Performance was best (�67% keywords correct)

when the three target formants were presented alone (C7).

Pairwise comparisons showed that intelligibility was signifi-

cantly lowered, often substantially, when the target speech

was accompanied by any of the interferers (C7 vs C1–C6,

overall mean difference¼ 22.4% pts, p< 0.001 in all cases).

This substantial decrease in target intelligibility occurred

even though the interferer was presented in the ear contralat-

eral to the target and on a different F0 (DF0¼ 4 semitones).

The effect of the experimental manipulations of the inter-

fering formants was explored further using a two-way

ANOVA restricted to the target-plus-interferer conditions

(C1–C6). The two factors were formant asynchrony applied to

the interferer (two levels: 0 or 150 ms) and across-ear TMR

(three levels: 0, 6, or 12 dB). This analysis revealed a signifi-

cant main effect of formant asynchrony [F(1,27)¼ 27.897,

p< 0.001, g2
p ¼ 0.508], but there was no main effect of TMR

[F(2,54)¼ 1.527, p¼ 0.226, g2
p ¼ 0.054] and no interaction

between the two factors [F(2,54)¼ 1.994, p¼ 0.146, g2
p

¼ 0.069]. Note, however, that visual inspection of Fig. 3 sug-

gests at least the possibility of an interaction between TMR

and formant asynchrony, implying that listeners may have

used the level cue in combination with the lack of interferer

intelligibility to direct their attention quickly to the target ear.

Given that repeated-measures ANOVA does not take into

account random effects arising from differences in the intelli-

gibility of different targets and interferers, as a precautionary

measure we performed a further analysis using a linear mixed

effects model that does take them into account. Following the

approach of Luke (2017), and using the package lmerTest
(Kuznetsova et al., 2017) for its implementation of the

Satterthwaite approximation for estimating the degrees of

freedom of the denominator term in the F statistic, the analysis

confirmed the results of the original ANOVA. Specifically,

there was a significant main effect of formant asynchrony

[F(1,26.38)¼ 15.360, p< 0.001], but there was no main effect

of TMR [F(2,929.11)¼ 2.344, p¼ 0.096] and no interaction

between the two factors [F(2,929.11)¼ 2.379, p¼ 0.093] for

the dichotic stimulus configuration used here. Although it

seems likely that using a larger range of TMRs or a greater

number of test materials may have revealed a significant main

effect or interaction, the effect of masker attenuation was

clearly substantially less than that of formant asynchrony.

This outcome suggests that the masking effects observed here

may be largely obligatory and so relatively unmodulated by

attentional focus. On average, the addition of an unintelligible

interferer (150-ms asynchrony) lowered scores by 18.2% pts.

Scores were lowered by a further 8.4% pts (i.e., by 26.6% pts)

if the interferer was intelligible (0-ms asynchrony).

The results for the follow-up experiment (symbols in

bottom panel of Fig. 3) confirmed that, heard in isolation,

the speech analogues used as interferers were around as

intelligible as the target speech when the formant asyn-

chrony was 0 ms (�68% keywords correct) but intelligibility

was low when the asynchrony was 150 ms (�13% keywords

correct). Albeit that different listeners took part in this

experiment, the keyword scores in the follow-up were some-

what higher than for the corresponding cases in experiment

1 (all 18 sentences used as interferers here were tested in

experiment 1). This is probably a consequence of exposure

to the interferers shortly beforehand in the main experiment;

note also that hearing the intelligible version of a given

interferer before the asynchronous version is likely to

FIG. 3. Results for experiment 2—effect of target-to-masker ratio (0, 6, or

12 dB) and of the formant asynchrony applied to interfering speech (0 or

150 ms) on the intelligibility of three-formant analogues of the target sen-

tences. Mean keyword scores and intersubject standard errors (n¼ 28) are

shown. The top panel shows performance in the absence of interfering

speech (square) and for the three TMRs tested in the presence of unintelligi-

ble interferers (150 ms asynchrony, triangles) or intelligible interferers (0

ms asynchrony, circles). The bottom panel shows mean performance when

collapsed across TMR for the intelligible interferers (light gray bar), the

unintelligible interferers (dark gray bar), and for no interferer (black bar).

The symbols shown, circle and triangle, indicate performance for diotic pre-

sentation of the interferers alone with 0 and 150 ms asynchronies, respec-

tively, in the follow-up experiment.
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enhance the latter’s intelligibility owing to the close acous-

tic similarity between them. At this point, it merits comment

that our measure of intelligibility for the asynchronous stim-

uli was with reference to the designated keywords for the

original sentences. Hence, at least in principle, it is possible

that listeners may have perceived as many words for the

asynchronous stimuli, but different ones from those key-

words. This was not the case because, on average, listeners

transcribed 5.0 words/stimulus for the synchronous inter-

ferers when presented alone in the follow-up experiment but

only 3.3 words/stimulus for the asynchronous interferers.

The errors made by listeners when trying to report the

target sentence in the target-plus-interferer conditions can

also provide insight into the nature of the interference experi-

enced. We began by pooling the results across TMR and

identifying for each target sentence any errors corresponding

to keywords present exclusively in the interfering sentences;

these error counts were then expressed as a percentage of the

total number of interferer keywords. On average, these scores

were 12.6% and 0.8% for the intelligible and (notionally)

unintelligible interferers, respectively. This outcome suggests

that an appreciable proportion of the fall in target scores asso-

ciated with intelligible interferers involved substitution of tar-

get keywords with words from the interferer.

The mistakes that listeners made can, in principle, be

classified into those arising from reporting keywords from

the interfering sentence (intrusion errors) and those arising

from reporting words that were not present in either the tar-

get or the interferer (other errors). We classified all reported

words that would usually be considered to be keywords into

these two categories; occasions where the interferer and tar-

get shared a keyword that was reported by the listener were

not counted as errors. These error counts should be consid-

ered against the baseline of 54–55 target keywords overall

for each level of formant asynchrony (0 vs 150 ms) when

pooled across the three levels of TMR. The average number

of intrusion errors was higher for the intelligible (7.5) than

for the (notionally) unintelligible interferers (0.5), whereas

the average number of other errors was similar for the intel-

ligible (17.6) and unintelligible interferers (18.6). This indi-

cates that the primary difference in errors between the

intelligible and unintelligible interferer conditions arises

from intrusions. Furthermore, considering other errors as a

proportion of total errors for the intelligible interferers

implies that as much as 70% [17.6/(17.6þ 7.5)] of the IM

caused by an intelligible interferer arises from acoustic-

phonetic rather than from linguistic interference. Making

the same calculation using loose scores yields only a small

decrease in this estimate to 67% [16.9/(16.9þ 8.3)].

The significant additional effect on target speech intelligi-

bility observed here when intelligible interferers were used is

in accord with the results of experiments where target and

masking speech are mixed together in the same ear and the

masker is spoken in either the same language or a different

(unfamiliar) language to the target speech (e.g., Brouwer

et al., 2012). Here, however, the dichotic configuration

ensured that masking by the interferer was purely

informational and the method used to control interferer

intelligibility minimized the acoustic differences between

corresponding intelligible and unintelligible interferers.

Overall, the results demonstrate that speech-on-speech IM

comprises an acoustic-phonetic component, which makes a

substantial contribution to the masking of target speech,

and a linguistic component, which can make a considerable

additional contribution.

IV. GENERAL DISCUSSION

In experiment 1, introducing an increasingly large asyn-

chrony between formants in buzz-excited three-formant ana-

logues of speech led to a progressive fall in intelligibility that

approached floor for asynchronies �150 ms (cf. �100 ms for

sine-wave speech; Remez et al., 2008). In experiment 2,

where masking of the target speech by a single-talker inter-

ferer was purely informational, the impact on target intelligi-

bility was substantial even though the target and interfering

voices were on different F0s (DF0¼ 4 semitones) and pre-

sented in different ears. Moreover, intelligible interferers

caused more masking than that caused by acoustically similar

interferers rendered largely unintelligible by applying an on-

going asynchrony of 6150 ms to F2 and F3 relative to F1

(cf. the similar but small effect observed by Dai et al., 2017,

using NV4 speech maskers). This finding confirms the results

of previous studies (e.g., Freyman et al., 2001; Van Engen

and Bradlow, 2007; Calandruccio et al., 2013) that unintelli-

gible interferers cause less IM than intelligible interferers, but

avoids the potentially confounding issues of attempting to

partition the energetic and informational components of

masking when target and interfering speech are mixed in the

same ear (e.g., Kidd et al., 2016), and of the various acoustic

differences often present between corresponding intelligible

and unintelligible interferers (e.g., Rhebergen et al., 2005).

Also, the considerable effect of interferer intelligibility

observed here occurred despite our use of open-set materials

(cf. Iyer et al., 2010); the use of the same closed-set materials

for target and interferer tends to increase the amount of IM

observed (e.g., Marrone et al., 2008; Kidd et al., 2010, 2016).

The difference in performance between conditions with

intelligible and unintelligible interferers was primarily due

to intrusion errors (i.e., reporting words from the interferer),

rather than to other errors (i.e., reporting words that were

not present in either the target or the interferer). Although

not conclusive, this outcome may indicate that listeners

sometimes had difficulty orienting their attention to the target

rather than to the interferer, despite the clear difference in

pitch between them arising from the one-third octave DF0.

Presumably, if this were the case, such a difficulty with selec-

tive attention would also have applied when the interferers

were rendered unintelligible and, more generally, it would

have facilitated not only intrusions but also acoustic-phonetic

interference across ears. Of course, it is acknowledged that

larger differences in pitch such as those typical of differences

between adult male and female talkers may not have led to as

many errors, and so the impact of increasing DF0 on the
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number and proportion of the two types of error merits inves-

tigation in further research. Note also that the materials used

here were short sentences, which limited the time available

for reorienting attention, and so it may be the case that using

longer materials would show clearer benefits of attentional

cues such as differences in level or F0.

The lack of any significant effect of interferer attenua-

tion is perhaps surprising, given that there are several stud-

ies in which changes in TMR within the range tested here

have revealed fairly substantial effects on intelligibility

(e.g., Brungart et al., 2001, 2006; Gallun et al., 2007;

Thompson et al., 2015). However, with the exception of

Gallun et al. (2007), those studies used stimuli in which the

target speech and the masker being manipulated were mixed

in the same ear, such that changes in TMR would inevitably

be expected to affect the extent of EM, irrespective of any

possible effects on IM. Gallun et al. (2007) measured the

intelligibility of monaural noise-vocoded target speech

when mixed with a fixed-level ipsilateral masker and

accompanied by a contralateral interferer whose level was

varied systematically. They found that target intelligibility

fell substantially over at least a 10-dB change in across-ear

TMR. One might speculate that the discrepancy between

our findings and theirs arises because of an interaction

between the fixed ipsilateral masker and variable contralat-

eral masker, perhaps due to an increased processing load

(cf. Brungart and Simpson, 2007), that is not present in our

experiment.

Our approach to rendering synthetic speech unintelligi-

ble has some similarities with that applied to natural speech

by Carlile and Corkhill (2015). They decomposed the inter-

fering speech into 22 bands, treated each band as a circular

buffer, and then recombined the bands with random starting

points. Their approach preserved the within-band spectro-

temporal properties of the original signal but, unlike our

approach, it did not preserve the coherent trajectories of the

individual formants. Indeed, more generally, the relationship

between an interferer’s spectro-temporal coherence and the

masking it generates has received little attention and

remains an open question for research (see Roberts et al.,
2014, for a discussion). If the spectro-temporal coherence of

an interferer is important for the IM it generates, then a pos-

sible modification to Carlile and Corkhill’s method would

be to filter natural speech into a small number of bands

whose center frequencies and widths are matched to the

overall ranges of the underlying formants, followed by

recombining the bands after applying a constrained-random

asynchrony to each one. These asynchronies may need to be

relatively large to render natural speech unintelligible (see

Arai and Greenberg, 1998). Note also that it is likely that

the manipulation employed by Carlile and Corkhill (2015)

would have substantially changed the overall amplitude

envelope of the signal. In contrast, desynchronizing F2 and

F3 relative to F1, as used here, caused relatively little

change in the overall amplitude envelope of the interfering

speech because it is governed primarily by the F1 amplitude

envelope (see Fig. 1).

The impact of a time-varying interferer on target intelli-

gibility observed here was considerable even when it was

rendered unintelligible by introducing formant asynchrony

(�18% pts fall in mean keyword scores). This outcome is

broadly in accord with the results of our recent study using

three-formant interferers made unintelligible by time rever-

sal of their formant-frequency contours (Roberts and

Summers, 2018), but the effect observed in that study was

considerably larger (�39% pts fall). Both experiments used

sentences drawn from the same set of BKB-like materials

and it is likely that the more modest fall in keyword scores

observed here is attributable mainly to the 4-semitone differ-

ence in F0 between the target and interferer. Specifically,

the DF0 may have facilitated attending to the target

(whereas, in our previous study, all formants in the stimulus

ensemble shared a common F0). Two other factors may also

have contributed to the difference in impact of the inter-

ferers in the two experiments. First, different amplitude con-

tours were used for the three-formant interferers; they were

time-varying here but constant in the study by Roberts and

Summers (2018). It has previously been shown for single-

formant interferers presented in the ear contralateral to

monaural target speech that constant-amplitude formants gen-

erate more IM than time-varying ones when matched for root-

mean-square power (Roberts and Summers, 2015). The reason

for this difference is unclear, but it may be because the

formant-frequency variation in the interferer, which is known

to be of primary importance for the IM generated (e.g.,

Roberts and Summers, 2015), is less clearly defined during the

low-amplitude portions in the time-varying case. Second, each

three-formant interferer used by Roberts and Summers (2018)

was synthesized using the time-reversed formant-frequency

contours of the corresponding target sentence, and so each tar-

get formant’s counterpart in the interferer was exactly matched

for its geometric mean frequency and frequency range; this

was not the case in the current study.

Our assumption is that unintelligible interferers com-

prising single formants or formant ensembles interfere with

basic acoustic-phonetic processing of the target speech,

because this processing is heavily dependent on extracting

and integrating information carried by the time-varying for-

mant-frequency contours. The degree of interference caused

by these maskers seems to be dependent on their spectro-

temporal complexity. In particular, the greater the formant-

frequency variation in the interferer, the greater the IM it

produces (Roberts et al., 2010, 2014; Roberts and Summers,

2015, 2018) and three-formant interferers (F1þF2þF3)

cause more interference than that caused by an extraneous

F1 alone (Roberts and Summers, 2018). However, as noted

earlier, the extent to which the pattern of formant-frequency

variation is plausibly speech-like does not appear to be

important (Roberts et al., 2014). Indeed, Roberts and

Summers (2018) have pointed out that there are interesting

parallels between the effect of formant-frequency variation

in an interferer on the IM it produces and the irrelevant

sound effect (ISE). The ISE demonstrates that task-

irrelevant acoustic distractors involving frequency change
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cause significant cross-modal interference—e.g., to visual

working memory (Jones and Macken, 1993). Furthermore,

Dorsi et al. (2018) found that increasing the number of

channels in noise-vocoded speech distractors increased the

size of the ISE; this was also true in the case where two-

thirds of the channels in the distractors were time reversed,

rendering them largely unintelligible. Hence, the effect of

frequency variation in the interferer on the ISE was separa-

ble from the effect of the interferer’s intelligibility.

The importance of the non-linguistic component of

speech-on-speech IM in our study is emphasized by the

observation that the unintelligible interferers produced

around two-thirds of the fall in keyword scores associated

with the intelligible interferers. Indeed, the consequences of

this component of IM for listeners with mild-to-moderate

hearing loss may be even greater given the degraded periph-

eral representation of the target speech—in this regard, a

useful aim for future research would be to establish the

extent to which hearing-impaired listeners are susceptible to

IM generated by formant-frequency variation in interfering

speech-like stimuli (cf. Roberts and Summers, 2015).

Nonetheless, it should be acknowledged that this assessment

is likely to underestimate the contribution of the linguistic

component of IM because it can only be demonstrated as

additional masking to that produced by the non-linguistic

component. Given that the stimulus configuration used in

the current study is capable of demonstrating a reliable addi-

tional effect of interferer intelligibility on the perception of

target speech presented in the contralateral ear, the question

of how this approach might be used in future research merits

consideration.

Although some attention has been paid to the contribu-

tions made by the lexical, semantic, and syntactic properties

of interfering speech to speech-on-speech IM, the results of

these studies have been inconsistent and, with one excep-

tion, the experiments involved interferers comprising two

talkers. For example, Brouwer et al. (2012) and

Calandruccio et al. (2018) both found some circumstances

in which the semantic coherence of two-talker maskers

affected target speech intelligibility, but the direction of

these effects was variable—e.g., across two experiments

semantically anomalous sentences caused either more or

less masking than semantically coherent sentences

(Calandruccio et al., 2018). Although Kidd et al. (2014)

have demonstrated the role of syntax in maintaining a coher-

ent stream of attended speech when listening to mixtures of

concurrent speech, to our knowledge the effect of the syn-

tactic status of a single interfering voice on target speech

intelligibility has only been investigated by Newman et al.
(2015). Their study found no effect of the syntax (in-order

vs scrambled-order sentences) of single-talker interfering

speech, but the interfering stimuli were constructed by

concatenating words and so lacked the typical coarticulation

of spoken sentences, limiting the generality of their result.

In principle, questions about the role of the linguistic prop-

erties of interfering speech in the IM it generates might be

addressed using an approach like that taken in the current

study, so long as it is possible to identify suitable materials

for comparison (e.g., syntactic vs non-syntactic) that, when

rendered unintelligible by applying the formant asynchrony

manipulation, generate a similar degree of IM. If this proves

possible, then differences in the additional impact of the

interfering speech when rendered intelligible by removing the

formant asynchrony must arise mainly from whichever lin-

guistic properties characterize those stimuli.

In conclusion, the extent of IM caused by interfering

speech may be reduced considerably (cf. Kidd et al., 2016)

when it is rendered unintelligible by introducing an on-

going asynchrony between its formants, despite the limited

effect of this manipulation on the overall spectro-temporal

properties of the interferer. The greater impact of intelligible

interferers observed here arose primarily from intrusion of

words from the interfering sentence into the target percept.

Nonetheless, the impact of an interfering voice on the intel-

ligibility of target speech remained substantial when the

interfering speech was rendered unintelligible, despite the

protection from EM provided by the dichotic configuration

used. Overall, the results suggest that central interference

with acoustic-phonetic processing of the target can explain

much of the interferer’s impact on intelligibility, but that lin-

guistic factors (for example, lexical access) also make an

important contribution to speech-on-speech IM.
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