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Highlights 
 

• A time-locked analysis was employed in a naturalistic stimuli paradigm. 
• Specific visual and auditory stimuli from the movie were mapped in brain space. 
• Motor β-suppression was evident in periods of watching hand manipulation. 
• Increased synchronization between core face-processing areas was found around 200 and 

300ms in the face condition. 
• Naturalistic viewing paradigms provide an ecologically valid approach for investigating 

brain dynamics. 
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Abstract 
 

Naturalistic stimuli such as watching a movie while in the scanner provide an 
ecologically valid paradigm that has the potential of extracting valuable information on how the 
brain processes complex stimuli in realistic visual and auditory contexts. Naturalistic viewing is 
also easier to conduct with challenging participant groups including patients and children. Given 
the high temporal resolution of MEG, in the present study, we demonstrate how a short movie 
clip can be used to map distinguishable activation and connectivity dynamics underlying the 
processing of specific classes of visual stimuli such as face and hand manipulations, as well as 
contrasting activation dynamics for auditory words and non-words.  

 
MEG data were collected from 22 healthy volunteers (6 females, 3 left handed, mean age 

– 27.7 ± 5.28 years) during the presentation of naturalistic audiovisual stimuli. The MEG data 
were split into trials with the onset of the stimuli belonging to classes of interest (words, non-
words, faces, hand manipulations). Based on the components of the averaged sensor ERFs time-
locked to the visual and auditory stimulus onset, four and three time-windows, respectively, were 
defined to explore brain activation dynamics. Pseudo-Z, defined as the ratio of the source-
projected time-locked power to the projected noise power for each vertex, was computed and 
used as a proxy of time-locked brain activation. Statistical testing using the mean-centered 
Partial Least Squares analysis indicated periods where a given visual or auditory stimuli had 
higher activation. Based on peak pseudo-Z differences between the visual conditions, time-
frequency resolved analyses were performed to assess beta band desynchronization in motor-
related areas, and inter-trial phase synchronization between face processing areas. Our results 
provide the first evidence that activation and connectivity dynamics in canonical brain regions 
associated with the processing of particular classes of visual and auditory stimuli can be reliably 
mapped using MEG during presentation of naturalistic stimuli. Given the strength of MEG for 
brain mapping in temporal and frequency domains, the use of naturalistic stimuli may open new 
techniques in analyzing brain dynamics during ecologically valid sensation and perception.  
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1. INTRODUCTION 
 
Traditional neuroimaging paradigms typically sacrifice ecological validity for high 

experimental control. Such approaches ensure that observed brain effects can be attributed to 
specific experimental manipulations with high confidence. However, brain processes studied 
under this type of paradigm might lack generalizability to real life conditions (Schmuckler, 
2001). For example, realistic sensory processing and behavior is complex and dynamic involving 
interactions of many context-dependent stimuli through different sensory modalities which are 
constantly changing, whereas traditional neuroimaging studies often isolate a specific task with 
highly constrained and simplified stimuli which are repeated several hundreds of times to obtain 
reliable brain activity patterns. An alternative approach is a naturalistic paradigm which consists 
of more complex and dynamic stimuli using speech, videos and/or music. Such paradigms 
increase the ecological validity of the stimuli and also help to increase the compliance of subjects 
(Centeno et al., 2016; Vanderwal et al., 2015) and allow the recording of brain activity from 
populations that may not be able to perform repetitive tasks involving hundreds of trials and 
behavioral responses, such as children or individuals in clinical populations (Vanderwal et al., 
2019). 

Since Hasson et al., 2004 demonstrated that brain activity is synchronized across subjects 
while watching movies, inter-subject correlation (ISC) analysis of fMRI data has become 
increasingly used and currently available in major fMRI datasets (HCP (Glasser et al., 2013) 
CamCan (Taylor et al., 2017). ISC has provided evidence of brain activity at different 
frequencies involved in naturalistic stimuli processing (Kauppi et al., 2010), shared brain 
activations during story comprehension across different languages (Honey et al., 2012), mapped 
the similarities in brain responses in people with similar interpretation of the naturalistic stimuli 
(Nguyen et al., 2019), and identified brain areas related to successful episodic memory formation 
(Hasson et al., 2008) and emotion processing (Nummenmaa et al., 2014, 2012), as well as 
characterizing movie-induced functional connectivity changes (Demirtaş et al., 2019; Simony et 
al., 2016).  

The ISC approach has also been applied to MEG data and has revealed synchronization 
across subject consistent with fMRI findings (Lankinen et al., 2018). The high temporal 
resolution of MEG allowed extending the framework of ISC to different frequencies and it has 
been shown more pronounced ISC at low (<10 Hz) frequency bands (Lankinen et al., 2014). 
However, previous studies focused on approaches that relied on adapting the MEG time series, 
such as multiset canonical correlation analysis, or smoothing the brain activity across vast 
anatomical areas, in order to reduce the intrinsic noise of MEG signals (Chang et al., 2015; 
Lankinen et al., 2014). This, however, seems to limit the ability to exploit the richness of MEG 
signal during sensory and perceptual processing of naturalistic stimuli.  

In this study, we use the classical approach of analyzing time-locked responses to specific 
classes of stimuli, but employed within the context of a novel naturalistic stimuli paradigm, to 
test the hypothesis that stimulus-locked MEG activity presented in naturalistic stimuli can 
reliably map and differentiate brain dynamics associated with particular classes of visual and 
auditory stimuli. Specifically, we mapped and contrasted naturalistic faces with hand 
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manipulation stimuli, as well as contrasting word and non-word auditory stimuli. We present a 
novel framework that involves time locking signal to the onset of movie visual and auditory 
events. We use the ratio of beamformer projected time locked power by projected noise (Pseudo-
Z) to localize time locked activity related to face and hand movements stimuli and to words and 
non-words sounds. Based on spatial mapping in the visual conditions, we further tested the effect 
of β-suppression induced while observing hand movements, and phase locking between the areas 
that were more activated while watching movie segments containing faces. To our knowledge, 
this is the first time such dynamical approach with milliseconds time resolution is applied to this 
type of paradigms, allowing to find areas with higher signal-to-noise ratio (SNR) associated with 
specific movie content without having to alter the signal to increase intersubject correlation or 
smoothing across anatomical brain regions to increase the SNR.  

 
 

2. MATERIALS & METHODS 
 

2.1. Participants 
 

MEG data were collected from 22 healthy participants (6 females, 3 left handed, mean 
age – 27.7 ± 5.28 years). All participants had normal or corrected to normal vision. None of the 
participants reported hearing problems or any medical condition including neurological 
disorders. Informed consent was obtained from all participants. The present study was approved 
by the Research Ethics Board of Simon Fraser University and the Fraser Heals Research Ethics 
Board. 

 
2.2. MEG and MRI data collection 
 
MEG data were collected at a sampling frequency of 1200 Hz in a magnetically shielded 

room using a 275 channel MEG system (CTF systems; Coquitlam, Canada). The data recording 
was performed while the participants where in supine position viewing a short movie clip on a 
screen 40 cm above their eyes. The clip was presented two times for each participant with a short 
break in between. The audio from the movie clip was presented through MEG-compatible 
earphones and prior to the data collection a short test was conducted to ensure that a participant 
could hear the sound from both earphones. Participants were instructed to stay as still as possible 
and pay attention to both movie presentations. Head position in the dewar was continuously 
tracked using three fiducial coils attached at the nasion and left and right preauricular locations. 
Prior to the MEG data collection, the head shape of each participant was digitalized using 
Polhemus FASTRAK digitizer for co-registration of MEG data with the anatomical MRI. The 
T1-weighted structural images (Philips 3T Ingenia CX) were collected for each participant (TE = 
3.7ms, flip angle = 8°, FOV = 256 × 242, matrix size = 256 × 242, slice thickness = 1 mm, 
number of slices = 213, sagittal orientation).  
 

2.3. Natural viewing paradigm 
 
The presented movie clip was a compilation of segments from the movie “Charlie and 

the chocolate factory”, 2005 directed by Tim Burton with a total duration of 4 minutes and 32 
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seconds (Fig.1A). The changes between scenes were marked by a photodiode dot on the first 
frame of each new scene. For the analysis, each movie frame was manually classified into the 
following categories: faces (56 occurrences), hand manipulations (42 occurrences), distant 
bodies (28 occurrences), non-human objects and views of scenery (9 occurrences) [Fig. 1B]. The 
sound wave from the movie was also manually classified using audioLabeler (MATLAB 2019a) 
into three categories: word sounds with clear onset (95 occurrences), non-word sounds with clear 
onset (59 occurrences), background noise (88 occurrences). The timings of stimuli occurrences 
combined from both movie presentations were used for data selection to investigate sensory 
processing as described in the data analysis section. 

 
2.4. Data analysis 
 
First, the segments of data with head movement exceeding 5 mm in any directions for 

any of the three fiducial coils were detected and excluded from the analysis. Only five 
participants exceeded this threshold and even for those participants, the maximum length of 
removed data was less than 3 sec for the whole recording. The data was band-pass filtered from 1 
to 150 Hz and a 60 Hz notch-filter was applied to remove line noise. Then Independent 
Component Analysis was performed to define and subsequently exclude the independent 
components composed of EOG (blinks, saccades) and heart artifacts using Fieldtrip toolbox 
(Oostenveld et al., 2011). For every occurrence of a stimulus, two seconds long epoch (trial) was 
extracted starting 500ms before the stimulus onset. 

 

 
 
Fig.1 – Naturalistic stimuli presentation and analysis workflow: A – Presentation of a movie clip 
(4 min 32 sec) twice with a short break of about 20 sec in between; B – Manual classification of 
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visual and auditory stimuli into subcategories; C – Sensor level event-related fields used to 
define time windows of interest for source analysis; D – Computation of Pseudo-Z maps for 
selected time windows; E – Statistical analysis of Pseudo-Z maps differences between different 
conditions; F – time-frequency and connectivity analysis between different conditions for 
specific brain areas. 

 
2.4.1. Sensor level event-related fields 

To investigate event related responses to visual (faces and hands manipulations) and 
auditory (words and non-words) stimuli at the sensor level, the data was time locked to the 
stimulus onset and averaged across the trials using Fieldtrip toolbox (Oostenveld et al., 2011). 
The data were filtered from 1 to 40 Hz and baseline corrected (the baseline was defined as 
500ms before the stimulus onset). Subsequently, the trials were averaged across all participants 
for each of the conditions, i.e. visual-faces, visual-hand movements, auditory-words, auditory-
non-words. We used the event-related fields to define time windows of interest for the source-
based analysis, by exploring ERFs across the sensors.  

2.4.2. Source modeling and forward solution 

For each subject, we segmented their MRI to extract the cortical surface. A cortical mesh 
of 4K vertices on a standard space was then constructed and used as source locations. A single-
shell headmodel was created for each subject based on the subject’s inner skull. The forward 
solution was computed for each vertex from the cortical mesh using Fieldtrip toolbox 
(Oostenveld et al., 2011). 

2.4.3. Source localization 

To localize time-locked activity, a scalar beamformer (Robinson and Vrba, 1999) was 
used to find the Pseudo-Z, which is the ratio of the projected source power to the projected noise 
power for a given location on the cortical mesh, defined as: 

 Z�i� = 	��	
 ��
��	 ��	
 ��
�	��
��	⁄   

where h is the forward solution at location i with orientation u, R = 〈��T〉 is the signal 
covariance of M sensor time series b collected over intervals of interest, and N is the MxM noise 
covariance collected over some intervals with no current stimuli present as explained below; 〈•〉 
denotes statistical averaging and the superscript ‘T’ matrix transposition. A higher SNR can be 
obtained with event-related evoked activity, as is our case, where responses were time-locked to 
the onset of movie contents. The event-related localizer is obtained as: 

 Z�������i� = 	��	
 ��
���
��	 ��	
 ��
�	��
��	⁄   

Here C denotes the 2nd moment matrix of the trial-averaged sensor time series �� , time-
averaged over an interval of interest t time points long: C= 〈〈〈〈��	��
〉�.  
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For each subject, the spatial Pseudo-Z distribution was transformed to z-scores by 
subtracting the mean and normalizing on the standard deviation computed over all voxels for 
each time window, to decrease dependence of the group results on differences in dynamic ranges 
of individual datasets (Moiseev et al., 2015, 2011; Nunes et al., 2019).  

Here, we use Pseudo-Z as a proxy for brain activation. It reflects the ratio of evoked 
source power at a given time window to the source power at the times of no interest. For each 
visual and auditory condition at each time window, Pseudo-Z spatial distribution was computed. 
The Pseudo-Z calculation for the face condition, signal covariance matrix was obtained by 
including all trials categorized as faces (102 occurrences), for the hand manipulations were used 
all the trials classified as hand manipulations (84 occurrences). For the faces, 8 trials were mixed 
with predominantly faces but with background hand movements, and for the hand manipulation, 
24 mixed trials contained predominantly hands but faces on the background. We considered that 
in the mixed trials, the main stimuli would be the most salient and would drive brain activations. 
To confirm this, we repeated the analysis excluding the mixed trials and compared it to the 
results of our main analysis. The results without mixed trials were quantitively and qualitatively 
similar (Supplementary Fig. 1). The noise covariance was computed based on all other trials 
including distant bodies and non-human objects and scenery views (56 and 18 respectively, 74 in 
total). Similarly, for the words condition, we used all the words trials with a clear onset (190 
occurrences) to compute the signal covariance matrix and for the non-words condition, all the 
non-word sounds with a clear onset (118 occurrences). To compute noise covariance for both 
auditory trials, we used the trials classified as background noise (176 occurrences). Then, the 
Pseudo-Z spatial distributions were compared between categorical conditions to find peak 
locations that characterize face, hand-movements, words and non-words processing. 

2.4.4. Source reconstruction 

The R and C covariance matrices for the beamformer weights � were derived using the 
time-window from the onset of the stimuli to the end of the trial. In order to obtain the 
maximally optimized orientation, w were estimated for each condition. To obtain robust 
estimates of the inverse covariance, broad band (1 to 45 Hz) sensor time series were used. Dipole 
orientation u was selected as the optimal orientation that maximizes the evoked projected power 
to the projected noise by solving the generalized eigenvalue problem, and used to compute  

�	 = 	��
��		���	
 ��
��	��
  

Due to computational limitations, we reduced data dimensionality by estimating an areal 
�� using the areas from the Multimodal Parcellation Atlas (Glasser et al., 2016), (Schoffelen et 
al., 2017; Seymour et al., 2018). First, spatial filters ��	at locations i were estimated for each 
vertex within an area. Then singular value decomposition (SVD) was used to decompose the 
product of �����
. From the left singular matrix  , its first left singular vector 	
 expressing 
most of the power covariance of the vertex within a parcellation area, was used as �� = 	
��	. 
Given that the source power is center bias, the time series were normalized by dividing them by 
������. To correct for sign shifting across participants, we computed  	from all the subjects’ 
time series. Then, for each subject the sign of the dot product of 	
 and its time series was 
calculated, and the sign was multiplied to the subject’s time series to correct for the ambiguous 
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polarity. These source estimates where then used to compute connectivity and time-frequency 
analysis.  

2.4.5. Source space time-frequency (TF) analysis 

Previous studies have demonstrated event related desynchronization (ERD) in alpha (8-
12Hz) and beta (12-25Hz) bands during hand movements or observation of hand movements 
performed by others (Erbil and Ungan, 2007; Puzzo et al., 2011). To further explore the 
perceptual dynamics caused by hand movements observation while watching a movie, we 
performed a TF analysis comparing faces and hand-movements. The areal time series from the 
areas classified in Glasser et al. (2016) as somatosensory, supplementary motor and premotor 
areas were selected (20 areas). Using a sliding Hanning window of 400ms, the signals were 
spectrally decomposed and power was estimated at 50ms steps from 6 to 30 Hz between -0.5 to 
1.5 seconds from the stimuli onset. Then, the TF were baseline corrected by subtracting the mean 
baseline values across frequencies. The TFs for all the motor related areas between faces and 
hand movements were tested together for reliable statistical significance using PLS analysis. 

2.4.6. Source space inter-trial phase locking 

Phase synchronization across time points between trials was assessed for the face and 
hand movements conditions between areas of the so called ‘core’ system involved in face 
processing (Haxby and Gobbini, 2011), namely, the occipital face area (OFA), posterior superior 
temporal sulcus (pSTS) and fusiform face area (FFA), and between words and non-words for the 
auditory conditions selecting the Wernicke area, left anterior superior temporal sulcus (aSTS) 
and left inferior frontal gyrus (IFG) given their involvement in word processing (Price, 2009). To 
do so, spectral decomposition of the three areal time series over time was performed using a 
continuous wavelet transform centered at 15 frequency bins logarithmically spaced from 4 to 45 
Hz from -0.1 to 0.6 seconds from the stimuli onset. Sample Phase Locking Value (sPLV) 
between signal pairs was computed as: 

sPLV%,',(,) = 1+, -Δ/0,1�2,3�
+

4=1
 

where N is the number of trials, Δ/ is the phase difference between x and y at time t and f 
frequency. As in the TF analysis, sPLV was baseline corrected to remove non-task related 
spurious synchronization. Then, the sPLV between the three areas of interest were tested 
together for significance using PLS analysis.  

2.5. Statistical analysis 

In our study, we used mean-centered Partial Least Squares (PLS) analysis for testing 
statistical significance of the differences between the conditions (Lobaugh et al., 2001; McIntosh 
and Lobaugh, 2004). It is a multivariate statistical approach that uses singular value 
decomposition to extract latent variables which express most of the variance in the data. Each set 
of latent variables are composed of (i) a vector expressing the contrast between conditions 
(equivalent to the eigenvectors), (ii) singular value ultimately representing the amount of 
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variance explained by the latent variable, and (iii) a vector of saliences expressing the 
contribution of each data feature (in this study, each vertex for Pseudo-Z analysis or the 
combination of an area at specific timepoint at specific frequency for TF or connectivity 
analysis) to the contrast between conditions. The statistical analysis is performed first with a 
permutation test randomizing the condition labels and testing if the original condition labels 
expresses significantly more variance than randomized labels. It renders a single p-value 
reflecting the statistical significance of the contrast between the conditions, avoiding the multiple 
comparison issue. Then, bootstrapping is performed by removing subjects within conditions and 
the standard error of the bootstrap repetitions is used to normalize the original features. This 
provides a bootstrap ratio that can be interpreted as a z-score for each data feature and provides a 
robust protection against outliers. This essentially expresses each data feature’s reliable 
contribution to the overall contrast between conditions. Positive or negative z-scores of 2.5 or -
2.5 were chosen as maximal thresholds since they approximately correspond to the 99% 
confidence interval (McIntosh and Lobaugh, 2004). In the figures, the maximal color threshold 
represents z-scores ≥ |2.5|.  Positive z-scores represent vertices with higher activation in 
condition A in contrast to condition B (e.g. face > hand manipulations) and vice-versa for 
negative z-scores (e.g. hand manipulations > face). For visualization purposes, we split z-scores 
into positive and negative and flip the negative z-scores, to demonstrate higher activation in one 
condition compared to the other with the same 2.5 maximal threshold.  

For statistical comparison of Pseudo-Z maps between conditions, we ran separate PLS 
analysis for each time window (four PLS analyses between face trials and hand manipulation 
trials; three PLS analyses between word trials and non-word trials). Given that we ran separate 
PLS analysis for each time window for visual and auditory trials, p-values for each PLS analysis 
were Bonferroni corrected by the number of PLS analyses for each condition. We also ran two 
separate PLS analyses to test the significance of differences between the conditions in spectral 
power dynamics in motor-related areas and inter-trial phase synchronization within the areas of 
the ‘core’ network of face processing. For all PLS analyses, we used 5000 permutation and 5000 
bootstrapping rounds.  

 

3. RESULTS 
3.1. Activation dynamics during viewing of faces and hand movements 

First, we investigated event related components time-locked to the visual stimuli onset 
which was defined as the first frame of a scene with faces or hand manipulations appearing on 
the screen. To define the time windows, we explored the ERF generated across sensors at 
different locations. For illustration purposes, in Fig. 2A, the ERF responses for these two 
stimulus types are presented averaged across right temporal-occipital MEG channels to target the 
areas reported to be involved in the processing of similar stimuli (Meeren et al., 2013). The 
averaged ERFs were composed of well-documented components elicited by visual stimuli. Based 
on these waveform components four time windows were selected for the source analysis: 50-
120ms, (M100 component) 120-190ms (M170 component), 190-330ms (M250 component) and 
330-450ms (M400 component) which are consistent with previous studies exploring evoked 
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brain responses to visual stimuli in standard paradigms (Puce et al., 2013). In Supplementary Fig. 
2, the ERFs of all the sensors are illustrated and a few are magnified as small figures.   

 

Fig. 2 – Differences in activation dynamics between different visual stimuli – frames with faces and hand 
manipulations presented during the movie: A – for illustration purposes, we averaged across right 
temporal-occipital sensors event related fields for both conditions. B – Pseudo-Z maps for each time 
window selected based on ERF. It illustrates the spatial pattern of brain activation across four time-
windows for each condition separately – faces and hands manipulation. C – Significant difference in 
Pseudo-Z between different conditions for the 330 - 450ms time window. OFA – occipital face area, pSTS 
– posterior superior temporal sulcus, FFA – Fusiform Face Area, PMC – primary motor cortex, IFG – 
inferior frontal gyrus, SMC – supplemental motor cortex. 

Based on the observed components across different sensor locations, we divided the 
visual trials in four time-windows and calculated Pseudo-Z maps for each condition for each 
window (Fig. 2B). During the first time-window (50-120ms) both faces and hand manipulations 
stimuli elicited activation in primary visual cortex in left and right hemisphere reflecting the first 
stage of visual information processing. Later, during 120-190ms the activation started to spread 
to early visual cortex involving ventral stream and dorsal stream areas in both hemispheres. In 
contrast, the activation for both conditions became more lateralized from 190 to 330ms with 
stronger involvement of right hemisphere where the activation continued extending to higher 
order visual areas. The most pronounced differences between two conditions (faces and hand 
manipulations) were detected during the last time window (330-450ms). Activation during face 
trials was located in the right lateral occipital (also known as occipital face area (Pitcher et al., 
2011), posterior part of superior temporal cortex and inferior occipital and temporal (matching 
the location superior temporal visual area and fusiform face area), whereas hand manipulation 
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trials elicited activation in postcentral and precentral cortical areas, and superior marginal gyrus, 
typically reported to be mirror neuron motor related areas (Grosbras et al., 2012). 

PLS analysis confirmed the significance of observed differences in the spatial distribution 
of activation for the last time window (p < 0.001), while there were no significant differences 
during the previous time windows. The z-score distributions on the brain surface presented in 
Fig. 2, C, indicate the areas where faces and hands had different activation compared to each 
other. As expected, areas with higher activation during the fourth time window in face condition 
compared to hand manipulation included the ventral stream visual areas (occipital lateral area 
and fusiform area) and the superior temporal visual area. Whereas activation for hand 
manipulation condition was greater in supplementary and primary motor cortices and dorsa-
lateral frontal cortex.  

Given that in the literature reliable differences between faces and hands, especially in the 
N170 component, have been previously reported, we conducted an ‘ROI’ analysis during the 
second time-window (120-190 ms) taking the occipital face area (OFA), the fusiform face area 
(FFA) and the posterior superior temporal sulcus (pSTS) face-selective area (Haxby and 
Gobbini, 2011; Pitcher et al., 2011; Turk-Browne et al., 2010). The PLS analysis indicated 
higher activation (p < 0.01) for the face compared with the hand manipulation conditions. 

3.1.1.  Synchronous oscillatory dynamics during faces and hand movements 
observation 

The pseudo-Z contrast between faces and hand movement indicated peak pseudo-Z 
increase for faces in the ‘core system’ of face processing. Based on these results, we further 
investigated the temporal and spectral inter-trial oscillatory phase synchronization dynamics in 
both face and hand movements trials between these areas. In both conditions, synchronization 
was temporally more pronounced between 150 and 200ms in the alpha frequency, as illustrated 
in Fig. 3A and B columns. PLS analysis revealed statistically significant differences between the 
conditions (p < 0.05). The z-score distributions for all three connections in Fig 3C column 
indicate higher sPLV in the face condition which was the most pronounced in a later period, 
between 200 and 300ms and in the alpha band. There are some strong z-score values in the 
baseline period, mostly at high frequency, suggesting that this connectivity estimation is noisy. 
Thus, interpretation should only be focused on cluster z-scores instead of local peaks.  
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Fig.3 – Dynamics of inter-trial phase synchronization 1) between occipital face area (OFA), 
fusiform face area (FFA) and posterior superior temporal sulcus (pSTS) during faces and hand 
manipulations A – sPLV dynamics during face condition between pSTS and OFA (first row), 
FFA and OFA (second row), pSTS and FFA (third row); B - sPLV dynamics during hand 
manipulation condition; C – PLS z-scores for each connection. 2) inferior frontal gyrus (IFG) is 
used as a control area and sPLV is estimated between IFG and OFA, FFA pSTS. The average 
sPLV between IFG and the other areas are illustrated in 2A for faces and 2B for hand 
manipulations. The control analysis was not significant and the z-scores are not plotted.  

 

3.1.2. Time frequency power changes in motor related areas 

Pseudo-Z relative increases in motor related areas in the hand movement condition 
compared with the segments containing faces provided evidence of increased recruitment of the 
motor system. To characterize this in a spatio-temporal resolved manner, we analyzed the time 
and frequency activity of the areas classified as the motor system in the Glasser et al. atlas. The 
averaged TF representations across the motor areas in both conditions are illustrated in Fig. 4A 
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and B. For both conditions, there is a low frequency spike after the onset of the stimuli. For the 
faces, however, the is mostly increase in power, especially in the beta, whereas, the hand 
movements, there is a pronounced decrease in power in the alpha and beta frequencies. These 
differences were statistically significant with PLS analysis (p-value <0.001). Based on the z-
scores distribution in Fig.4C, power decrease in the beta frequency during the hand 
manipulations condition was contributing the most to the observed differences between the 
conditions.  

 

Fig.4 – Spectral power dynamics in motor-related areas during faces and hand movements 
observation. A – time-frequency plot for face condition; B – time-frequency plot for hand 
manipulation condition; C – PLS z-scores illustrating the time and frequencies where the 
differences between conditions were the most pronounced.  
 

3.2. Activation dynamics during listening to words and non-words  

The analysis steps for mapping Pseudo-Z activation were further employed to investigate 
sensory processing of auditory stimuli by using trials with an onset of a word or a non-word 
sound. Fig 5A shows an ERF averaged across all participants for left temporal MEG channels. 
Based on averaged ERFs, three time windows were chosen to perform source analyses for the 
auditory trials: 50-120ms (M100 component), 150-290ms (M200 component), 350-600ms 
(M400 component), which also are congruent with previous ERP studies of words and non-word 
stimuli (Cheng et al., 2014; Kaan, 2007).  

During the first time-window (50-120ms, Fig. 5B, blue panel) both word and non-words 
elicited activation in primary and secondary auditory cortices in both hemispheres. For the word 
condition, there was a noticeable higher activation in the right auditory cortex compared with 
non-word condition. This difference was further confirmed to be significant (p <0.001) using 
PLS activation (Fig. 3C, blue panel). Words stimuli elicited higher activation in the right anterior 
temporal pole (r-ATL), left inferior frontal gyrus (l-IFG), and the anterior part of the left superior 
temporal sulcus (l-STS), whereas non-words had higher activation in the left inferior parietal 
cortex and medial visual areas.  
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During the second time window (150- 290ms, Fig. 3B, orange panel), word related 
activity in the STG spread along the superior temporal gyrus in the left hemisphere, and with less 
noticeable changes in the right hemisphere. In contrast, non-words stimuli activity expanded 
across the right superior temporal sulcus with fewer changes over time in the left hemisphere. 
PLS analysis on the pseudo-Z maps of the second time window revealed an overall significant 
contrast between the conditions (p < 0.01, Fig. 3C, orange panel). Higher activation was found in 
the left STS including areas from temporal parietal junction (TPJ) for word trials, whereas for 
non-words higher activity was found in left lateral occipital cortex and left prefrontal cortex. 
Fig.3B, green panel illustrates the activation in left and right superior temporal gyrus for word 
stimuli during third time window (330-600ms). For non-word stimuli, the activation was more 
evident in right superior temporal area and left orbitofrontal areas. PLS analysis for the third time 
window revealed a significant contrast between conditions (p < 0.001, Fig. 3, C, green panel), 
with higher activation for word stimuli in left posterior part of the superior temporal cortex, TPJ 
and right ATL. In non-words, higher activation compared to word stimuli was found in the 
calcarine sulcus, right middle and left superior frontal gyrus.  

Similarly to face and hand manipulation conditions, the connectivity analysis was 
conducted for words and non-words conditions. Differences in sPLV were tested between word 
processing areas, namely, the aSTS, Wernicke’s area and the Broca’s area. No significant 
differences between the conditions were found, indicating that phase synchronization between 
the areas were not higher when processing words or non-words.   
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Fig.5 – Differences in neuromagnetic dynamics between word and non-word auditory stimuli 
presented during the movie: A – averaged across left temporal sensors event related fields for 
both conditions. B – Pseudo-Z maps for each time window selected based on ERF. It illustrates 
the spatial pattern of brain activation across three-time windows for each condition separately – 
sounds composed of words and non-words. C – Significant difference in Pseudo-Z between 
different conditions for three time-windows: 50-120ms, 150-260ms and 330-600ms. BA – 
Broca’s area (inferior frontal gyrus), WA – Wernicke’s area, ATL – anterior temporal lobe. 

4. DISCUSSION 

The present study aimed to demonstrate the feasibility of mapping previously 
characterized spatial patterns of brain activation and connectivity, together with their dynamics, 
as elicited by specific visual and auditory stimuli during a naturalistic movie watching paradigm 
in MEG. Although source space time-locked activation in neurophysiological studies are 
common, to our knowledge, this is the first time this type of analysis approach has been applied 
to a movie watching naturalistic paradigm, adapting a similar approach previously applied in 
fMRI (Lahnakoski et al., 2012). Using Pseudo-Z spatial distributions as an index of brain 
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activation, we present an approach to map large-scale neurophysiological processing of visual 
(faces and hand movements) and auditory (words and non-words) stimuli over time windows 
defined by evoked potential fields (EPF). Such application in a naturalistic paradigm could be 
very beneficial when dealing with challenging populations. For example, it is well-known that in 
autism spectrum disorder face processing and the mirror neuron system is disrupted, however, it 
remains challenging to study this population using neuroimaging, particularly individuals toward 
the low-functioning end of the spectrum. Watching a movie can make the brain recording 
enjoyable while valuable neuroimaging data can be obtained. Moreover, movie watching does 
not require the participant to follow strict task-related instructions, which is also a limiting factor 
in recording from clinical and child populations using common research protocols. 

4.1. Face processing and hand movement observation during naturalistic viewing 

Face processing involves a specialized distributed cortical network, predominantly, but 
not exclusively, lateralized in the right hemisphere (Barbeau et al., 2008; Pitcher et al., 2007). It 
starts at primary visual areas and progresses through a cortical hierarchy involving the occipital 
face area (OFA), the fusiform face area (FFA) and the posterior superior temporal sulcus (pSTS) 
face-selective area (Haxby and Gobbini, 2011; Pitcher et al., 2011; Turk-Browne et al., 2010). 
The last is reported to be sensitive to facial expressions and perception of body movements 
(Allison et al., 2000). Previous neurophysiological studies have reported M/N170, and M/N400 
face-related components (Eimer, 2000; Harris and Aguirre, 2010; Itier et al., 2006; Liu et al., 
2013), and in line with the literature, our results indicate that face related activity starts at 
primary visual areas, and over 450 milliseconds it expands to higher order and associative areas, 
mostly in the ventral stream. After Bonferroni correction, only in the latest temporal window 
330-400ms face condition significantly differed from the hand-related movements condition. The 
areas with the highest peaks involved the right-OFA, right-FFA, right-pSTS, in the literature 
described as the ‘core system’ of face processing, and middle left-STS, described as part of the 
extended system and probably involved in comprehension face-related speech (Haxby et al., 
2000). In addition, in the second time window where the N170 is reported in the literature, these 
three areas were significantly more active in the face condition when doing an ROI analysis by 
only including activations of these areas.  Based on these three peaks, we explored oscillatory 
phase synchrony between these areas. Our findings indicate significant contrast in inter-trial 
phase locking between faces and hand movements, with the most reliable differences located 
between 200 and 300ms in phase synchrony between the OFA, FFA and pSTS, although we did 
not find evidence of earlier synchronization between OFA and FFA, compared to pSTS.   

While face perception recruits mostly ventral occipital-temporal areas, observation of 
hand movements in naturalistic viewing conditions activates mostly temporo-parietal areas 
(Avenanti et al., 2013). In particular, some of these areas have been associated with the mirror 
neurons system that activates when a person observes motor actions performed by others and is 
thought to facilitate the understanding of the ‘others’ actions (di Pellegrino et al., 1992; Mukamel 
et al., 2010).  

The mirror neuron system is involved in a network of brain regions supporting theory of 
mind, which also includes the temporo‐parietal junction (TPJ) (Brunet-Gouet and Decety, 2006; 
Vistoli et al., 2011), fronto-parietal regions including sensory-motor areas, and the dorsal and 
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ventral frontal cortex (Avenanti and Urgesi, 2011; Romani et al., 2005). All these areas tend to 
be activated when observing actions performed by others (Arnstein et al., 2011; Grosbras et al., 
2012; Mizuguchi et al., 2016) and with a right lateralization tendency (Bolognini et al., 2013; 
Stuss, 2001). Previously, the most pronounced effects of motor observation were reported to be 
at around 400ms (Balconi and Vitaloni, 2014; Casini et al., 2006; Reid and Striano, 2008). 
Similarly, in our study, significantly different activation in the hand movement condition 
compared to faces condition was found in the 330-450ms time window, possibly an overlapping 
period of late face processing and vicarious hand movement perception. The areas that differed 
the most compared to the face condition were located in somatosensory, primary and 
supplementary motor areas, dorsal prefrontal cortex, and inferior frontal cortex. Also, ventral 
prefrontal cortex increased activation was found, however, deep areas are more prone to 
localization errors and precaution should be taken when interpreting the results (Nunes et al., 
2019).  

Previous electrophysiological studies reported event-related desynchronization (ERD) 
during hand movements, as well as while observing others’ hand movements (Erbil and Ungan, 
2007; Puzzo et al., 2011) suggesting that the motor activation induced by movement observation 
elicits a similar beta power desynchronization as when movement is performed (Hobson and 
Bishop, 2016; Meyer et al., 2011; Streltsova et al., 2010). Our findings in time-frequency 
analysis also demonstrated significant beta desynchronization across motor-related areas when 
participants observed hand movements compared to faces.  

4.2. Contrasting brain activation dynamics for auditory words and non-words 

In our study, we compared brain activation between the onset of words and non-word 
sounds. Based on previous literature, sound processing starts at primary auditory areas in the 
Heschl’s gyrus and moves forward to associative auditory areas where words activate the left 
lateralized cortical language circuit (Friederici, 2012; Price, 2009). It involves a dorsal stream 
that includes the ventral central sulcus (vCS), premotor cortex and IFG and the ventral stream, 
encompassing the posterior and anterior superior temporal gyrus (STG), and the anterior 
temporal lobe (ATL) (Friederici, 2012; Rauschecker and Scott, 2009). Our results found 
significantly different activation in the three time-windows of interest. In the first 50-120ms 
window, there was higher activation for words in the left anterior STG and IFG, but right vCS 
and STG. Previously, Liebenthal et al., 2013, also reported early (80-100ms) dorsal stream 
activation during phonemic perception. In the second window between 120-290ms, for words, 
there was a left-lateralization involving vCS and posterior STG where Wernicke’s area is located 
(Price, 2009), and in the last window between 330-600ms, while Wernicke’s area remained more 
active in the words condition, increased activation was more pronounced in the right hemisphere 
involving the ATL and middle temporal gyrus (MTG). The ATL, and the MTG, have been 
reported to act as a semantic hub from where semantic meaning is retrieved (Visser et al., 2012). 
Although it is more left-lateralized, both sides play an important role as demonstrated in lesion 
and TMS studies (Pobric et al., 2010; Ralph et al., 2016). Moreover, the right ATL might be 
more specialized in context processing and in sensory-motor representations such as voice and 
face recognition (Lindell, 2006; Olson et al., 2013). Higher activations during the non-words 
presentation were found scattered around the central sulcus and occipital cortex, interestingly, 
these activations are very similar to the activations evoked by listening to bird chirp sounds 
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(Liebenthal et al., 2013). These findings could indicate a shift-balance in multisensory 
processing where a non-word sound might trigger an attention shift towards the visual system in 
order to find the origin of the sound while parietal areas provide a contextual reference for the 
meaning of the sound. 

Conclusions 

In this study, we presented a series of time-locked analyses of dynamic brain activation 
and connectivity patterns for faces, hand-movements, words and non-words conditions while 
participants were watching a movie. To our knowledge, this is the first demonstration of time-
locked neuromagnetic responses with millisecond time resolution during naturalistic viewing 
using MEG. The experimental control is lower during complex naturalistic stimuli, but by using 
pseudo-Z as a proxy of activation, the brain activity not related to the time-locked events was 
greatly suppressed, and meaningful activation related to movie events were localized. Significant 
differences in activation patterns between conditions allowed to tease apart the involvement of 
different brain areas in processing particular stimuli, and further source analysis proved the 
involvement of motor-related areas in movement observation and the involvement of face 
processing areas through oscillatory phase synchronization. Our results obtained in complex 
visual and auditory conditions are highly concordant with previous classical fMRI and 
neurophysiological studies. Similarities are described in terms of the brain regions activated for 
specific classes of stimuli, supporting and validating this approach for studying time-resolved 
sensory processing in a naturalistic paradigm.  
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Supp. Fig. 1 – Comparison of two PLS analyses testing differences in Pseudo-Z activation 
between different conditions with and without mixed trials a) the original study with mixed trials 
(8 mixed trials predominantly faces and 24 predominantly hand manipulation). B) the same PLS 
analysis excluding mixed trials. Overall, the results are very similar, and the z-scores have a 
correlation of r= .84. However, z-scores are slightly lower in B probably due to the reduction of 
the number of trials. Similar patterns were expected because the activation produced by the 
secondary stimulus in the mixed trials would be cancelled out by the noise covariance composed, 
among others, by trials of the second stimuli. 
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Supp. Fig. 2 – Event related fields for each MEG sensor averaged across all subjects during face 
and hand manipulations stimuli. For a subset of sensors, their ERFs are plotted as small figures. 
The four windows of interest are marked in blue, orange, green and purple, and were used in the 
pseudo-Z analysis to average the evoked power projected into source space.  
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