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SUMMARY . 

This research has developed an experimental method 
to measure frozen phase thickness of liquids, based on 
the density differences between the frozen and unfrozen 
phases and compared experimental freezing rates with 
rates predicted by theoretical methods, including 
those of Planck, Neumann and Goodman. 

Freezing rate experiments produced ice thicknesses 
from 6 mm to 30 mm of distilled water, grapefruit juice 
and 5 and 10 per cent sodium chloride solutions with 
initial temperatures between 3.5 and 25 C, coolant 
temperatures between -4 and -16 C and with heat 
transfer coefficient values of 2000, 1700, 900 and 56.8 
w/meC, Accurate values of the heat transfer 
coefficient were determined by initial experimental work. 

A literature survey, although revealing many 
theoretical methods for predicting freezing times of 
liquids, alloys and watery foodstuffs, found that only 
in a few cases had comparison between theoretical and 
experimental results been made end in these cases 
agreement was generally poor. The theoretical methods 
used restrictive assumptions to simplify the moving 
boundary and heat condyction equations and showed wide 
variations (e.g. 100%) in predicted freezing times 
which precluded the choice of any as obviously accurate. 

A finite difference method of Vasil'ev and Uspenskii 
was modified to predict to within 8% the freezing times 
of distilled water. 

The freezing rates of electrolyte solutions, under 
conditions of low freezing rates (0.0012 mm/s), were 
found to be less than those of distilled water due to 
the formation of a layer of high solute concentration 
adjacent to the interface which lowered the solution 
freezing point. Incorporation of this effect into the 
Vasil'ev and Uspenskii method predicted electrolyte 
solution freezing rates to within 15%. 

Conduction, phase change, freezing, preservation. 
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CHAPTER 1 

INTRODUCTION 

The aim of the research described in this 

thesis was to establish a practical working formula 

to predict accurately the position of the freezing 

interface in a pure liquid or electrolyte solution 

undergoing solidification. This involved solution 

of the transient heat transfer equations describing 

freezing, and comparison with experiments. The analysis 

required prediction of the temperature profiles in the 

frozen and liquid phases, and, in the case of freezing 

electrolytes, knowledge of concentration profiles set 

up ty the advancing interface. 

Practical cases involving heat transfer with a 

phase change include the casting of metals, freezing 

and thawing of soil, preservation of blood and freezing 

of aqueous solutions and foodstuffs which this research 

concentrates on. 

Accurate knowledge about the freezing of food- 

stuffs is important to the food industry because the 

quality of the frozen product is effected by the rate 

of freezing (it is gererally agreed that the faster 

the rate of freezing the better the quality ( 86-88 % 

and, freezing installations of optimum sizes can only 

be built with accurate knowledge of freezing rates. (44)



The overall freezing operation which involves 

reducing the initial temperature of the material to 

its frozen storage temperature can be split into four 

stages:- (see figure 1-1) 

CR) Precooling. 

(2) Subcooling (sometimes referred to as 

supercooling in literature ( 70 ). 

(3) ~~ Freezing. 

(4) Tempering. 

During the precooling period the temperature of 

the material is reduced until its surface temperature | 

is at its freezing point. The rate of heat transfer 

depends on the heat transfer coefficient, area 

exposed, temperature difference and time. 

The precooling stage, like the subcooling stage, 

usually occupies only a small.part (1-2%) of the 

overall freezing time. Subcooling of the liquid 

phase below its freezing point occurs to some degree 

in all materials and is related to, among other 

factors, the rate of crystallisation, The effect 

of subcooling is usually neglected in analysis of 

freezing problems. (86). Studies of subcooling and 

nucleation are given in references (73, 74, 100-103). 
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Due to the high value of the latent heat of 

fusion of water compared to the specific heats of 

water and ice the freezing stage occupies the vast 

majority of the process time in the overall freezing 

operation. 

The freezing stage is represented by a plateau 

on the freezing curve. It is during this stage that 

the frozen-unfrozen interface traverses the body 

being frozen and the latent heat of fusion released 

at the interface is conducted to the coolant across 

an increasing thickness of frozen product. (86). 

The rate at which the latent heat can be conducted 

across the frozen phase is usually the rate controlling 

step in commercial food freezing systems. (88). 

The tempering stage reduces the body to the 

storage temperature. For foodmaterials the storage 

temperature is generally -18 C to -20 C. (89). 

(Details of problems encountered with the freezing 

preservation of foods are given in appendix 7). 

In general a pure liquid freezes at a constant 

temperature whilst aqueous solutions and liquid 

mixtures freeze over a range of temperatures (see 

figure 1-1) giving solid and liquid phases of 

different compositions. With most foods 90% of the 

water is frozen by -5 C. (90).



Freezing occurs at different rates at different 

positions in a body (4), The point cooling most 

slowly is referred to as the 'thermal centre' of the 

body. The thermal centre is used by food technologists 

to define freezing time as the time for the thermal 

centre to fall through the zone of maximum crystal 

formation (0 to -5 C) (88). If this time is less 

than two hours, then the term ‘commercially quick 

frozen' is used 

The requirements of a practicelly useful 

predictive freezirg method for estimating freezing 

times are that the method should : 

1. Be quick and practical. 

2. Include the effect of the heat transfer 

coefficient between the coolant and material 

being frozen. 

3. Be able to handle freezing from well above 

the freezing point. 

4, Be supported by experimental results. 

5. Be applicable to materials that exhibit 

a freezing point range. 

6. Predict the time for the total freezing 

operation (i.e. time from initial temperature 

to storage temperature). 

7. Apply to irregular-shaped materials.



Predictive methods for estimating freezing times 

have been studied by many workers (1 - 80 ) 

generally the methods assume the following 

conditions: 

1. Initial uniform temperature of material 

being frozen. 

2. Constant coolant temperature. . 

3. Material has constant thermal conductivity 

and specific heat (different for the two 

phases). 

4, A density which does not vary with 

temperature or alter during the freezing 

process. 

5. A definite freezing point at which latent 

heat is liberated. 

6. Heat transfer is in one direction only. 

?. Heat transfer within the watery solid 

is by conduction with a convective 

boundary condition. (Convective heat 

transfer in the body is neglected). 

With the above assumptions we obtain the following 

governing equations for a freezing model in which the 

subscripts 1 and 2 refer to the frozen and unfrozen 

phases respectively.



(The model is diagramatically shown in figure 

41-2 and derived in appendix 6). 

Conduction equations: - 

Phase 1 On, " 2 =n, 

—— = ae 4-4 
Ot 1 ax on 

2 Phase 2 a T, 2 T> 

=—— - 2 - 4~2 
ot Ox a 

Boundary conditions: at frozen-unfrozen interface x=X(t) 

- Lea : om OT. 

at F -( ea | ® Ox) x nas 

= Bo ae (1-4) 

  

at coolant surface x = 0 

H(fc - s) = -K, ou (428) 
ox x=0 

at the axis of symmetry 

2s 
— |= 0 atx=a (1-6)



     

  

  

  

Figure 1 - 2 1 - Dimensional Freezing. 
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Initial conditions are: 

Z Gt) = © sat " ° (1+?) 

Ts = fe cat | ° (1-8) 

The set of equations (1-1) td (1-8) has no 

general solution, and thus, there is no single 

analytical formula that can be used to calculate 

freezing rates in all cases. Practical freezing 

problems may be more complicated than equations 

(1=1) to: (48) due to the simplifying assumptions 

given on page 6. 

Since there is no exact analytical solution 

to the simplest freezing problems, we are forced 

to consider approximate solutions. The approximations 

can be split into analytical solutions.» in which 

temperature profiles in one or both phases are 

assumed, and numerical methods which usually require 

solution by digital computer. 

Chemical Engineering (90,91)and Foodscience 

textbooks (92-99only evaluate the simpler analytical 

formulas and generally do not compare predicted 

freezing times with experimental results. 
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This research fills this gap in knowledge by: 

(1) Evaluation of experimental freezing 

rate experiments concentrating on 

conditions to promote quick freezing 

since these conditions are desirable 

in the food industry. The experimental 

side of the research is described in 

Chapter 3. 

(2) Evaluation and comparison of theoretical 

formulas from the literature. 

A literature review of a wide range of 

approximate solutions to the heat 

transfer problem with a phase change is 

given in chapter 2. Theoretical freezing 

methods studied in detail are discussed 

in chapter 4 and appendix 4, 

(3) Comparison of theoretical and experimental 

freezing times of distilled water. This 

work is given in chapter 5 along with the 

determination of the most accurate 

predictive theoretical formula.



(4) 

(6) 

11 

Study of the freezing of electrolyte 

solutions. This work is discussed, 

both theoretically and experimentally 

in chapter 6. 

Comparison of theoretical results with 

other worker's experimental work 

(comparison and discussion given in 

chapter 6 and appendix 2). 

Development of the most accurate freezing 

formula into a simplified formula by the~ 

use of dimensionless groups (this work is 

discussed in chapter 7).



425 

CHAPTER 2. 

LITERATURE SURVEY. 

2-1 INTRODUCTION. 

The aim of the literature survey is to review and 

‘classify published theoretical and experimental studies 

in the field of heat transfer with a phase change. 

Several general surveys of methods predicting rates 

of freezing and melting exist, including Muehlbauer and 

Sunderland (1), Bankoff (2) and Kinder and Lamb (3) on 

methods specifically developed for the freezing of foods. 

There was however little evidence of any critical review 

of a range of theoretical methods predicting freezing 

times with corroborative comparison of experimental results. 

Temperature distributions during freezing and 

thawing processes have been studied by Ede (4) and Malton (5). 

Initial study generally revealed a lack of recorded 

experimental work, although workers including London and 

Seban (25), Charm (6), Komari and Hirae (32), Earle (7) 

and Bakal (8) did compare their theoretically predicted 

freezing times with results from their own experiments. 

Experimental results when published often gave
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insufficient physical properties or system data for 

comparison with theory. 

This survey classifies the theoretical freezing 

rate methods according to whether they include or 

exclude the criteria given for a useful predictive 

method on page 5 of the introduction. Five classes of 

methods were used. (1) Methods based on neglecting the heat 

transfer coefficient (section,2-2). (2) Methods based on 

neglecting the initial material temperature (section 2-3). 

(3) Methods calculating time for the freezing stage only 

(section 2-4). (4) Methods calculating complete freezing 

time with constant freezing point (section 2-5) and (5) 

Methods calculating complete freezing time with variable 

freezing point (section 2-6). 

This classification is shown in table 2-1 which also 

indicates whether the method produces an expression from 

which freezing times may be obtained readily (i.e. by 

hand calculator). 

The requirement that the theoretical method should 

account for freezing times of irregularly shaped objects 

is mentioned in recommendations for further work (Chapter 8). 

Section 2-7 at the end of the literature survey 

briefly discusses the various experimental techniques used 

to measure solidified layers, by other workers, in the 

field of heat transfer with a phase change.
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Table 2-1. 

Classification of the most important freezing 

rate methods. 

Criteria in table shows if the methods allow for : 

(1) A finite heat transfer coefficient. 

(2) Calculation of freezing stage time with TI=Tm only. 

(4) Calculation of freezing stage time with TIZ7Tn. 

(4) Calculation of total freezing time (precooling stage 
+ freezing stage + tempering stage) with constant 
Tm, with TI7Tm. 

(5) Calculation of total freezing time, with variable 
Tm, with TI>Tn. 

(6) Simple evaluation e.g. by hand calculator. 

  

  

  

  

  

  

  

  

  

  

  

Method Criteria of method Section 
Classified 

ANALYTICAL in 

4 2 3 4 5 6 

Neumann Y 2-2 

Planck ue xX Y 2-3 

Modified 
Planck. ¥ y ¥ Bath 

Rutov, 
Nagaoka. ¥ ¥ 2 % 2-4 

London and 
Seban 1. ee ¥ x 2-3 

London and | 
Seban 2. x xX ng 2-4 

Goodman ae i 2-3 

Bakal Mi sa yy bs 2-6 

FINITE 
DIFFERENCE. 

Vasil'ev & 
Uspenskii. Y ¥ 2-4 

Murray & Landig Y > 2-4. 

Earle & Earle | Y Y xe a5 

Charm x ui x 2-5                 

Y indicates Yes. 

Blank spaces indicates No. 
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2-2 METHODS BASED ON NEGLECTING THE HEAT TRANSFER 
COEFFICIENT. 
  

The first important solution to the freezing 

problem was presented by Neumann in lectures in the 

1860's, however publication (9) of the lectures was 

not until 1912. Neumann's solution was applied to a 

semiinfinite slab with the face at x = 0 maintained at 

a constant temperature. With this latter condition of 

an infinite heat transfer coefficient between the 

coolant and the surface of the body, the heat flux 

boundary condition, equation (1-5) of the mathematical 

model is reduced from 

H(Tc-Ts) = -k, Or, 

Ox x = 0 (4-5) 

1 to Te Ts. 

The Neumann solution together with the Planck method, 

first published in 1913, and discussed in section 2-3, 

have become the two best known and most widely used 

freezing rate methods. However both, as will be shown, 

have serious limitations to their practical applications. 

The practical applications of Neumann's solution are 

severely limited since generally commercial freezing 
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systems achieve only a relatively low heat transfer 

coefficient; the result of this is that the Neumann 

method underestimates freezing times. However, for 

systems involving very rapid freezing of thin ice 

layers (e.g. the case hardening of foodstuffs for 

packaging before complete freezing using liquid nitrogen) 

the Neumann solution may be applicable. 

Further work with infinite heat transfer coefficients 

has been undertaken by Luikov (11) for both infinite 

cylinders and slabs, while Carslaw and Jaeger (10) gives 

an extensive review of Neumann solutions. 

2-3 THEORETICAL METHODS WITH INITIAL TEMPERATURE EQUAL. 

TO THE FREEZING POINT (i.e. TIs+Tm) 

This group of theoretical methods by assuming that 

the initial material is equal to the freezing temperature 

excludes the precooling time and the effect of the 

thermal capacity of water on the freezing time. The 

boundary condition at the frozen-unfrozen interface (1-3) 

is reduced to 

= Tipax ~K, [ oT 
at Ox x 
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due to no heat flow from the unfrozen phase. Methods 

of this type are sometimes referred to as 'Stefan' 

methods after one of the earliest workers in the field 

ey: 

The effect of omitting the precooling time results 

is an under-estimation of the overall freezing time by 

the amount of the precooling time (with water based 

materials however the precooling stage is very small 

compared to the actual freezing stage). Neglecting the 

thermal capacity of water leads to serious under- 

estimation of bae freezing time when the initial 

temperature is well above the freezing point. (i.e. when 

the effect of neglecting the thermal capacity is 

greatest). 

The inclusion, in Neumanns solution, of a convective 

boundary condition at the surface of the body together 

with the assumption that the rate of freezing is slow 

in comparison to the rate at which the tempersture can 

equilibriate in the frozen material, (so that a linear 

temperature profile exists in the ice) produces the 

solution independently obtained in 1913 by Planck (13). 

Goodman (14 and 15) studying the melting of a semi 

infinite solid assumed constant uniform temperature 

beyond the ice interface. The assumption is analogous 
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to the constant velocity or temperature assumptions 

outside the boundary layer of boundary layer analysis. 

Goodman then used the integral method of boundary 

layer analysis to reduce the partial differential heat 

equation to an ordinary differential equation as done 

in boundary layer analysis by Pohlhausen (16). 

The resulting integral quantity, which is proportional 

to the total sensible heat of the region, was referred 

to as the heat balance integral. 

The main disadvantage of the method was the 

complicated algebra involved which was increased further 

in complexity by Goodman and Shea in considering melting 

of slabs initially below the melting temperature (17). 

Further applications of integral methods are given 

(18-24). 

The methods of Goodman, Planck and Neumann are 

evaluated (chapter 4, and appendix 4) in detail and 

compared with experimental results from freezing 

distilled water in chapter 5. 

London and Seban (25)used two idealised systems 

(see figure 2-1) in which (1) the thermal capacity was 

neglected and (2) the capacitance C = CAx, dependent on 

the ice thickness, was assumed to be lumped at the centre 

of the ice layer. 
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Comparison of solutions for the two idealised 

systems with (Tm-Tc) up to 40 C gave differences in 

freezing times between the two systems of 5 per cent 

or less for all. ice thickness. 

Krieth and Romie (26), using an electrical 

analogue, confirmed the work of London and Seban for 

systems where L/C, (Tm-Tec) 771. Cochran (27) and 

Robertson and Schenck (28) modified the London and 

Seban equation for cases when 1/c, (Tm-Tc) approached 1 

when they stated that the London and Seban method 

overestimated the thickness of the solidified layer 

by up to 13 per cent. Robertson and Schenck introduced 

a theoretical corrective solidified layer calculated 

for a computer program which utilized the ‘fictive 

specific heat' (i.e. variable specific heat) method 

of handling solidification at constant temperature (29) 

Cowell (30) produced formulae based on Neumann's 

solution, but assuming that TI was equal to Tm, for 

infinite heat transfer coefficients and Planck's method 

for finite heat transfer coefficients for predicting 

freezing stage times (t¢) and analytical formula 

(Carslaw and Jaeger) for predicting tempering times, 

Ca): 

— as, ss uaa RSIS i cha NaN
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Cowell incorporated the predicted times into the following 

expression: 

Ttotal = A(ts + t,) 

where A is a factor for the precooling time. 

Since no details of the method of evaluation or 

numerical value of A were given and since both the 

Planck and Neumann methods employ restrictive 

assumptions the method was not studied further. 

2-4 METHODS PREDICTING TIME FOR FREEZING STAGE ONLY 

These methods calculate the time for the frozen- 

unfrozen interface to traverse the body being frozen, 

they take no account of precooling or tempering stage 

times but include the effect of the thermal capacity 

of water. For freezing of aqueous solutions in which 

the freezing stage is much larger than the precooling 

and tempering stages the exclusion of the precooling 

and tempering stages is probably justified. 

Extension of Neumann's solution (10) has centered 

on incorporating a convective heat transfer boundary 

condition at x = 0 which produces a time-dependent 

surface temperature. Charm and Slavin (31) and Komori 

and Hirai (32) have both produced methods with this 

extension but their methods have had no corroborative 

experimental comparison. 
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Planck (33) modified his original formula to 

include the sensible heat of both phases in the total 

heat that must be transferred to the coolant whilst 

retaining the lineer temperature profiles. Extensions 

of this work to include the effect of precooling based 

on experimental results has been undertaken by Rutov 

(44), Nagaoka (35) and others (30, 36-39). The modified 

method of Planck together with the extensions due to 

Rutov and Nagaoka are developed in chapter 4, 

London and Seban (40) gave experimental confirmation 

of their lumped parameter method for infinite cvlinders. 

(see figure 2-1(c) - the capacity is lumped at the centre 

of the ice layer). Good agreement (differences of 

10 per cent or less) between theory and experimental 

results was obtained with water but, with foods less 

accuracy (20 per cent error) was achieved. The reasons 

given for the reduced accuracy in predicting the freezing 

rates of foods were inaccuracies in thermal properties 

and changes in the freezing point as the interface moved. 

Other approximate analytical methods and papers 

considering the change of phase heat conduction problem 

are given (41-48 & 76-80). 
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An alternative to analytical methods for approximating 

the heat conduction problem with a phase change is the 

use of finite difference techniques. 

The finite difference method divides the body being 

frozen into discrete intervals (of equal or variable 

length). The capacity of each section is lumped at 

its centre or nodal point, and considered to be uniform 

over the section at each instant of time. 

The main advantage of finite difference procedures 

is that they are able to overcome some of the restrictive 

assumptions used in the analytical methods, for example, 

the need to assume a given form of temperature profile 

and the need for a constant initial material temperature. 

The main problem of the finite difference procedures 

is to represent the method in a convergent form. 

The disadvantage of requiring small nodal spacing 

and time intervals in order to attain sufficient accuracy, 

which leads to many calculations being necessary for each 

time step length, is largely overcome by the speed of 

operation of computers. An added disadvantage of most 

of the finite difference methods is that they have not 

been developed into convenient usable forms. 

saben ew eit lads A
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Essentially the finite difference method 

calculates the time for the frozen-unfrozen interface 

to advance from a given node to the next, (i.e. from 

node 3 to node 4 in figures 2-2 and 2-3). Methods may 

use either constant inter-node step lengths or variable 

step lengths. 

Vasil'ev and Uspenskii (49) developed an implicit 

finite difference scheme using constant step lengths. 

This method, although sometimes found to predict 

negative freezing times for the interface to traverse 

one nodal point, was thought to be the simplest and most 

adaptable of the finite difference methods and was there- 

fore studied further and modified, (see chapters 4,5 and 7 

and appendix 4). 

Other workers using finite difference methods 

with constant step lengths include, Ehrlich (50) who 

used the Crank-Nicolson (51) finite difference procedure 

eth a three point approximation of the space derivative 

on either side of the moving boundary. Dusinberre (52) 

used an 'enthalpy-flow temperature’ method due originally 

to Eyres (53). This method took into account the 

latent heat effect to give an additional specific heat 

at the fusion temperature. Price and Slack (54) 

determined the effect of latent heat on the stability 

and accuracy of the solution of transient heat conduction 

problems with a moving boundary.
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Murray and Landis (55) used variable step lengths 

in both phases to imobilise the moving interface with 

respect to the difference scheme (i.e. the position of 

the interface is always known). This procedure was 

first used by Landau (47) for melting finite slabs 

where the liquid formed was immediately removed. 

The method of Murray and Landis is represented on 

figure 2-3. 

One disadvantage of the method was that two phases 

must always be present. This led to initial errors in 

estimating freezing times and the inability to account 

for tempering time to reduce the frozen body to its 

storage temperature. However, independent analytical 

formula, for example from Carslaw and Jaeger (10) 

or Rutov (56), could be incorporated into the method 

to calculate the tempering and/or precooling time. 

As can be seen from figure 2-3 the method initially 

involved very small solid step lengths and correspondingly 

large liquid step length. The reverse applied near ; 

the end of the freezing. Lotkin (57,58) devised a 

numerical integration scheme with unequal subdivisions 

in both the space and time variables and found greater 

accuracy with smaller step lengths in both phases near the 

interface, 
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Further references to finite difference methods 

are given (59-64), 

2-5. METHODS THAT PREDICT TIME FOR THE COMPLETE 

FREEZING PROCESS WITH A CONSTANT FREEZING POINT 

Methods in this category predict the time to cool 

a body from its initial temperature to its storage 

temperature and so estimate the precooling time, 

freezing time and the tempering time. The methods 

are more complicated than other methods previously 

described since they contain formulas to calculate 

time for the three stages in the overall freezing 

process. 

Charm (6) divided finite slabs and cylinders into 

sections and calculated the time for the interface to 

travel across each section in turn, and formulae to 

estimate precooling and tempering times. 

The results predicted by the Charm method were 

compared with experimental fish freezing results and 

showed an underestimation (up to 40%) of experimental 

freezing times throughout the process. Charm stated 

that the discrepancies were due to uncertainties in 

the thermal properties of fish. 
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A similar method was evaluated by Earle and Earle 

(7) for spherical and three-dimensional plane boundaries 

incorporating variable specific heat and thermal 

conductivity. The method as presented was complicated 

and there seems little point in accounting for the 

variation in thermal properties when other workers 

(London — Seban (40) and Charm (6)) conclude that 

discrepancies between theoretical and experimental 

freezing times were due to lack of knowledge of the 

true values of thermal properties. 

Lockwood (65) working on fire proofed enclosures 

described a numerical method in which the physical 

property variation with temperature was again accounted 

for. The procedure involved the use of the explicit 

finite difference technique, in conjunction with two 

integral transformations, based on the methods by 

Eyres (53) for variations in physical properties and 

Price and Slack (54) for phase change. The method 

suffered from the numerical instability associated 

with explicit finite difference procedures. 

Methods described in section 2-4 could be used 

to predict overall freezing times if independent 

analytical or finite-difference schemes are incorporated 

to estimate precooling and tempering times, into the 

method.
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The finite-difference methods seem to offer the 

best opportunity to predict accurately freezing rates 

in comparison to the analytical methods which contain 

rather restrictive assumptions. 

2-6. METHODS THAT PREDICT TIME FOR THE COMPLETE FREEZING 

PROCESS WITH A VARIABLE FREEZING POINT 

The methods surveyed here differ from the methods 

in the previous section only by accounting for a 

variable freezing point. The methods in this section 

lend themselves to estimating the freezing times of 

aqueous solutions, in which rejection of the solute 

from the frozen phase increases its concentration in 

the liquid and hence changes the freezing point. 

Tein and Geiger (24) working on the melting of 

alloys replaced the frozen-unfrozen interface by a 

‘freezing zone' or a 'mixed zone' separating the solid 

phase from the liquid phase. They introduced two 

freezing points, an initial freezing point (Tm, , at which 

temperature solidification starts) and a final freezing 

point (Tm, at which temperature the latent heat becomes 

insignificant compared to the specific heat), between 

these freezing points the 'mixed' phase exists.
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Initial work on systems when the initial 

temperature was equal to Tm, and having an infinite heat 

transfer coefficient assumed that there was instantaneous 

formation of the three phases, solid, mixed and liquid. 

Using Goodman's heat balance integral method 

temperature distributions in the three phases were 

obtained. The work was extended by Tein and Koump (66) 

to include a finite heat transfer coefficient. 

Further studies on alloy solidification exist (67-69). 

Extension of the above work by Bakal and Hayawaka 

(8) for foodstuffs with initial temperature above Tm 

produced the series of conditions shown in figure 2-4 

that could exist during freezing operations. 

The significance of their analysis was that under 

rapid freezing conditions two interfaces and three 

phases could exist at one time (figure 2-4 (f)). 

Comparison of this work with experimental results showed 

poor relationships for the freezing phase, but more 

accurate predictions for the other phases. The reason 

for poor accuracy during the freezing stage was 

probably the lack of knowledge of the thermal properties 

in the mixed phase. Problems were also encountered in 

determining the end of the freezing stage and the start 

of the tempering stage due to the variation in the 

freezing point during freezing. 
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Figure 2-4 Cooling-freezing-tempering phases (Bakal) 
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Quantitative comparison of Bakal and Hayawaka's 

method with experiment appears to be unprofitable 

with our present inadequate knowledge of the 

thermophysical properties of foodstuffs, and whilst 

the simple predictive methods remain largely 

untested. 

Terwilliger and Dizio (70) and Grange et al (71) 

studied solute rejection with finite and semi-infinite 

systems of sodium chloride solutions respectively. 

They concluded independently that although only a 

small proportion (up to 10%) of the solute was 

rejected by the frozen phase, the rejected solute 

formed a high concentration layer at the frozen- 

unfrozen interface which could, especially under 

conditions of slow freezing, significantly alter the 

freezing temperature of the solution. Other work 

incorporated by Terwilliger and Grange is given (72-75). 

Chapter 6 discusses the problem of electrolyte 

freezing in more detail. 

2.7 EXPERIMENTAL TECHNIQUES FOR MEASURING SOLIDIFIED LAYERS. 

In the field of metallic solidification, techniques 

employed to study rates of solidification include pour-out, 
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thermocouple, dip-stick, tracer, optical and 

acoustic methods (81-84). 

The pour-out technique which involved removing 

the unfrozen phase to leave the solidified layer 

proved tedious due to the restriction of obtaining 

only one measurement for each experimental run. The 

optical technique, developed by Thomas and Westwater 

(84) was used for systems where the test material had a 

translucent solid phase and a transparent liquid phase. 

The use of acoustics is well established in the field 

of non-destructive testing where internal defects in a 

metallic component may be detected from the reflection 

or scattering of the incident sound energy. Bailey and 

Dula (81) developed an acoustic method for following 

the motion of the solid-liquid interface during the 

freezing of water where the heat transfer is 

undirectional. They state that the relationship, 

X = m/t + a, where m and a are constant holds for the 

freezing of water. 

The use of thermocouples for measuring 

solidification rates has been extensively used in 

food research (4, 6, 7, 25, 26, 32 and 34) as well as 

in the field of metallic solidification. The thermocouple 

technique measures the position of the solid-liquid 

interface by the thermal arrest due to the liberation 

of latent heat on the recorded time - temperature profiles. 
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This thermal arrest is most significant in,and the 

technique most suitable to, systems where the latent 

heat is much greater than the specific heats of the 

material under test (e.g. foodstuffs). The disadvantage 

with the thermocouple technique is that several 

thermocouples must be used in each experiment to 

record the process of the solid-liquid interface, 

the introduction of these thermocouples into the 

system can lead to excessive heat loss via the 

thermocouple wires. 

Dip-stick methods have been employed with the 

freezing of liquid materials. The technique is simple 

and gives direct readings, but suffers the major 

dissdvantage of disturbing the system when each” 

measurement is taken (85). 

The type of experimental method for measuring 

the solidified layers of liquids in the experiments 

carried out in this research was chosen by considering 

the requirements that the apparatus should be 

inexpensive, reliable, give direct continuous readings 

if possible and not disturb the system when taking the 

measurements. 

The physical properties of the liquids to be frozen 

were studied in order to find a property that varied 

iii TT
 ae 
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greatly between the solid and liquid phases but 

remained comparatively constant in each phase over 

the temperature range used in the experiments, 

and was easily measured. The density was chosen 

as the property to be measured since it has a 

variation of 9% between the two phases but remains 

constant in each phase. (See appendix V). 

An experimental apparatus was designed (see chapter 3) 

based on the dilatometry principle in which the 

variation of volume due to ice formation was directly 

converted into ice thickness. 
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EXPERIMENTAL WORK. 

The experimental side of the research involved 

The design, construction and commissioning of 

a laboratory scale apparatus enabling 

accurate determination of freezing rates of 

liquids for a range of known coolant 

temperatures and heat transfer coefficients 

between the coolant and the freezing liquids. 

Freezing rate experiments with distilled water, 

aqueous solutions of sodium chloride and fruit 

juice to provide experimental data for 

comparison with theoretical results from the 

methods described in Chapter 4. 

EXPERIMENTAL APPARATUS. 

In order to supply the coolant under given 

conditions and to accurately measure frozen thicknesses 

of ice the apparatus consisted of the following items : 

(see figure 3-1).
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Coolant tank (capacity approx. 20 litres). 

Coolant pump. 

Three cooling units. 

Heater (2 kilowatts), contact thermometer and 

relay switch. 

Temperature recorder, (Honeywell type Electronik 

15), and copper constantin thermocouples. 

Stirrer. 

Rotameter. 

16 cm. diameter Dewar flask. 

Clock. 

Travelling telescope (Precision Tool and 

Instrument Co.). 

Freezing apparatus-freezing vessel, heat transfer 

dises and coolant reservoir.
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The coolant used was a 50% wt. solution of 

methanol (freezing point -55 C). Due to the 

poisgnous nature of methanol vapour, the apparatus 

was designed to fit inside a fume cabinet. 

Copper pipework was used to transport the coolant 

around the apparatus. The pipework was heavily lagged 

with ashestos fibre. Two short butyl rubber tubes 

connected the heat transfer equipment to the copper 

pipework to absorb vibration from the coolant pump 

carried along the copper pipe. 

3.1.1. Heat Transfer Apparatus. 

The heart of the apparatus was the freezing 

equipment which consisted of a coolant reservoir, heat 

transfer disc and freezing vessel arranged as shown 

in figure 3-2. In experiments the freezing equipment 

was enclosed in a Dewar flask and all external surfaces 

were lagged to reduce heat gain from the surroundings, 

(see figure 3-3). The heat transfer equipment permitted 

a heat flow from the freezing vessel to the coolant, 

via the heat transfer disc. The coolant surfaces of the 

heat transfer discs and freezing vessel are machine 

smoothed to help achieve good contact. 
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Five interchangeable discs made of copper, brass, 

stainless steel, copper plus polythene and perpex 

were used to provide a range of resistances to the 

heat flow between the freezing chamber and the 

coolant. 

The dimensions of the discs and coolant reservoir 

are shown in figure 3-2. A thermocouple was positioned 

in the reservoir to monitor bulk coolant temperature. 

The contact surfaces of the freezing chamber and 

heat transfer discs were machine smoothed (to achieve 

good surface contact) and tested for flatness. The 

thicknesses of the dises after machine smoothing are 

given in table 3-1. 

  

  

      

TABLE 3-1. 

Heat Transfer Thickness of Disc Heat Transfer 
Disc. CA in fie. 3-2) Coefficient 

um (W/m? Cc) 

Copper 4.22 2000.0 

Brass Ail AS 1700.0 

Stainless 
Steel 10.79 900.0 

Copper + 4.22 (C) 
Polythene + 0.96 (p) 350.0 

Perpex 2025 56.8 
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The principle of the method of determining ice 

thickness in the freezing chamber was based on 

dilatometry. The concave design of the freezing 

chamber top (figure 3-2) ensured that when the 

chamber was filled with liquid and the top screwed up 

tightly the liquid was forced up the dilatometer tube 

(figure 3-2). As freezing started at the chamber base, 

the volume increaseddue to phase change (the frozen 

phase formed was always less dense than the liquid 

phases for all liquids frozen, with water there was 

approximately a 9% increase in volume on freezing) 

forced the liquid further up the dilatometer tube. 

The liquid height was directly related to the ice 

thickness. However the change in height in the dilato- 

meter tube for a given thickness of ice depended on 

the difference in phase densities. The density 

difference was dependent on the solute and its 

concentration, the freezing chamber had therefore to 

be calibrated for solutions of different concentrations. 

Details of the calibration of the freezing chamber are 

given, along with further details of the operation of 

the apparatus for accurate measurement of the ice 

thickness,in appendix 9. 

 



3.2 DETERMINATION OF A HEAT TRANSFER COEFFICIENT, 

Theoretical methods (except those based on 

Neumanns'exact' solution, see chapter 2, section 2.1) 

contain the heat transfer coefficient between the 

coolant and the freezing liquid. Determination of 

numerical values for this coefficient was therefore 

required for evaluation of these formulas. In our 

equipment this coefficient was variable according to 

the freezing chamber base used. 

The method of determination of the coefficient 

under experimental freezing rate conditions (see table 

3-2) for all five heat transfer discs is given in 

appendix 3. The results of the determination are given 

in table 3-1. 

3.3 EXPERIMENTAL PROCEDURE FOR FREEZING LIQUIDS. 

Constant temperature was attained in the 

coolant reservoir of the heat transfer equipment 

(monitored by thermocouple). A thin layer of oil was 

smeared over the contact surface of the heat transfer 

disc. Good contact was made between the dilatometer 

vessel and heat transfer disc, the stop clock started, 

and the liquid miniscus height in the dilatometer
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tube measured by the travelling telescope to an 

accuracy of 0.05 mm (see figure 3.3). Height 

measurements of the liquid in the dilatometer tube 

were read at frequent intervals until the desired 

frozen layer thickness had formed. (Appendix 9 

contains details of the conversion of dilatometer 

readings to ice thickness). 

TABLE 3-2. EXPERIMENTAL SYSTEM CONDITIONS.   

  

  

  

Heat Transfer Coolant Initial Liquid 
Coefficient Temperature (C) Temperature (C) 
(W/me C) 

2000, 1700, between between 
900, 350 & -4 and -16 % and 25 
56.8         

3.4 EXPERIMENTAL RESULTS. 

Reproducible results were obtained for all the 

liquids frozen under the range of experimental conditions 

given in table 3-2. A full list of results is given in 

Appendix 1. 

Comparison of experimental results and theoretical 

predictions of freezing rates is given in Chapters 5, 

6 and 7 and Appendices 8 and 10.
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Figure 3-3 Measurement of ice thickness. 
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ANALYTICAL AND NUMERICAL SOLUTIONS OF FREEZING 

PROBLEMS STUDIED IN DETAIL 

The solutions studied are the analytical 

approximations of Planck (13,33), Goodman (14,15) 

and Neumann (10) in which the temperature profiles 

in the solid and liquid phases are represented by 

linear expressions (Planck), polynomials (Goodman) 

and error functions (Neumann), and the finite 

difference method of Vasil'ev and Uspenskii (49) 

The methods were chosen as being the most important 

theoretical methods developed for solving the heat 

transfer problem. Derivation of the equations 

given in this chapter are shown in appendix 4. 

4-1 Planck's Methods 

4-1.1 Planck's Original Method 

This is the simplest and most widely used 

freezing formula. 

The method assumes that the thermal capacities 

of the frozen and unfrozen phases are negligible 

and therefore that OT/2X is constant in each phase, 

since from equation (1-1) :-
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Figure 4-1 Assumed temperature profile 
of Plancks method. 
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With the further restriction of the unfrozen 

phase temperature initially being equal to the 

freezing temper*ture the resulting formula 

representing the time (t) to freeze a thickness 

(X) of material is: 

be Uk x 5a) 
(2) 

2K, H (Tm-Te ) 

(the assumed temperature profile is shown in figure 

Aad 

4-1.2 Planck's Modified Method 

Planck, retaining linear temperature profiles 

(see figure 4-2), extended his original method to 

include the sensible heat of both phases in the 

total heet that must be transferred from the frozen- 

unfrozen interface to the coolant. 
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Figure 4-2 Assumed temperature protile of 
the modified Planck method 
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The specific heat is assumed to be concentrated 

at the interface. The heat flux to freeze unit 

mass of material changes from L (neglecting 

specific heats) to the total enthalpy term; 

Cc, (Tm-Ts)/2+L+C5(T1-Tm)/2 when the specific heats 

Cc, and Cy are included. 

The dependence of t on X for this method is 

derived to be: 

2 
t = Lex C, (Tm-Te ) 2K,+1\ /14+0,( TI-Tm) 

ee ee GE DEES ay 
2K, (Tm-Te 2 HX 2 

  

4-1.3 Nagaoka & Rutov Extensions to Plancks Method. 

Nagaoka (35) and Rutov (34) independently 

proposed further modifications to Planck's equation 

(4-3) to take into account precooling time. 

Their modifications (essentially heuristic) take 

the form: 

tp = oS (1 + A (TT-Tm)) (4-4) 

where ts = freezing time predicted by equation 4-3 

a = total freezing time, i.e. for precooling 

plus freezing time. 

A = constant :- 0.008 according to Nagaoka 

and 0.0053 according to Rutov.
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4-2 Goodman's Integral Method 

This method assumes a polynomial form of 

the temperature distribution in the frozen phase, 

see figure 4-43, which uses a quadratic function and 

uniform temperature in the liquid phase. In the 

derivation (appendix 4) the unfrozen phase 

temperature is taken as being equal to the freezing 

temperature to simplify otherwise very complicated 

equations, Goodman (15,17), The temperature variation 

in the cooling mass is therefore confined to a 

distance d (t). 

The method with the above assumptions has the 

same restrictive assumptions as the Original Planck 

method and involves more complicated calculation 

but attempts to account for the specific heat of water 

by the curved temperature profile in the frozen phase. 

The method consists of determining the constants 

@ and.) > ins 

f, (x,t) = a(x-d) + v(x-d)* (4-5) 

from the boundary conditions of the problem. 

The resulting equation for t in terms of X is: 

ieee a Ky n m db a m_ da dm (4-6) 

AH ° H Z 6b dB 2b 4b dm 

t is determined by numerical integration after evaluation 

of B, b, m and a. 
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Figure 4-3 Assumed temperature profile of 
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4-3 Neumann's Solution 

An analytical solution can be obtained if we 

essume (1) that Ts is constant, which corresponds 

in practical cases to the assumption of a very 

high heat transfer coefficient i.e. Ts=Te, and 

(2) that the unfrozen region is large compared 

to the frozen region for all times of interest, 

so that we may write: 

1 9 Ul. sas"x >} oe 

The solution for X as a function of t is then: 

Kos BAe Bo (4-7) 

Where \ is defined by the equation: 

exp CS 5 ou 2 oT exp(hy 7/5) 

a OT ay vk. erf X Kye Tm: Terre (y dD ks)t 

= XLT 1/2 
C, (Tm-Ts) (4-8) 

The temperatures and physical properties are 

substituted into (4-8), and found by trial and 

error. 

This method predicts the thickness of the frozen 

layer to be proportional to the square root of time. 

By contrast Pl«nck's equation (4-2) requires that X 

is proportional to the square root of time only if 

HK? >> K, X i.e. for large X or high H values. 

‘chancel dnl ih th oS AAR lai aaa
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4-4 Vasil'ev and Uspenskii Finite Difference Method 

The method used is an implicit, fixed distance 

step length and variable time - step approximation 

based on that discribed by Vasil'ev and Uspenskii. 

The basis of the method involves substituting 

finite difference operators into the heat conduction 

equations (1-1) and (1-2) to evaluate temperatures 

at each step length (see figure 4-4). 

The temperatures calculated at nodes 

n-1 and n+1, 7 and T Wied n+ 1 2re then used 

to predict the time, t , for the interface to 

advance from node n-1 to node n by the equation: 

2 & =D /( Tain + Ba Tuan) (4-9) 

Equation (4-9) results from direct finite 

difference substitution into equation 1-3, the heat 

balance boundary conditions at the interface. 

Two edditionel implicit finite difference 

schemes are incorporated into the method to account 

for preccoling and tempering times. 
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Figure 4-4 Assumed temperature profiles of Vasil'tev & 
Uspenskii finite difference method 
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CHAFTER 5 

57. 

DISCUSSICN OF RESULTS FOR DISTILLED WATER 

The theoretical freezing rate methods discussed 

in chapter 4 are evaluated and found to differ in 

their predicted freezing times. The theoretical 

results are then compared with experimental results 

obtained from experiments performed using the procedure 

described in chapter 3, with the following range of 

system variables: 

  

System Variable Range of System Variables 

  

Heat transfer coefficient(H) 

Initial temperature (T1) 

Coolant temperature (Tc)   
2000, 1700, 900 & 56.8 W/mec 
between 3 & 25 C. 

between-4 &-16 C. 

  

Only the Vasil'ev and Uspenskii finite difference 

method and the Goodman integral method (if the initial 

temperature is near the freezing temperature) show 

reasonable comparison with experimental results. 
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The ccolant temperature is shown to be the most 

important factor effecting freezing rates although 

the thermal capacity of ice is found to be relatively 

unimportant. However the thermal capacity of water 

and the heat transfer coefficient play significant 

roles in determining freezing rates and should be 

included in theoretical methods predicting freezing 

rates. The requirement of including these latter 

two factors into freezing rate formulas seriously 

limit the applicability of the Original Planck 

and Neumann methods. Modifications to Planck's 

method fail to accurately predict freezing rates 

due to their assumption of linear temperature 

profiles in the liquid phase. 

Comparison of temperature profiles obtained by 

the Vasil'ev and Uspenskii method and by experiments 

reveal that the assumption of neglecting convection 

effects in the transfer of heat through the body 

being frozen is supported and that the vast majority 

of the overall freezing time is occupied by the freezing 

stage. 

   



5-1 Compsrison of theory snd experiment 

59. 

In chapter 4 a range of methods for predicting 

freezing rates was discussed. 

predicted times to freeze a 10 mm layer of water 

Table 5-1 compares the 

initially at 20 © with a coolant at -10 C through 

a surface heat transfer coefficient of 2000 w/nc. 

  

  

TABLE 5-1 

Predictive Formulation Freezing | % Deviation 
Method Time from Vasil'ev 

& Uspenskii 

Planck $=.11x10°X+ .48x107 x2 911 —44 

Modified Planck | t=.12x10°X+.56x107%° | 1050 =32 

Rutov $=.13x10°X+.62x107x* | 1461 ~25 

INagoaka b=.14x10°X+.65x107x- | 1278 ~21 

Neumann b=.83x100x2 434 72 

Goodman computed value 1256 “19 

Vasiltev & computed value 1550 (-) 
lUspenskii           

The wide differences of predicted freezing times 

result from the distinct assumptions of the several 

methods, and preclude the choice of any of the methods 

as obviously accurate. 
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In order to esteblish the accuracy of the methods 

comparison with experimental freezing results was 

needed. The experiments carried out were described 

in chapter 3. 

As discussed in chapter 3 the important 

experimental variables were; heat trensfer coefficient 

(HK), coolant temperature (Tc), and initial material 

temperature (TI). 

Graphs 5-1 to 5-6 show experimental freezing curves 

and corresponding predicted freezing curves by the 

following methods. (a) Neumann, (b) Planck, 

(c) Modified Planck, (d) Rutov, (e) Goodman and 

(f£) Vasil'ev and Uspenskii for the experimental 

  

  

  

conditions in table 5-2. 

TABLE 5-2 

Graph | System | Heat Transfer | Iritial Coolant 
Coefficient Temperature | Temperature 

2 

W/m-C Cc c 

5-1 4 2000 Bae -10.0 

5-2 2 2000 20.0 -10.0 

5-3 3 2000 25.0 -10.0 

5-4 4 2000 20.0 -15.0 

a5 2 900 20.0 -10.0 

5-6 6 900 20.0 -15.0 

L at           
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Graphs 5-1, 5-2 and 5-3 show variations in freezing 

times due solely to changes in TI, graphs 5-3& 5-4, 

5-5 and 5-6 show variations in freezing times due 

to changing Tc. Changes in freezing times due to 

altering H are shown by graphs 5-2 &5-5, 5-4 and 

5-6. (Tabulated values for these experimental 

conditions are given in Appendix 8). 

Graphs 5-1 to 5-6 show that theoretical methods, 

with the exception of the Vasil'ev and Uspenskii 

method and in one case the Goodman method, under- 

estimate freezing times. Table 5-3 shows the 

percertage variation between the experimental and 

theoretical freezing times in freezing 10 mm of ice 

for the six system conditions in Table 5-2. 

TABLE 5-3 

  

% Range between experimental and 
theoretical freezing times using 
  

  

ISYSTEM | (a) (b) () (4) |e) (f£) 
Neumann|Planck|Modified|Rutov |Goodman|Vasil'ev & 

Planck Uspenskii 

1 = 67 | = 22 =19 44. +12 +2 

2 4235 |} = 62 -40 | 21 -17 #2 

3 -386 | - 97 “67 ee 43 -8 
4 aeue 70 45 -25 220 any 

5 -400 | -102 -76 -54 -52 -22 

6 -390 | -102 =75 =51 -50 -27 
i pall — ah               
  

(minus sign indicates theoretical under-estimation
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of experimental freezing times and positive sign 

overestimation). 

The results obtained from Nagaoka's method 

(see p51) are not shown since they. always lie 

between the freezing times of Modified Planck and 

Rutov, both of which always underestimate experimental 

freezing times. 

Graphs 5-7, 5-8 and 5-9 show further comparison 

between experimental and theoretical Vasil'ev and 

Uspenskii freezing times for different values of H. 

From the graphs 5-1 to 5-9 and table A8-1 in appendix 

8, the most accurate theoretical method can be seen to 

be that of Vasil'ev and Uspenskii. 

A discussion of the effects of the system 

variables H, TI and Tc along with the determination 

of temperature profiles, subcooling effects and 

division of the overall cooling process into the 

various stages in the overall freezing process. follows. 

5-2 Effect of Heat Transfer Coefficient (H) 
  

In all experiments undertaken the heat transfer 

coefficients have finite values (see table 4-1 p4e )
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The lower the value of H, the greater the error in 

the predicted freezing times by Neumanns method 

(see table 5-3). Accurate knowledge of numerical 

values of H becomes increasingly important the lower 

the value of H. This can be illustrated by the 

following example. 

Using the Modified Planck formula, a 100 per cent 

decrease in the value of H between the values 1700 

and 850 Wee inereases the freezing time for 10 mm 

of ice by 450 s. or nearly 5%. In contrast, with 

the same To and TI, varying H between 500 and 250 

W/m°C inereases the corresponding freezing time by 

1000 s. or 27%. 

This effect is seen because at low H values the 

major resistance to heat transfer (i.e. 1/H) is 

between the freezing vessel and the coolant whereas 

at higher H values the resistance of the ice layer 

predominates. Any change in the major resistance or 

rate controlling resistance, will be more significant 

than in a non rate controlling resistance. 

5-3 Effect of Initial Temperature (Gap) 

If the heat transfer coefficient (H) and the 

coolant temperature (Tc) remain constant, the freezing 

rate of water decreases with increasing liquid temperature.
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The effect of neglecting the thermal capacity 

of water can be shown by calculating the heat load 

to reduce the initial temperature of the water to 

© C and then freeze it. When the thermal capacity 

(C5) is neglected only the latent heat (L) needs to 

be removed, however, inclusion of Co changes the 

heat load to (L + C5 (TI-Tm)). Table 5-4 tabulates 

heat loads for the two cases with TI = 25 and 3.5 C. 

TABLE 5-4 

water temperature. 

Calculation of heat loads to reduce 

  

temperature to 0 C, 
and freeze it 

Heat load required to reduce 
1 kg of water from its initial 

(J) 
(2T-Tm) (TI-Tm) 
251 0p 3.5 6 

% change in heat 
load due to vari 
ation in (TI-Tm) 

  

Including thermal 
capacity 

Excluding thermal 
capacity 

SA: 

.33x10© .33x10 

x10° .34x10° 

6 

56 

  

fo change in heat 
load due to inclusi 
of thermalcapacity   on 

63 4     
    
The results from table 5-4 show the importance of 

TI and C5 in determining the heat load and the errors 

in predictive methods that ignore TI and C5 can be seen 

in table 5-5.
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TABLE 5-5 Effect of TI on predicted freezing times. 

  

  

    

Method Freezing Times (s) % Difference 
TI=25.0C;T1I=20.0C (T1=4.5C| due to ATT 

(25-3. 50}4 

Experimental 1800 4475 4qats 61 

\Vasil'ev & Uspenskii WS 1507 1099 5? 

Modified Planck 1078 1050 954 13 

Nagaoka 1294 1250 981 24 

Rutov 1143 1192 967 18 

Planck 911 911 911 oO 

Goodman 41256 1256 1256 oO 

by : 

Freezing Pines 88 8D U3           
  

Table 5-5 shows that the smaller the temperature 

difference between initial and freezing (Tm) temperatures 

is, the more the experimental and theoretical freezing 

times agree. This is because the error caused by 

excluding the thermal capacity of water is reduced. 

Since most freezing operations involve a temperature 

difference between TI and Tm of at least 15 C inclusion 

of the thermal capacity of water is required to 

accurately predict freezing times. With this require- 

ment the Original Planck and Goodman methods became 

inapplicable. However it should be noted that the 

Goodman method shows reasonably accurate prediction 

of freezing times when TI-Tm is small (see table 

5-3 system 1 and Graph 5-1).
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Goodmans method can therefore be used when the effect 

of the thermal capacity of water is small. Table 5-5 

also shows only small changes (13-24%) in freezing 

times due to alteration of TI for the Planck, Modified 

Planck, Nagaoka and Rutov method compared to 61% change 

in experimental freezing times indicating that the 

assumption of linear temperature profiles in the 

unfrozen phase is inadequate (see section 5-5.1 for 

further discussion on this). Only the Vasil'ev and 

Uspenskii method predicts the experimental variation 

of freezing time with TI. 

5-4 Effect of Coolant Temperature (Tc) 

The most important factor affecting freezing rates 

is the coolant temperature driving force (Tm-Tc). 

Table 5-6 shows the effect on experimental freezing 

times of increasing Tm-Tc by 50% for two values of 

the heat transfer coefficient. 

TABLE 5-6 Variation in freezing times by changing Tc. 

  

  

  

  

      

Temperature Experimental Freezing Times (s) 
Driving Force 

caste H = 2000 W/m°C 4H = 900 w/mec 
TI= 20.0 C TI= 20.0 C 

10 44.95 2040 

45) 1030 1500 

% decreasein 
freezing times a3 2 
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All freezing methods take into account the 

coolant temperature and, except the original Planck 

method, include terms for the thermal capacity of 

ice. Table 5-7 shows the time to generate 10 mm. 

of ice for a range of Te and H values. 

  

  

TABLE 5-7 

H=900 W/m°c =—-(% aire-|H=-2000w/m2c = |% aire 
OT = 20 iC erence.| TI=20C erence. 
Ras CC); Te (GQ): 

METHOD S10 daw -10__‘|- 15 

Freezing Times Freezing Times 

Modified Planck 1277 859 48 4050 708 48 

Goodman 4470)" 997 4? 1256 853) 47 

Vasillev & Uspenskii 1843} 1174 56 1507 961 56 

Planck T1945! he} 50 9117 607| 50 
Experimental 2040] 1500 36 44.95 1030 43                 
  

in table 5-7? the calculated change in freezing 

time resulting from the change in Te agrees fairly 

well with the experimental change, even for Plancks 

original method. The relative unimportance of the 

ice thermal capacity compared to the latent heat 

appears in table 5-8 which gives the specific enthalpy 

of water measured from a datum temperature of -25 C. 

 



THE 

  

  

TABLE 5-8 

Water Enthalpy measure from -25 C 

Temperature -25/-20 |-15}-10 |-5 0 5| 10] 419 

Specific Enthalpy| ©|10.5| 21|31.5/42 |387|392|397/ 402                   
  

The table shows that the ice thermal capacity 

contributes only (52.5-21) / (397-21) or &% of the 

total enthalpy removed in freezing water from 10 C 

to -15 C. 

5-5 TEMPERATURE PROFILES. 

Two thermocouples were positioned in the freezing 

vessel, one at the coolant surface, to measure the 

degree of subcooling, and the other 15 mm from the 

coolant surface, to obtain temperature profiles within 

the body of the fluid being frozen. Both thermocouples 

were connected to’ the Honeywell temperature recorder. 

5-5.1 Temperature profiles within the body being frozen. E re D2 ES BO ed 

Tahle 5-9 compares experimental and theoretical
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(Vasil'ev and Uspenskii method) times for the temperature, 

at a distance 15 mm from the coolant surface, to be 

reduced to 15, 10, 5 and O C for three system conditions. 

TABLE 5-9. 

  

METHOD SYSTEM CONDITIONS TIME (S) FOR LIQUID TO REACH 

  

15: C4) 107 S16. oc 

  

  

Vasiltev & 2 
Uspenskii H = 2000 W/m-C 550 | 1000 |} 1710 | 3065 

Experimental TI=20 C TC=-10 Q
 480 940 4720 3100 

Vasil'ev & 2 
Uspenskii H = 2000 W/m°C 500 810 | 1280 | 1982 

Experimental| TI=20 ¢ T0=-15 C 420 720 1180 1980 

Vasil'ev & 2 
Uspenskii H = 2000 W/mC 880 |1300 | 2050 | 3350 

Experimental] TI=25 C TC=-10 Qa 720 1100 1850 3250             
Table 5-9 shows fair agreement between experimental 

and theoretical cooling times. Since the Vasil'ev and 

Uspenskii method is based solely on conduction heat 
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transfer through the body of the water the assumption 

of neglecting convection, as assumed by all the 

predictive methods, is supported. The applicability 

of the Vasil'ev and Uspenskii method to provide fairly 

accurate temperature profiles is also shown. 

Figure 5-1 is a comparison of temperatures 

predicted throughout a body (40 mm in length, 10 mm 

frozen) using the Modified Planck and Vasil'ev and 

Uspenskii methods. The figure shows close agreement 

with linear temperature profiles in the frozen phase 

but no agreement in the predicted unfrozen temperature 

profiles. The result of the variation in the 

temperature profiles is that in equation (1-3) 

Lp dx K, /T,\_ Ks [ of 

at ox ox (1-3) 

the term a oT, calculated by the Vasil'ev and 

Ox, 
Uspenskii method is much larger than the value obtained 

by the modified Planck method using the linear 

temperature profile. If -K5 (22) is too small with 

Ox 

the Planck method then dx is too large and hence t, 

the freezing time too small (from equation 1-3). 

  sl ie tc edad
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The authors by comparing their own 

experimental and theoretical freezing times attempted 

to fit their own correction factor to the Modified 

Planck method on the same basis as Rutov and Nagaoka 

but found that no one value could be used for all the 

experiments performed. This was due to increased 

inaccuracy with high TI values caused by the assumption 

of linear temperature profiles. Table 5-10 compares 

experimental and theoretical results from the Modified 

Planck method for freezing 10 mm ice by varying TI 

but maintaining Tc and H constant. 

  

  

TABLE 5-10 

Modified 1 
Experimental Planck 
Freezing Freezing 

TI (CC) | Times (s). Times (s)| % Error 

Te = -10 © 3.5 41445 O54 aay 

H=2000 W/m°c | 20.0 4495 14050 -40 

25.0 1800 1078 -67               

From these results a correction factor in the 

formula: 

ty = bt, (1 + ACT - tm) (4-4) 

Ey Recent eer eretre ns rere
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would have values ranging between 0,048 and 0.0268. 

Apart from the range of values of A needed these 

values are greater than the values postulated by 

Rutov and Nagaoka by a factor of 4 to 10. 

5-5.2 Effect of Subcooling. 

Experimental subcooling and precooling times were 

found to be approximately equal (see table 5-11). The 

degree of subcooling, although generally small, was 

found to increase with slower freezing rates. Table 

5-11 shows a greater degree of subcooling for the system 

with the low heat transfer coefficient and low overall 

freezing driving force. 

TABLE 5-11 Precooling and Subcooling Stages. 

    

  

  

System H = 900 W/m-c ‘Ho = 56.8 wW/mec 
Conditions Te = =10 0 TL = 20/0 To = =13 ¢C TT = 20 € 

Precooling 
time 40 s 1920 s 

Subcooling 
time 30 s 1440 s 

Degree of 
Subcooling -2.0 C -3.4 C0        
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Figure 5-2 is a qualitative comparison of 

experimental freezing rates, including the precooling 

and subcooling periods, with the curves predicted by 

Vasil'ev and Uspenskii method. The figure shows that 

the Vasil'ev and Uspenskii method (along with the 

other theoretical methods) does not include the 

subcooling effect adequately. The describing 

equations (1-1 to 1-8, Chapter 1) do not take the 

effect into account. The result of this was that the 

theoretical freezing stage commenced earlier than the 

experimental freezing stage. With experiments all the 

experimental freezing times, except when the stainless 

steel heat transfer disc was used, converged and crossed 

the theoretically predicted freezing times of the Vasil'ev 

and Uspenskii method. The important factor was the 

total enthalpy removed from the system. The absence of 

crossover with the stainless steel disc was unexplained. 

However as can be seen from table 5-11 the pre- 

cooling and subcooling stages together occupy only a 

very small proportion of the overall freezing time. 

5-5.3 Division of overall freezing operation into stages. 

Table 5-12 compares the experimental and theoretical 

(Vasil'ev and Uspenskii) times for the precooling and 
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subcooling and freezing stages for two systems. 
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The 

table shows underestimation of the experimental pre- 

cooling and subcooling stage by the Vasil'ev and 

Uspenskii method and slight overestimation of the 

experimental freezing stage. The variation in the 

time occupied by the various stages is very marked. 

Table 5-12 Comparison of theoretical and experimental 

precooling and subcooling stages. 

  

System Conditions Stage 
Time (s) 

Experimental) Theoretical 

  

H=2000 w/mC Precooling & 

  

      

1 

1 

| 

| 

i | 
TI = 25 ¢ Subcooling 7 I 4g 

To = -10C ‘ 
Ice thickness = | 
44 mm. F Freezing 3050 |. vege? 

| 

T 

| 

H=56.8 W/m=c Precooling & 

as eG Subcooling 3000 ; 1069 

Te = -13 © | 
Ice thickness = | 
20 mm. Freezing 14.760 \ 15322 

| 
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Comparison of the overall freezing time (from 

initial temperature to storage temperature) between 

theoretical and experimental results was not possible 

since experimental measurements did not record 

tempering times. The Vasil'ev and Uspenskii method, 

however, for all the experiments carried out 

predicted that the freezing stage occupied about 95% 

of the overall time and the tempering stage about 3%. 

5-6 Conclusions. 

sl Heat transfer in the body being frozen is 

by conduction, convection can be neglected 

(section 5-5a). 

2. The heat capacity of ice can be neglected 

(it represents only 9% of the total 

enthalpy removed in freezing water between 

15 C and -10 C). Temperature profiles in 

the frozen phase can be taken to be linear 

(section 5-4). 

3 The heat capacity of water should be 

included in theoretical formulas (section 

5-3). Thus the original Planck and Goodman 
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methods incur serious errors when TI-Tm 

is large. The Goodman method however, 

shows good agreement with experimental 

result when TI-Tm is small (see graph 5-1). 

Temperature profiles in the frozen phase 

are not linear. This leads to inaccuracies 

in predicted freezing times from the Modified 

Planck method and the Nagaoka and Rutov 

extensions to the Modified Planck method since 

these formulas assume linear unfrozen temper— 

ature profiles (section 5-5.1). 

The heat transfer coefficient in all 

experiments has a finite value. This leads 

to very large errors in the freezing times 

predicted by Newman's solution (section 5-2 

and graphs 5-2 to 5-6). 

The vast majority of the overall freezing 

time (about 95%) is taken up by the freezing 

zone (section 5-5.3). The subdcooling phase 

plays little part in the overall freezing 

time (about 1-2%) and although underestimated 

can be accounted for by the Vasil'ev and 

Uspenskii method, (sections 5-5.2 and 5-5.3). 
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7. The Vasil'ev and Uspenskii method is the 

most accurate theoretical formula and is 

the only predictive method to : 

a) Be supported by experimental results 

in predicting freezing rates of 

distilled water. 

b) Accurately predict temperature 

profiles of distilled water. 

The method can be applied to systems : 

a) Involving freezing from high initial 

temperatures (25 C) to low coolant 

temperatures (-15 ©). 

b) With a wide range of heat transfer 

coefficients (2000 to 56.8 W/m Cs 

In chapter 6 comparison is made between the 

experimental freezing times of aqueous solutions and 

theoretical predictions mainly using the Vasil'ev 

and Uspenskii method (as modified by the author, see 

Appendix 4) since this method is the most accurate in 

predicting experimental distilled water freezing times. 

   



    

  

In Chapter 7 an attempt is made to produce a 

simple formula representing predictions, 

 



CHAPTER 6. 90. 

DISCUSSION OF RESULTS FOR AQUEOUS SOLUTIONS. 

Ov
 1 s INTRODUCTION. 

The aim of this chapter is to compare the 

freezing characteristics of aqueous solutions with 

those of distilled water and if necessary to extend 

predictive methods to account for the freezing of 

aqueous solutions. 

The freezing temperature of an aqueous solution 

is dependent on ‘the liquid interface solute concentration 

which may steadily increase during freezing due to 

solute rejection from the solid 

The increase in liquid solute concentration will lower 

the freezing point of the remaining liquid solution 

resulting in the solution freezing over a temperature 
, 
range. 

Experimental freezing experiments on solutions of 

different concentrations namely, grapefruit juice, 5 

per cent sodium chloride and 10 per cent sodium chloride 

were carried out under varying system conditions (H, Te 

and TI) to determine whether the solute rejection 

sstiaai liga ki il cat oa ile  



91. 

significantly changed the freezing rate. 

Measurements of solute concentrations in both 

liquid and frozen phases were carried out ta 

determine the actual amount of solute rejected. 

The experimental studies were accompanied by an 

attempt to make a theoretical allowance for the 

freezing point variation caused by the solute 

concentration profile set up in the liquid phase by 

the rejection phenomenon, and to include this freezing 

point correction factor in the Vasil'ev and Uspenskii 

prediction of freezing rates. 

The effect of heat gain on the freezing rates of 

the aqueous solutions was considered but found not to 

alter the freezing times significantly. The effect 

is briefly discussed at the end of the chapter. 

The subcooling effect, although slightly greater 

with aqueous solutions than with distilled water, was 

ignored since it represented only a minor proportion 

of the overall freezing time. The freezing stage 

occupied the vast majority of the overall freezing 

time ( as for distilled water).



en 

6-2 COMPARISON OF EXPERIMENTAL AND THEORETICAL 

FREEZING RESULTS FOR AQUEOUS SOLUTIONS. 

6-2.1 FREEZING OF GRAPEFRUIT JUICE. 

The experimental freezing results of grapefruit 

juice (origin 104) were found to be very similar to 

distilled water results with the same system conditions 

(fe, TI and H). 

The grapefruit freezing point was measured to be 

-1.0C, the ionic concentration to be equivalent to 1% 

sodium chloride and the density equivalent to 5% sodium 

chloride. The other physical properties of grapefruit 

were taken to be those of distilled water. 

Experimental freezing results were compared with 

the Vasil'ev and Uspenskii and the Modified Planck 

methods. The results are shown on graphs 6-1 and 6-2 

and tabulated in appendix 8, table A8-2. 

The results show that the Modified Planck method 

underestimates freezing times. For the results 

presented, for freezing 10 mm of frozen layer, the 

underestimation ranges between 10 and 100%. The Vasil'ev 

and Uspenskii method has its temperature scales, in 

both phases, adjusted by 1C to bring the freezing 

vesainiiene srt SiacSlite na cat i aR Nit
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Comparison of experimental and Vasil'ev and 

Uspenskii results show good agreement (see table 6-1). 

  

  

  

  

TABLE 6-1 FREEZING OF GRAPEFRUIT JUICE. 

SYSTEM Experimental] Modified % Vasil'ev % 
Freezing Planck error and error 

Time (s) Uspenskii 
(s) (s) 

To=~11C, i 
Nieisos 
H=900 W/m* C 1940 1249 -39 4714 “2 

Tes10 C, 
TI=—16C 2 
H=2000 W/m°C 1182 1074 -10 1278 +8             

There is the same convergence and crossover of the 

experimental and theoretical freezing curves as 

experienced with distilled water with H=2000 w/mec while 

with H=900 wW, mC the theoretical predictions slightly 

underestimate freezing times. 

  as anni cnasecoraanaasieaeaadibicashie 
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For the grapefruit juice it can be concluded 

that the effect of reducing the freezing 

temperature by a constant value of -1.0 C can 

adequately account for its freezing times for all 

experiments. 

6-2.2 FREEZING OF 5% AND 10% SODIUM CHLORIDE SOLUTIONS 

AND SOY BEAN CURD. 

Comparison of experimental and theoretical results 

from the Modified Planck and Vasil'ev and Uspenskii 

methods are given in graphs 6-3 and 6-4 and tabulated 

in appendix 8, tables A8-3 and A8-4, 

In the Vasil'ev and Uspenskii method adjusted 

temperature scales are used in order to maintain the 

freezing temperature at OC. (For example for % NaCl 

the initial and coolant temperatures are defined as 

TI = TI + 3.0 and Te = Te + 3.0 since -3.0 C is the 

freezing point of 5% NaCl. For 10% NaCl the temperature 

scale is changed by 6.6 C). 

Analysis of these results shows a marked difference 

in the degree of agreement between the experimental and 

theoretical results depending on the rate of freezing. 
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One group of experiments compared the freezing times 

of distilled water, 5 per cent sodium chloride and 10 

percent sodium chloride under conditions of identical 

temperature differences. This entailed adjusting the 

initial and coolant temperatures so (Tm-Tc) and (TI-Tm) 

were the same for the three liquids. 

Table 6-2 shows the initial and coolant temperatures 

used for the three liquids in order to obtain the 

temperature differences (Tm-Tc) equal to 10 © and (TI-Tm) 

equal to 20 C. 

Under these identical temperature driving forces 

(fm-Te and TI-Tm) with system conditions for a fast 

freezing rate of .005 mm/s distilled water, 5% NaCl and 

10% NaCl froze at the same rate (see table 6-2 and graphs 

6-5 and 6-6). 

  

  

  

TABLE 6-2. 

SOLUTION 

SYSTEM CONDITIONS | DISTILLED WATER | 5% Nacl | 10% Necl 

H (W/m* ©) 2000 2000 2000 

Pe (C) -10.0 -13.0 ~16.5 

(Tm-Te) (0) 10.0 10.0 10.0 

I (CG) 20.0 AGO, 13.5 

(TI-Tm) (C) 20.0 20.0 20.0 

ICE THICKNESS (mm) FREEZING TIME (S) 

2.0 182 489 192 
6.0 690 700 710 

10.0 14.95 14.70 4500             
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Under these freezing rates agreement between 

theoretical and experimental results was of the same 

order as with distilled water and grapefruit juice 

and the Vasil'ev and Uspenskii method can be said to 

predict the solution freezing rate adequately by 

adjustment of temperature scales. 

When the sodium chloride solutions were frozen at 

a slow freezing rate of .0012 mm/s the Vasil'ev and 

Uspenskii method significantly underestimated (up to 

40%) freezing times (see graphs 6-3 and 6-4) and 

adjustment of temperature scales no longer was 

sufficient to account for the freezing of the aqueous 

solutions. 

A comparison was made between the experimentally 

determined freezing rates of Soy Bean Curd, published 

by Komari ( 32 ), and the theoretically predicted 

freezing times calculated by the Goodman, Modified 

Planck, Nagaoka and Vasil'ev and Uspenskii methods, 

The results are tabulated, for two systems in Appendix 2. 

The results show that all the theoretical methods 

underestimate the experimental freezing times with the 

Goodman and Vasil'ev and Uspenskii methods being the 

least inaccurate of the predictive methods. (It should 

be noted that the initial temperature of the soy bean 

eurd in the experiments performed was equal to the freezing
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point or 4 C above the soy bean curd freezing point). 

The freezing point of the soy bean curd was quoted 

as O C by Komari. 

The discrepancies between experimental and 

theoretical freezing times for the electrolyte 

solutions and soy bean curd may have been due to the 

watery solutions freezing over a range of temperatures. 

Experiments to show the amount of solute rejected 

are given in the next section. Theoretical work on 

the effect of solute migration in the freezing of 

electrolyte solutions is then discussed in section 6-4. 

6-3 EXPERIMENTAL DETERMINATION OF SOLUTE REJECTED 

FROM FROZEN PHASE ON FREEZING. 

A conductivity bridge was used to determine 

solute concentrations of the initial solution and 

frozen phase. (After an experimental run the unfrozen 

phase was poured off, the frozen phase allowed to thaw 

and its conductivity then measured). Calibration of 

the conductivity bridge permitted direct conversion 

of the readings in mmho/em to concentrations (moles/ 

litre). Table ©-3 shows concentration results from 
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experiments using heat transfer coefficients of 2000 

and 550 W/m Oo 

  

  

            

with TI = 17.0 C and Te = -13.0 for 

5% NaCl. 

TABLE 6-3. 

Heat Transfer| Bulk Initial | Frozen Phase| CoC, Ice 
Coefficient } conc. (Cao). | conc. (C,) kmol/m3|thickness 

kmol/m?. kmol/m?. x4 (mm) 

350 ae: 62 sO 10 

350 774 «05 -09 12 

350 sot 274 307, V5 

2000 82 ee +03 20 

2000 84 81 403 15, 

The results from table 6-3 show that the amount of 

rejected solute was small in all experiments but the 

amount was greater the slower the solution froze Gié. 

H = 350 W/m? 0). 

be independent of the ice thickness. 

The amount of solute rejected seemed to 

The range of 

values of Gu-C, from table 6-3 (0.1-0.03 kmol/m?) may be 

compared with the figure of 0.085 kmol/m? for Coo-G., , when 

  i al cael eR a 
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‘Coo= 1.0 kmol/m? and C, = 0.915 kmol/m’, given by 

Grange etal, see section 6-4.3. 

6-4 THEORY OF FREEZING OF ELECTROLYTE SOLUTIONS. 

6-4.1 Introduction. 

A solution originally containing a homogeneous 

distribution of a solute, experiences a redistribution of 

this solute on solidification resulting from the difference 

in solubility of the solute in the solid and liquid phases. 

Rejected solute will distribute itself completely 

throughout the unfrozen phase if the thermal driving 

force is small enough to allow equilibrium solidification 

to occur. However, in practice,true equilibrium 

solidification is seldom approached. This is due to the 

thermal diffusivities of water and ice being respectively 

approximately 100 and 1000 times greater than the diffusion 

coefficient of NaCl in water. Ns a result, solute rejected 

at the advancing frozen-unfrozen interface cannot undergo 

infinite diffusion into the bulk unfrozen phase, but forms 

a solute-rich region of layer in the unfrozen phase 

adjacent to the interface. The existence of a solute rich 

layer has been reported by Grange, Viskanta and Stevenson (70) 

and Terwilliger and Dizio (71) for freezing of finite and 

semi-infinite systems respectively of sodium chloride 

solutions. 
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The conclusions to be drawn from both studies 

are 

1. A small proportion only of the solute 

is rejected by the frozen phase. Solute 

remains in the frozen phase due to bulk 

entrapment. 

2. The solute rich liquid layer, X, is 
2 

very small, its thickness being inversely 

related to the thermal driving force and 

directly related to the frozen layer 

thickness, Xy- 

3. The freezing temperature is dependent 

on the liquid interface solute concentration, 

Ci. Since XX, a small decrease in the 

solid solute concentration can greatly 

affect Ci. 

4, The concentration gradient in xX; is yery 

steep and can be represented by an 

exponential curve. 

5. Solute concentration in the frozen layer 

was found to be constant for semi-infinite 

systems but variable for finite systems. 
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6-4.2 Work on Semi-Infinite Systems (Terwilliger & Dizio). 
  

Terwilliger and Dizio state that the enriched 

solute boundary layer may lead to supercooling. The 

phenomenon of supercooling was first described by 

Rutter and Chalmers (105) to explain the solidification 

of alloys when an impurity was present. 

Owing to the very steep concentration gradient in 

the melt at the interface, the solidification 

temperature of the melt increases sharply from a value 

corresponding to the interface concentration Gi, to one 

corresponding to the bulk concentration, Coo, Within 

this region however, the actual temperature distribution 

may lie below the solidification temperature profile 

and account for supercooling, (see figure 6-1). 

If supercooling occurs, an unstable situation may 

develop. Tiller etal (106) concluded that the inter- 

face crystal morphology changed to reduce supercooling, 

This principle was extended by Terwilliger and Dizio 

who produced the following expression for the critical 

interface concentration, Gi*, above which supercooling 

will occur : 

— ~sbr cenece etlllc A a
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Figure 6-1 Supercooling effect 
(Subcooling)
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slew) 
Gms Cx +e <\ 2% (71-7) (6-1) 

(-w) Y merte es (1-w) 
2D 2X 

(The term w in equation 6-1 is a dimensionless 

density correction factor 1-4/eo)+ 

Terwilliger and Dizio state that the system will 

always try to return to the stable situation of Git. 

Evaluation of equation 6-1 involves substitution of the 

interfacial temperature Ti by Tm-mC0i and determination 

of the unknown constant yy. Y is determined from a 

Neumann type expression relating the ice thickness and 

time as : 

X(t) = V2 0+ ’ (6-2) 

Terwilliger and Dizio define an effective ; 

distribution coefficient, Ke = Cs/Coe to describe solute 

redistribution. There is considerable disagreement 

about Ke being a function of freezing rate. Johnson | 

(107) found Ke to be a constant for all runs. Adams 

(108) found Ke to be directly proportional to freezing 

rate in the freezing of sea water, while Weeks (109) 

reports the quantity 1n ((1/Ke)-1) to be directly 
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proportional to the freezing rate. Terwilliger and 

Dizio conclude from their own experiments that Ke 

is only an indirect functicn of the freezing rate and 

can be taken to be constant. They also state that 

there is greater purification at low thermal driving 

forces than at high thermal driving forces. 

The explanation of greater purification with slow 

thermal driving rates can be shown by the following 

example. Consider two solutions, having the same 

initial concentration and temperature, being frozen 

at different thermal driving forces. At a given 

freezing rate, the boundary layer thickness will be 

uniquely determined. 

If the same value of Gi is present in both systems, 

(assumed from equation 5-1) the same amount of excess 

solute will be contained in the two boundary layers at 

a freezing rate common to both systems. But the amount 

of ice already formed when the interface reaches the 

same particular velocity will be less at the lower 

driving force. Consequently, the solid phase depletion 

must necessarily be greater. Figure 6-2 illustrates 

this principle. 
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6-2a Theoretical solute distribution at 
high solidification driving force 

interface 

Cees 
concentration ( 

  
6-2b theoretical solute distribution at 

low solidification driving force 

Figure 6-2 kffect of rate of solidification on 
solute redistribution (Terwilliger & Dizio) 
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Figure 6-2(a) shows the solute distribution for 

the system being frozen at the higher driving force. 

Figure 6-2(b) represents the same for the lower 

driving force. In both systems, the interface is 

moving at the same velocity. All four cross-hatched 

regions, then, are equal. But since less ice has 

been formed in the system represented by figure 6-2(b), 

the solid phase concentration is also lower. 

Terwilliger and Dizio conclude that the values Ci* 

and ¥ (dependent on thermal driving force) are the two 

main factors controlling rédistribution. 

The calculation of the constant ¥ in equation 5-2 

can be made experimentally from the slope of the 

graph of frozen thickness against time. Graphs 6-7 

and 6-8 show that linear relationship between X and vt 

exist for 5% and 10% sodium chloride. (Similar 

relationships were found to exist for distilled water 

and grapefruit juice). The values of ¥ obtained from 

the four systems of 10% sodium chloride are shown 

in table 6-4. 
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TABLE 6-4 Freezing rates of 10% NaCl 

Freezin Yy & 

SYSTEM 2 rate 
(mm/s) (mm/s) 

(1) Te=-16 G TI= 14 CG H= 2000 W/m°C 4.69 005 

(2) Pe=-14 6 T= 19 6 H= 2000 W/m°c 4.09 004 

(3) Te=-15 G P= 21 0 H= 900 w/m°c 1.16 -008 

(4) Te=-10.6 T= 16.5 ¢ H=2000 W/m 0.76 012         
The values of § for systems (1) and (4) in table 

6-4 compare reasonably with Terwilliger and Dizio values 

of ¥ = .0106 mm/s for freezing rates of 4.0 to 0.8 mm/s 

and & = .0036 mm/s for freezing rates of 0.4 to 1.2 mm/s. 

For the system H = 2000 w/c, TI = 16.5 C and 

Te = -10.6 C for 10% NaCl the value of ¥ = 0.76 mm/s was 

substituted into equation 6-1 i 

(-sltw)" e i 
2Xp PN 

TET 6-1) 

  

  

  

: 2D 
(1-w) = .083 

to evaluate Ci* as : 

Gi* = Geo + .0094 (TI-Ti) 

substituting Tt by Tm - m Oi 

and letting R = .0094 
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Steg, Ceeeen, Geer a kee 

(1-Rm) (41-Rm) (1-Rm) 

C:* = 1.79 + .17 + .08 

cit = 2.04 mol/litre (xmoi/m?).. 

and the interface freezing temperature = -7.7 C. 

This calculation shows a constant depression of 

the freezing point of 10 per cent sodium chloride of 

1.1 © (i.6.1 7.7 26.6 C). 

A similar calculation for the faster freezing rate 

system of 10 per cent sodium chloride (H=2000 w/nec, 

ME = 14 6 and Tc = -16 C), on substituting Y= 1.67 mm/s 

into equation 6-1, produces a freezing point of -6.9 C. 

The depression of freezing point in this case being 0.3 C 

(G59 Ce 6.6.0). 

The two calculations indicate greater freezing point 

depression the slower the rate of freezing and support 

the theory diagramatically shown in figure 6-2. 

6-2.2 Work on Finite Systems (Grange et al). 

Grange, Viskanta and Stevenson used the physical 
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model shown in figure 6-3 for the study of finite 

systems. In their procedure the temperature and 

liquid concentration distributions are approximated 

by polynomials with coefficients which are functions of 

time using the integral method of Goodman. The solid 

concentration being a function of solidification rate 

and interface morphology had to be specified from 

experimental data. They derive the following 

expression for the high solute concentration layer 

(here the difference in the phase densities has been 

omitted) : 

X=. 3D/ 9k, 

at (6-3) 

This expression supports the statement of Terwilliger 

and Dizio that at a given freezing rate, the boundary 

layer thickness is uniquely determined. 

Verification of equation 6-3 can be made by 

predicting theoretical x, thicknesses from the equation 

and comparing the results with experimental Xz thicknesses 

published by Terwilligo and Dizio ( 70 ). Table 6-5 

compares the results. 

 



  

418, 

pigere 6-3 Temperature and concentration 
protiles used by Grange. 
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TABLE 6-5. 

[ theoretical Ss 
Results Experimental Results 

de, 107 Xa 

X x; an xX, : Coo 

(mm) (mm) | (mm/s) (mm) (xmo1/m?) 

066 090 40.6 26.8 298 005 

-362 DOO) VeD 16.9 334 005 

062 -060 43.9 yor 452 3105 

338 - 300 8.0 navn 390 2105 

«214 -200 12.6 31.9 ASG -005 

Pte -680 57 81.0 119 -005 

4209 «190 1338 30.3 159 2105 

-690 - 580 3.9 80.6 139 «105         
  

The results from table 6-5 show (a) Good agreement 

between experimental and theoretical X;, thicknesses and 

so verifies equation 6-3 as being able to accurately 

predict the thickness of the high solute concentration 

layer and (b) The thickness of x is very small compared 

to the frozen thickness X,. 
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However their derivation of an expression for 

the interface temperature is mathematically wrong 

since their basic equation expressed as 

Ti = Tm (1-mCi) 

should be of the form : 

Ti = Tm-mOi (used by Terwilliger) (6-4) 

The resulting expression for Ti taking into 

account solute rejection should be : (assuming p , = 2) 

Ti = Tm- mo -4 m_ X, | aX, , (Coo - C,) (6-5) 

DoD) dt 

and not as printed (110 ) 

Ti = Tm (1-mGgo — = m,X, , dX, ~ (Coe - C4) ) 

5D dt 

As can be seen from equation 6-5 the freezing 

temperature, Ti, is calculated from the following 

three terms 

CT hin By equation 6-4, Tm, for 

aqueous solutions is defined 

a as being equal to 0 C. 
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(2) mCcoo. This term represents the 

depression of the freezing 

point due to the original 

bulk solute concentration 

(Go°) and the molar freezing 

point depression constant (m). 

, % . ak, . (Co - &,). 
(i= 

w
l
 

= 

v
i
s
 

at 

This term represent the 

depression of the freezing 

point due to migration of 

solute. 

Grange etal conclude that the main differences , 

between the salt rejection phenomena in finite and semi- 

infinite systems is that in finite systems, (a) the 

liquid interface concentration is not constant but 

increases with time due to increased solute rejection 

and (b) the assumption of a constant solute distribution 

coefficient, Ke, utilised in semi-infinite domains is 

invalid for freezing in finite regions. 
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6-4.4 Incorporation of the work of Grange, Viskanta 

and Stevenson into the Computer Program of 
  

Vasil'ev and Uspenskii. 

The effect of the solute rejection was incorporated 

into the Vasil'ev and Uspenskii program in a subroutine. 

This involved correcting the freezing point by the 

equation 

Ti = Tm - mos -4 m_ X, aX, (Co -6,) (6-5) 
3 D at 

In the computer program for the freezing of 

solutions the temperature scale has already been re- 

adjusted in the main program so that m@co = O (see section 

6-4.6). The evaluation of equation 5-5 produced a value 

of Ti which varied for each step length and therefore 

the temperature scale had to be readjusted (by the value 

of Ti) for each step in order to bring Ti back to 0. 

This process was achieved by the variable WI in 

the program. The freezing temperature over the first 

step length was taken to be the stated literature value 

for the concentration of solution used, i.e. WT=0. From 

the freezing rate predicted over this first step length 

(aX,/dt), the frozen thickness (X), and using an
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arbitary value of (CPp- ic) within the range 0.01 

and 0.09 kmol/m? the value of Ti was evaluated. Wt was 

made equal to Ti and the temperature readjusted so 

that Te = Te + WP and TI = TI - WI. This temperature 

scale was used for freezing over the second step length. 

Once ax, /dt had been determined for the second 

step length Ti was re-evaluated according to the new 

freezing conditions and the temperature scale again 

readjusted with WP being equal to the new Ti. This 

process was continued over the whole length of the body 

being frozen. 

The program was run for values of (Coo - G4) 

ranging from 0.01 to 0.09 kmol/ne in increments of 0.01 

kenol/noe The results of this work for C3 - @, equal to 

0.01, 0.02 and 0.03 kmol/m? along with the corresponding 

changes in freezing temperatures are given in table 6-6, 

(p 128). 

In conelusion this modification can approximately 

account for the freezing of electrolytes at low 

freezing rates but has the disadvantage that (C20 - 64) 

must be arbitrarily chosen and have a constant value 

although the work suggests c, to be a variable quantity. 
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6-4.5 Incorporation of the Work of Terwilliger and 
Dizio into the Computer Program of Vasil' ev 

and Uspenskii. 

As with the work of Grange et al the effect of 

solute rejection described by Terwilliger and Dizio 

was incorporated into the Vasil'ev and Uspenskii 

program in a subroutine. However, unlike the work of 

Grange et al, the freezing temperature was reduced to 

a constant value, calculated from equation 6-1 : 

gle) 
(TI-14) (6-D) 

(1-W) . ae ° merfe if 

2D ans 

and therefore the temperature scale only had to be 

  

  

adjusted once. 

The value of Yused for the system freezing 10 per 

cent NaCl with H = 2000 w/m°C, tI =16.5 C and Te = -10.6 6 

was taken from table 6-4, the results are given in table 

GS-6. 

 



6-4.6 Vasil'ev and Uspenskii Computer Program for 

Freezing of Electrolyte Solutions.   

The listing of the Vasil'ev and Uspenskii program 

for predicting freezing rates of distilled water is 

given in appendix 4-4, The additional steps to 

incorporate the effect of solute rejection by Grange 

et al are given in the listing on p.726 

The listing shows that the freezing point of the 

solution, TF (equivalent to moo), is inputted into the 

program as a positive value and that WT is also 

calculated as a positive term. The use of positive 

values for these terms which appear as negative terms 

in equation 6-5 in order to allow easy adjustment of 

the temperature scales. 

The temperature scale is adjusted in the main 

program for freezing over the first step length by the 

value TF. 

Subroutine SOLUTE shows that the temperature scale 

is adjusted independently to account for solute rejection 

at each step length, hence the preceeding value of WT 
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Listing of Sees Steps for pr eeseer ce Evecetne 
  

to Vasil'ev end Uspenskii Program (Grange etal) 
  

Cc 
c 
C 
c 
Cc 
C 
Cc 
Cc 
c 

Cc 
c 

c 

5 

c 
C 
c 
c 

Cc 
c 

6 

In the main program 

HH = DISTANCE STEP LENGTH 
CC2= INITIAL SOLUTE CONCENTRATION 
CC1s SOLID SOLUT# CONCENTRATION 
XM = MOLAR FREEZING POINT D&PRESSION CONSTANT 
DD = DIFFUSIVITY COKFFICIENT 
Tk = FREEZING POINT OF AQUEOUS SOLUTION 
HH1= THICKNESS OF ICE LAYER 
WL = CONSTANT 

WT =0 
HH1=HH 
ADJUSTHENT OF TEMPERATURE SCALE OVER 
FIRST STKP LENGTH 
Tli= > + Te 
RC = fC) + TP 

In Subroutine Solute 

SUBROUTINE SOLUTE 
COMMON TF, D, XM, TF, UC1, Cc2 
COMMON ZNEW, HH, NMAX, HH1 

DO  5I = 1,NMAX 
W(I)= "(I) - we 
TC = VC <Wwr 

CALCULATION OF FREEZING POINT DEPRESSION FOR 
NEXT SieP LENGTH 

Wr =(4./3.)*(XM/DD)*(HH1 HH/ZNSW)*(CC2-cc1) 
HH1 = HH1+HH 
ADJUSTMENT OF TEMPERATURE SUALE OVER 
Nex? STEP LENGTH 
DO 61 =1,NMAX 
T(I)  =2(I) + wr 
TC =IC + WE 

RETURN 
END 
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is subtracted from the temperatures before the 

addition of the new value of WT calculated for the 

freezing over the next step length. 

With the solute rejection phenomenon described by 

Terwilliger and Dizio the interface concentration is 

calculated from equation 6-1, and hence the interface 

temperature TF is obtained. The temperature scale is 

then adjusted once in the program by the statements : 

DO 5 I = 1, NMAX 

5 Wi = 2(f) +P 
TC = TC + oF 

Results from the Vasil'ev and Uspenskii programs 

incorporated the work of Grange and Terwilliger are 

given in table 6-6 and graph 6-9. 

6-5 RESULTS. 

Table 6-6 and graph 6-9 show that there is 

reasonable agreement between experimental and theoretical 

times for the semi-infinite systems and for the finite 

systems using an arbitrary figure for Ooo = G, of 0.03 kmol/m?, 
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The table also shows what the theoretical 

freezing points would be at 40 mm of frozen thickness. 

It can be seen from these temperatures that the greater 

the ice thickness the larger the freezing point 

depression is for the finite system. 

The value of CcO- C, = 0.03 kmol/m? is well within 

the range of experimental values obtained for solute 

rejection, (see table 6-4). 

It can be concluded that solute rejection can 

account for the increase in freezing times for electrolyte 

solutions compared with distilled water. The precise 

mechanism of how the solute rejection phenomenon works 

however, is still not completely understood. The effects 

of concentration, temperature gradients and crystal 

morphology must be fully studied before the solute 

rejection phenomenon at the interface can be explained. 

6-6 Effect of Heat Gain on Freezing Rates. 
  

A second reason for longer freezing times of solution 

compared with distilled water was thought to be heat gain 

to the system. Heat gain to a system will be more 
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pronounced when the coolant temperature driving force 

(Tm-Tc) is small. The conditions of a small coolant 

temperature driving force are more commonly met with 

aqueous solutions than distilled water because Tm 

decreases with ionic concentration. The heat gain effect 

on the system will be proportionally greater the smaller 

the factor (Tm-Tc)/(TA-Tm) becomes (TA=ambient temperature). 

Table 6-7 gives both theoretical and actual 

experimental temperature differences to illustrate the 

above point. 

  

  

  

  

TABLE 6-7. Temperature driving forces. 

Theoretical Systems 

Solution TA Te Tm TA-Te Tm - Te} Tm - eo 
@ | ©, | te) (c) Oireans 

Distilled 
Water 20 -10 0 20 10 250 

% Nacl 20 -10 -3 23 in 30 

10% Nacl 20 -10 -6.5 26.5 5.5 old 

Actual Freezing] System 

10% NaCl 16.5] -10.5] -6.5 23 i 17 

10% Nacl1 414 -16 -6.5 30 9.5 32           
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Table 6-8 compares the theoretical freezing times 

of both the Vasil'ev and Uspenskii programs for no 

heat gain and heat gain at x = L. The value of the heat 

gain coefficient (HG) incorporated into the program to 

account for heat gain was that evaluated in Appendix 3 

for the heat transfer coefficient. (In this case 

HG = 9.6 W/m= C since this value corresponds to a value 

of H = 2000 W/m C). The percentage increase in 

theoretical freezing times due to the incorporation of 

heat gain compared to no heat gain was only 5 per cent 

for freezing 10 mm of NaCl. The theoretical freezing 

times still underestimated experimental freezing times 

and heat gain alone cannot account for the freezing of 

electrolyte solutions. 

TABLE 6-8. 

SYSTEM CONDITIONS H 2000 w/ne C Te = -10.6 © 

no
u 

  

  

De 1655. Cs 

Vasil'ev & Uspenskii Experimental Ice Thickness 
Freezing Times Freezing (mm) 

No Heat ‘ Heat Gain Times 
Gain ; at x= 

+ 
499 ‘ 501 882 2 
1083 i 4754 2268 4 
1974 i 21D 3780 6 
3108 1 33149 54.00 8 
4444 ‘ 4621 7100 10 

t           
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CHAPTER 7. 

ATTEMPT TO REPRESENT EXPERIMENTAL AND 

VASIL'EV AND USPENSKIT FREEZING RATE 

DATA AS SIMPLE CORRELATION. 

THE METHOD. 

The method consisted of four stages 

@) 

(2) 

@) 

a) 

Representation of data from experiments 

as X(t) vs/t. 

Derivation of parameters m and a in the 

expression : 

Titi, as sat | seek (PA) 

Examination of the accuracy of this 

expression of experimental results. 

Comparison of equation (7-1) with 

computed values.



134, 

2-2 EXPERIMENTAL DATA PLOTTED AS X(t) w/t. 

Appendix 10-1 shows the experimental data for 

H = 2000, 1700, 900 and 56.8 W/m<C. 

Graph 7-1 shows X(t) +8 ft for most of the results 

in appendix 10-1. As can be seen from graph 7-1 

reasonable straight lines result. 

Table 7-1 gives the least squares values* of m 

and a in equation 7-1 for all data sets in appendix 10-1. 

Found by CBM SR 5190 R preprogrammed function. 

  

  

  

                    

TABLE 7-1 

SET 4 2 a 4 5 6 Ze 8 9 

Symbol 
on x ° @ + <) i 2 
graphs 

H 2000 {2000 {2000 {2000 1700 1700 | 900 900 56.8 

cy 20 20 3.5 25 23 eye) 220) 20 19 

=o 45 10 410 10 10 10 rie 10 ne 

m 0.40310. 323 /0.356/0.297] 0.303|0. 314] 0.368] 0.301 [0.341 

a -2.91] -2.39}-1.90]-2.50] -2.02|-2.08] -3.97) -4.08 |-21.41 
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7-3 PARAMETERS m and a in terms of H, TI and (-Tc). 
  

7-3.1 Parameter m. 

Tf XQ] mse +e 

= (X(t)-a)® 

ne 

Comparison with Planck 

t = Le (X/H + x°/2K,)/(tmTe) 

(rearranged equat. 4-2). 

suggests that m ( J-Tc with Tm = 0 

From table 7.1 taking sets 1 and 2: 

m = 0.4043 with -Tc ihe: 
= mg (-"e)*?? 

m = 0.323 with -Te = 10 

set 7 and 8 

m = 0.368 with -Te = 15 
=-ng (Me) °*95 

m = 0.301 with —Te = 710 

Thus, we assume that mK /-Tc. 

 



The effect of TL -on mds 

From table 7.13 

Sets 2, 3 and 4 34TI 

ee 

DE 

Sets 5and6 — TI 

Take k 

1s 

137. 

o f-te/trk small. Take m = 

20, m = 0.323 

3.5,m = 0.3564 moe Tr~0+078 

25, m = 0.297 

23, m = 0.303 Ai ’ mg 1170-45 
18, m = 0.314 

= 0.1 (for small values, accuracy not vital). 

The effect of H on m is probably negligible, as 

table 7-2 shows. 

  

  

  

  

  

  

PABLE 7-2 

SET Se ecale ae alee lela bome a 

H 2000 |2000 |2000 |2000|1700 |1700 | 900} 900 | 56.8 

TI 20| 20| 3.5] 25] 23! 18] 20] 20] 49 

Me 45| 10] 10] 10] 10] 10] 15] 10] 13 

mt 1°* 1) 0.14010.138) 0.128} 0.130 | 0.131]0.133 0.28 |o.128 | 0.127 

Pte                       
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Table 7-2 shows m ®1°*1/ /-Fe to be substantially 
constant. A least squares fit of 1n (H) versus 

(n m p19-1/ (te gives a slope of 0.014, taken to be 

negligible. 

Thus m = 0.13 (1) (-T0)? (a1)~1/10 (22) 
  

7=3.2 Parameter a 
  

Parameter a is the extrapolated intercept of the 

X(t) versus Vt least squares fit, and is subject to 

greater error than m, particularly for H = 56.8 wW/m°c. 

Examination of a values in table 7-1 shows (1) no 

clear effect of TI or Te on a, (2) H = 1700 W/m°c 

values may be anomolous. 

Graph 7-2 shows In (-a) versus 1n (H), where (-a) 

is the arithmetic average for each H value. Ignoring 

Hea 1700 W/m the expression : 

a = -250H 0-609 (7-3) 

results, and expression (7-1) becomes
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E(t) = (0.13 V—To (m7)! = a5oq-O+" (7-4) 

9-4 COMPARISON OF EXPRESSION (7-4) WITH ARBITRARILY 

SELECTED EXPERIMENTAL SETS. 

  

  

  

  

  

TABLE 7-3. 

H TI, Te X=2] 6 10 14, 20 

Serre 2000 20 Expt t= 182 | 680] 1475] 2570 - 

-10 (7-4) t= 208 | 753 | 1637] 2862] 5335 

SET 6 4700 18 | Expt t= 170 | 660] 1480] 2640 = 

-10 (7-4) t= 227 | 782 | 1669} 2889 | 5341 

SET 7 900 20 Expt t= 245 | 730] 1500} 2425 | 4150 

-15 (7-4) t= 250 | 699 | 1374] 2277 | 4054                     

Table 7-3 shows a fair agreement te 20%, improving 

as X increases) between predicted and experimental times. 
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Comparison of Expression (7-4) with Vasil'ev and 

Uspenskii Computations. 

  

Appendix 10-2 summarises the available X(t) versus 

t data produced by the Vasil'ev and Uspenskii program 

for distilled water, and includes comparisons with 

equation (7-4) for some data sets. 

The comparisons show that equation (7-4) usually 

predicts a higher t value than computed, with largest 

differences for small X(t) values and low H value (up to 

40% difference), but usually the difference is below 10%. 

A difference in shape of the formula and computed X(t) 

curves is evident from the variation of error with X(t). 
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CHAPTER 8. 

CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE WORK. 

8-1 CONCLUSIONS. 

8-1.1 Freezing of Distilled Water. 

4. Comparison of the theoretically 

predicted and experimental freezing 

times has shown that : 

(a) The most accurate theoretical 

freezing rate method over 

the range of experimental 

variables used was the modified 

Vasil'ev and Uspenskii method, 

with a maximum divergence of 

27% for all experiments and 9% 

error if results with H = 900 

w/m°C were neglected. 

(>) The results from the integral 

method of Goodman showed good 

agreement with experimental 

freezing times when the initial 

water temperature was near 0 C. 
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The commonly used methods of 

Neumann and Planck together with 

their various modifications all 

underestimated the experimental 

freezing times by 22% to 400%. 

2. Experimental work has shown that : 

(a) 

(>) 

(ce) 

The experimental procedure 

provided a simple, inexpensive 

and accurate method for the 

determination of planar ice 

thickness in liquid materials. 

A linear relationship existed 

between ice thickness and the 

square root of time, this 

expression also held for the 

freezing of electrolyte solutions. 

The expression X(t) = m/t +a 

for the freezing of distilled 

water was evaluated as : 

X(t) = 0.13 /—Pe (11)~9*1_250n~-81 

Three system variables; the heat 

transfer coefficient, coolant 
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temperature and initial liquid 

temperature significantly 

changed the freezing rates of 

the liquids. 

(a) The effect of neglecting the 

thermal capacity of ice was 

insignificant but the thermal 

capacity of water was an 

important factor in determining 

freezing rates. 

(e) For all the liquids frozen; the 

subcooling and precooling stages 

occupied very little of the 

overall freezing time, the sub- 

cooling effect was small and the 

vast majority of the overall 

freezing time was taken up by the 

freezing stage. 

8-1.2 Comparison of Freezing Distilled Water and Electrolyte 

Solutions. 

(1) The freezing curves of grapefruit juice 

were very similar to distilled water, 

reasonable comparison between predicted 

freezing times by the modified Vasil'ev and
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Uspenskii method and experimental 

freezing times obtained by readjustment 

of the temperature scales by the value 

of the freezing point of the juice. 

The freezing point was only a problem 

if it varied during the freezing 

process. 

(2) The freezing rates of distilled water and 

5 and 10 per cent solutions of sodium 

chloride were found to be the same under 

conditions of fast freezing rates (.005 

mm/s) but different when slower freezing 

rates (.0012 mm/s) were used. Under 

these latter conditions the electrolyte 

solutions froze more slowly than the 

distilled water with the result that the 

theoretically predicted freezing times of 

the modified Vasil'ev and Uspenskii method 

underestimated the experimental freezing 

times. 

8-1.3 Freezing of Electrolyte Solutions(5 and 10 per cent 
Sodium Chloride). 

  

(1) The difference in freezing times between 

distilled water and the sodium chloride



©) 

@) 

(4) 
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solutions under conditions of slow 

freezing were explained by the migration 

of solute from the frozen phase to the 

unfrozen phase reducing the freezing 

point of the solution during the 

freezing process and hence the freezing 

rate. 

The degree of solute migration although 

found to be small in all experiments 

was higher at slower freezing rates. 

Experimental evidence supported the theory 

that a thin layer of high solute concentration 

was formed in the liquid adjacent to the 

advancing frozen-unfrozen interface, its 

thickness was inversely proportional to 

the freezing rate. The freezing temperature 

and hence the freezing rate of the solution 

was dependent on the liquid solute 

concentration at the interface. 

Incorporation of the solute effect into the 

modified Vasil'ev and Uspenskii method 

improved the prediction of the freezing 

rates of the sodium chloride solutions to 

within 15% (for H = 2000 W/m°c). 
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8-2 RECOMMENDATIONS FOR FUTURE WORK. 

This thesis has provided both an experimental 

and a theoretical basis for research into the freezing 

rates of aqueous solutions. Further areas of work 

for possible future research include : 

1. Development of the Vasil'ev and 

Uspenskii finite difference method 

into a readily useable and simple 

form. 

2. Study of solute migration in the 

freezing of electrolyte solutions, 

concentrating on determining the 

effects of the solute profiles in 

both the unfrozen and frozen phases 

particularly near the unfrozen- 

frozen interface. 

3. Study of how the cellular structure 

of foodstuffs effects solute migration 

and determination of thermal properties 

of foodstuffs in order to be able to



     

      

predict freezing rates of food- 

stuffs. r 

(4) Theoretical development of the 

freezing rate methods to account — 

of irregular shaped    
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APPENDIX 1 

RESULTS OF FREEZING RATE EXPERIMENTS 

CARRIED OUT ON EXPERIMENTAL APPARATUS 

Freezing times are given in minutes. 

Frozen thicknesses are given in centimetres. 

Temperatures are given in degrees C, 

Heat transfer coefficients are given in W/ace. 

APPENDIX 1-1 Distilled Water Results. 
  

Run No. 47 Run No. 48 
Coolant temp. - 15.0 Coolant temp. -10.0 
Initial temp. 20.0 Initial temp. 20.0 
Heat trans.coeff.,2000 Heat trans.coeff.2000 

Time Ice Thickness Time Ice Thickness 

1.0 0.05 4.0 0.05 

2,0 0.15 2.0 0.12 

3.0 0.24 4.0 0.26 

0) 0.3? 7.0 0.41 

9.0 0.66 9.0 0.49 

15.0) 0.90 A535 0.77 

20.0 Me A 20.0 0.90 

28.0 1.36 30.0 1.16 

32.0 41.48 43.0 4.42 

53.0 1307 

61.0 1.66 

doblond eealbaa bir ibis   scat laine t= can ROS? Sy it A SE RS I OT
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Run No. 12 9.0 a7, 

Poa eatel be 12.0 7 
Heat trans.coeff.2000 05.0. 82 

18.0 «93 

212.0 4.03 

Time Ice Thickness 24.0 ial) 

4.0 a> 27.0 eee 

9.0 64 33.0 1.039 

42.0: 278 36.0 1.46 

45.0 89 42,0 41.60 

18.0 98 47.0 41.70 

21.0 1.08 Bs Vote, 

24.0 Tee 55.0 1.83 

28.0 ees 61.0) 4691 

30.0 4/230 65.0 4 «37 

33.0 Neo? 72.0 2.06 

36.0 41.43 80.0 2e10 

39.0 4050) 

42.0 A250 

45.0 4.62 Run No. 49 

09.01.69 Peas 
52.0 4.95 Heat trans.coeff.2000 

56.0 Tbe 

60.0 1.89 Time Ice Thickness 

aa) 019 

5.5 045 

Run No. 9 9.0 65 

cop leat gem. ~13.0 ole 
Heat trans.coeff.2000 18.0 1.01 

22.8) ANS 

Time Ice Thickness 275: 1.28 

S50) 224 30.0 41,34 

6.0 43 DaeD 4.42 
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5760 4594 24.0 86 

61.0 eo 35.0 Tat 

43.0 Needy, 

Pije0 41.41 

Run No. 50 59.0 A852 

ta giaeens a 305 e7.0 | 1.62 
Heat trans.coeff.2000 86.0 41.81 

93.0 1.88 

Time Ice Thickness 

a>: 216 

Se) 29 Run No. 46 

65 33 Taltial temps 2650 
4255 -80 Heat trans.coeff.2000 

1550 289 

20.0 AS105 Time Ice Thickness 

2720 Ves 1.0 205 

43.0 469 os0 Prihe) 

52.0 1.80 3.0) 22D 

5.0 209 

9.0 -68 

Run No. 51 15.0 89 

Initial temp, 25,0 20.0 1.12 
Heat trans.coeff.2000 2550 1.36 

32.0 1.48 

Time Ice Thickness 55.0 1.58 

2.0 08 

4.0 wen 

8.0 229 

12.0 oo 

15.0 62 

Fae as ant cn sacar RANA decane.  
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51.0 1,49 

Run No. 28 60.0 1.66 

inbier tonsil cas 5-0 5) ag 
Heat trans.coeff.2000 72.0 1.79 

Time Ice Thickness 

3.0 o4 Run No. 80 

ag" ae Seas Goryane tenps)-19.0 
16.0 91 Heat trans.coeff.2000 

21.0 4.09 

25.0 1120 Time Ice Thickness 

30.0 1.34 4.0 +26 

5650) 1.48 7.0 44 

40.0 57 1350 wea 

45.0 41.68 ABSO 83 

50.0 4.78 pAsvale) 4A04 

55.0) 1.88 30.0 1613 

60.0 1.98 35.0 1,24 

40.0 4.335 

45.0 14S 

Run No. 29 50.0 PES%) 

Sec 55.01.63 
Heat trans.coeff.2000 61.0 “a fa 

68.0 1.86 

Time Ice Thickness 75,0) 41.94 

4.0 725 81.0 2.07 

8.0 AS 

13.0 +63 

TORO ae 

2550 291 

28.0 W305 

33.0 Name 

43.0 1.34 

(pei On vente feb tyne Lo eaten Nh BR a Ue MS NI



Run No. “1 
Coolant temp. -10.0 
Initial temp. 20.0 
Heat trans.coeff.2000 

Ice Thickness 

Run No. 

154 

10 
Coolant temp. -10.0 
Initial temp. 20.0 
Heat trans.coeff.2000 

Time 

3.0 
6.0 
9.0 

12.0 
15.0 
18.0 
21.0 
24.0 
27.0 
30.0 
33.0 
36.0 
39.0 
42.0 
45.0 
48.0 
60.0 
70.0 
25.0 

ch SUN an: tee 

Ice Thickness 

19 

225 
49 

«01 

71 

.80 
89 
97 

1.05 
ee 
4.19 
1.26 
4654 
ey) 
1.42 

4.46 

1.61 

1.73 
1.79



Run No. 23 
Coolant temp. -10.0 
Initial temp. 23.0 
Heat trans.coeff.1700 

Time 

a5 

° 
si
e 

es
 
is

 
Me
 

fi
es

, 
* 

U
S
 

T
g
 
e
e
 

S
y
 
e
e
s
 
e
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Ww 
O 

o
a
o
n
m
n
a
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w
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A
N
u
U
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S
O
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C
r
o
 
V
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O
F
C
 
O
N
I
O
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Run No. 

Ice Thickness 

2 O4 

ote 

24 
Coolant temp. -14.0 
Initial temp. 20.0 
Heat trans.coeff.1700 

Time 

eae 

3.0 

5.0 

72 

ice Thickness 

~20 

228 

neD. 

10.0 68 

4520 «83 

ve -98 

29.0 1557 

38.0 A461 

43.0 A e7d. 

Bae 1099 

Run No. 22 
Coolant temp. -10.0 
Initial temp. 18.0 
Heat trans.coeff.1700 

Time 

aff 

3.0 

4.5 

6.5 

8.0 

eaeO. 

13.5 
19.0 

22.0 

28.0 

38.0 

48.0 

Deo 

58.7 

65.0 

68.0 

Ice Thickness 

209 

-20 

50) 

AO 

A? 

259 

68 

84 

93 

4.08 

1.29 

1.47 

4559 

1.66 

4.76 

1.80 

so Sea RRR nS ela



Run No. ae 
Coolant temp. -10.0 
Initial temp. 6.0 
Heat trans.coeff.1700 

Time 

Run No. 

Ice Thickness 

Paty 

pon 

AS 

059 
+70 

285. 

2.96) 

41.06 

Asie 

4.29 

4.41 

28 
Coolant temp. -14.0 
Initial temp. 15.4 
Heat trans.coeff.1700 

Time 

2.0 

3.0 

5.0 

7.0 

10.0 

13.0 

19.0 

32.2 

ice Thickness 

219 

29 

~38 

enD, 

Bie 

AOP. 

4.45 
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Run No. 25 
Coolant temp. - 6.0 
Initial temp. 16.4 
Heat trans.coeff.1700 

Time Ice Thickness 

50D 00 

4.5 209) 

5.7 .18 

VD 227 

10.0 -36 

42.9 AS 

23.5 “72 
evee “79 

45,7 1.09 

Say 1647 

55s > Vee 

60.0 4.28 

Run No. 26 
Coolant temp. -6.0 
Initial temp. 5.0 
Heat 

Time 

5.0) 

4.7 

6.5 

47110 

18.5 

25,5 

50.50: 

35.0 

42,2 

trans.coeff.1700 

Ice Thickness 

ana 

wee. 

330 

AS 

ave 

84 

97 

1,09 

A617



15? 

52.0 1.28 

Run No. 3 41.0 41.48 

ee 7.01459 
Heat trans.coeff. 900.0 52.0 1.69 

60.0 1.83 

Time Iee Thickness 

Zoo wie 

6.0 -30 Run No. 5 

9.0 te Gauiat emer 
12.0 4 Heat trans.coeff. 900.0 

45 20) 64 

18.0 td Time Ice Thickness 

2150 82 19} 218 

25.0 94 FeO: oot 

30.0 4.07 930 40 

3530 1,82 1250. ou 

40.0 Vey 4510 64 

50.0 41H 20.0 7? 

56.0 1.54 25.0 91 

65.0 Sen oe 30.0 1.03 

55.0 4.12 

40.0 420) 

Run No. 4 45.0 1.28 

cea ae 9.000 41.87 
Heat trans.coeff. 900.0 65.0 4.54 

75.0 1.65 

Time Ice Thickness 

6.0 bee 

9.0 09 

12.0 oft 

16.0 85 

18.0 92 

22.0 1.04 

25.0 hehe 

28.0 1.19 

oS ait <n clatter io sl iia bie a a aaa
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18.0 91 

Run No. 6 21,0 4.02 

og 25.0 1.16 
Heat trans.coeff. 900.0 27.0 1.23 

30.0 A532 

Time Ice Thickness 5500 4.41 

3.0. ~26 36.0 4.48 

7.0 AS 39.0 1.54 

10.0 on) 42.0 1.60 

13.60 70 48.0 Nae 

16.0 29 52.0; 4 fe. 

19.0 88 56.0 1.86 

2220 -96 60.0 1.93 

26.0 07 

30.0 qt 

35.0) ot Run No. 8 

80.01.37 SER oer 
46.0 4.49 Heat trans.coeff. 900.0 

54, 0 1.59 

55.0 1.66 Time ice Thickness 

60.0 1.99 3.0 20 

6.0 237 

F220) 64 

Run No. 7 18.0 87 

Taltiel temp, 16.0 21.0 98 
Heat trans.coeff. 900.0 27.0 Ae 

55.0, 1.34 

Time Ice Thickness 39.0 1.46 

3.0 .20 45.0 1.58 ; 
6.0 oT S150 1.68 

950 oo) 55.0 hs 

A250 67 60.0 4.02 

15.0 79 65.0 1.90 

“c ANMAMASMGFUPAPARL Pg Ls mmm gga ae ida eA ea



Run No. 1 
Coolant temp. -10.0 
Initial temp. FeO. 
Heat trans.coeff. 900.0 

Time Ice Thickness 

Run No. 35 
Coolant temp. -10.0 
Initial temp. 20.0 
Heat trans.coeff. 900.0 

Time Ice Thickness 

20) aD 

6.0 so? 

V2.6 On 

17.0 81 

2750) AO? 

34.0 1.24 

41.0 1339) 

52.5 ‘eet 

60.0 Wipe 

Run No. 2 
Coolant temp. -10.0 
Initial temp. 20.0 
Heat trans.coeff. 900.0 

Time Ice Thickness 

9.5 oD 

15.0 749 

34.0 1.04 

43.0 4,48 

51.0 Ae? 

55.0 1559 

81.0 1.64 

95.0 1.78 

103.0 1.85 

5.0 017 

44.5 48 

19.0 «58 

30.0 84 

33.0 -90 

39.0 1.02 

45.5 41.14 

70.0 Ve Se 

Run No. 
Coolant temp. -10.0 
Tnitisal temp. 

Time Ice Thickness 

230 202 

5.0 07 

17450 oon 

80.0 1.62 

91.0 4276 

94.0 ain) 

20.0 
Heat trans.coeff., 900.0 

ASS,



Run No. 31 
Coolant temp. -15.0 
Initial temp. 
Heat trans.coeff. 900.0 

Time Ice Thickness 

82.5 

Run No. 32 
Coolant temp. -15.0 

0. 

214 

«a4 

~36 

«22 

-67 

84 

-98 

7525 

leas 

1.75 

ele 

2.20 

Initial temp. 
Heat trans.coeff. 900.0 

Time Ice Thickness 

2.0 

3.0 

5.0 

8.0 

FO. 

.09 
ol? 

228 
AZ 
.56 

16.0 °75 

41.0 1.48 

50.0 1.64 

64.0 1.90 

7O%0 2.00 

Run No. 33 
Coolant temp. -15.0 
Initial temp. 20.0 
Heat trans.coeff. 900.0 

Time Ice Thickness 

2.5 09 

725 +38 

14.0 67 

18.0 81 

23.0 97. 

55.0 1.69 

160



  

Run No. 
Coolant temp. -13.0 
Initial temp. 20.0 
Heat trans.coeff. 56.8 

  

     
      

oe fe ‘Ee 4 

   
es 7 

ee, Super! Pee? ae a th pow ys ee Bigs re: = 7 
ye rr se nt Teas oat: 
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APPENDIX 1-2 Grapefruit Juice Results. 

Run No. 74 Run No. 77 
Coolant temp. -10.0 Coolant temp. -12.5 
Initial temp. 16.0 Initial temp. 10.0 
Heat trans.coeff. 900.0 Heat trans.coeff. 900.0 

Time Tee Thickness Time Ice Thickness 

10.0 226 5.0 251 

20.0 62 8.0 «70 

25.0) -77 13.0 -95 

30.0 289 18.0 Teale 

35.0 299 25.40 4.6355 

40.0 4510 28.0 4.49 

45.0 4,20) 33.0 1.62 

55.0 1.40 38.0 Vege 

60.0 41.49 43.0 4.88 

6€.0 4.60 54.<0 2,06 

71.0 1.68 58.0 2eed 

60.0 22ay, 

Run No. 75 
Coolant temp. -11.0 
Initial temp. 15.0 
Heat trans.coeff.2000 

Time Ice Thickness 

9.0 235 

450 -59 

21.0: 78 

26.0 91 

34.0 AeA 

41.0 Ve25 

48.0 41.40 
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46.0 1.05 

Run No. 72 53.10) Teed 

ese ue G0 41.35 
Heat trans.coeff. 2000 66.0 1.43 

72.0 Anse) 

Time Ice Thickness 82.0 4.170 

260 214 90.0 Tee 

190) soy 

15.0 53 

20.0 «70 Run No. 71 

25.086 cole ae 
30.0 4.00 Heat trans.coeff. 900 

36.0 A616 

40.0 102? Time Ice Thickness 

45.0 4.039 16.0 eto 

50.0 4.54 20.0 20 

55.0 oe 25.0 49 

60.0 ae 30.0 265 

35.0 +73 

40.0 83 

Run No. 73 45.0 age 

oe oes 50.0 1.01 
Heat trans.coeff. 900.0 60.0 Wert? 

70.0 1.39 
Time Ice Thickness 80.0 1654 

950 14 90.0 4.67 

44.0 456. FOTO 1.85 

19:10 249 110.0 1.96 

22.0 -60 123.0 2.14 

26.0 69 

31.0 80 

$5.0: +86 

40,0 97 

aA SALA a: seer lt mba slg it A NMR esa Ma a a
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APPENDIX 1-3 Five Per Cent Sodium Chloride Results 

Run No. 54 Run No. 52 
Coolant temp. -13.0 Coolant temp. -13.0 
Initial temp. Rud Initial temp. 17.0 
Heat trans.coeff. 2000 Heat trans.coeff. 2000 

Time Ice Thickness Time Ice Thickness 

260 al? Zed ote 

4.0 ~32 4.0 ea 

10.0 65 6.0 sont 

16.0 -90 AAO) aon 

21.0 1.06 T7650) -68 

33.2.0 41.44 25.0 83, 

44.0 1.66 Bao 120 

50.0 AS 41.0 1.30 

60.0 2510 45.0 41659, 

5p.) 1, 5 

Run No. 55 Run No. 53 
Coolant temp. -13.0 Coolant temp. -13.0 
Initial temp. 3.5 Initial temp. 17.0 
Heat trans.coeff. 2000 Heat trans.coeff. 2000 

Time Ice Thickness Time Ice Thickness 

Wa aNd eyO «10 

4.0 soe De «51 

720 49 1250 257 

17.0 0.98 25.0 -98 

22:30 liegt 44,0 Ved 

30.0 A59 50.0 41.45 

40.0 41.61 58.0 toe 

60.0 Aye 65.0 1576 

80.0 2.00 
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Run No. 18 Run No. 17 
Coolant temp. -13.0 Coolant temp. -13.0 
Initial temp. 17.0 Initial temp. 17.0 
Heat trans.coeff. 2000 Heat trans.coeff. 2000 

Time Ice Thickness Time Ice Thickness 

4.0 28 6.0 34 

6.0 AS 9.0 42 

410.0 7 on 15.0 62 

42.0 64 20.0 “76 ¢ 

1528 one 25.0 88 

18.0 -80 30.0 Veo 

AN 88 35.0 41.10 

26.0 -99 40.0 Tet 

31.0 4410 45.0 4.30 

35.0 4.99 50.0 1.40 

40.0 128 56.0 4.50 

45.0 1.36 61.0 1558 

50.0 1.45 65.0 1.65 

55.0 ‘6M 72.0 1.76 

62.0 41.665 80.0 1.88 

70.0 1.77 86.0 4.96 

75.0 1.85 93.0 2.06 

83.0 1.96 102.0 aks) 

91.0 2.07 110.0 2.28 

100.0 2.19 TBO 2.34 

120.0 2.45 

130.0 2.57, 
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Run No. 19 Run No. 20 
Coolant temp. -13.0 Coolant temp.-13.0 
Initial temp. 17.0 Initial temp. 17.0 
Heat trans.coeff. 900.0 Heat trans.coeff. 900.0 

Time Ice Thickness Time Ice Thickness 

20. 04 3.0 04 

6.0 ete 6.0 218 

9.0 28 9.0 28 

41250 259 12.0 coe 

15.0 48 15.0 45 

19.0 er 18.0 053 

22.0 66 24.0 60 

25.0 74 25.0 68 

30.0 85 30.0 ies) 

35.0 -96 35.0 88 

41.0 1.08 40.0 297 

45.0 VIS 45.0 1.06 

50.0 1.24 50.0 4615 

55.0 4 se 55.0 41.24 

60.0 1.40 60.0 4.52 

65.0 1.48 65.0 1.44 

70.0 1.56 70.0 41.49 

75.0 1.65 75.0 Top 

80.0 7" 80.0 1.66 

85.0 TF 85.0 1375 

90.0 1.85 90.0 1.81 

100.0 1,99 4100.0 4.97 

VIGGO era 110.0 2.10 

120.0 eed 120.0 2.25 

diene. ail A ee ade lc a RM i ida



Run No. 45 
Coolant temp. -13.0 
Initial temp. 17.0 
Heat trans.coeff. 900.0 

Time Ice Thickness 

7.0 12 

ASa0) «37 

21.0 -60 

25a -70 

45.0 Nel 

47.0 Asie 

58.0 aay 

60.0 1.43 

75.0 41.62 

Run No. 44 
Coolant temp. -13.0 
Initial temp. 17.0 
Heat trans.coeff. 900.0 

Time Ice Thickness 

eo 07 

6.0 ee 

9.0 226 

14.0 41 

18.5 +DD 

24.0 +65 

29.0 277 

37.5 +93 

43.0 1.504, 

50.0 4.44 

54.0 eet 

75.0 1.56 

Run No. 43 
Coolant temp. -14.0 
Initial temp. 18.0 
Heat trans.coeff. 900.0 

Time Ice Thickness 

355 01 

5.0 216 

8.0 230 

12.0 47 

18.0 68 

24.0 85 

D150 4.02 

38.0 nee 

44.0 qBe 

50.0 41.46 

60.0 4.67 

95.0 2n59 

109.0 2V6D 

ne. 2a70 

Run No. 42 
Coolant temp. -14.0 
Initial temp. 18.0 
Heat trans.coeff. 900.0 

Time Ice Thickness 

205: 0% 

4.0 014 

Ved ea 

12.0 41 
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Run No. 16 
Coolant temp. -13.0 
Initial temp. 17.0 
Heat trans.coeff. 350 

Time 

13.0 

15.0 

20.0 

25.0 

30.0 

34.0 

37.0 
46.0 

51.0 

56.0 

6120) 

67.0 

75.0 

80.0 

95.0 

100.0 

110.0 

126.0 

132.0 

  

Ice Thickness 

00 

06 

214 

125 

«30 

236 

40 

53 

+60 

-66 

+76 

279 

85 

~ 

ie dO 

4.44 

42k 
qe 59) 

1.44 
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APPENDIX 1-4 Ten Per Cent Sodium Chloride Results 

Run No. 56 
Coolant temp. -16.0 
Initial temp. 14.0 
Heat trans.coeff. 2000 

Time 

2.0 

4,0 

6.5 

IGS 

20.0 

24.5 

39.0 

43.0 

Run No. 

Ice Thickness 

-08 

Ca 

+39 

+77 
86 

-98 

Yes) 

1.36 

of 
Coolant temp. -16.0 
Initial temp. 14.0 
Heat trans.coeff. 

Time 

TES 

4,0 

7.0 

Aber?) 

2150 

29.5 

Ice Thickness 

2000 

Run No. 58 
Coolant temp. -14.0 
Initial temp. 14.5 
Heat trans.coeff. 2000 

Time 

2.0 

4.0 

7.0 

2.0 

18.0 

28.5 

D565 
45.0 

5020 

Run No. 

Ice Thickness 

05 

216 

wey 

40 

<> 
2 

83 

95 

Ae Oe 

59 
Coolant temp. -13.0 
Initial temp. 14.5 
Heat trans.coeff. 2000 

Time 

2.0 

4.0 

41.5 

94.0 

Ice Thickness 

06 

216 

92 

41,67 
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Run No. 60 Run No. 66 
Coolant temp. -14.0 Coolant temp. -15.0 
Initial temp. 19.0 Initial temp. 13.0 
Heat trans.coeff. 2000 Heat trans.coeff. 2000 

Time Ice Thickness Time Ice Thickness 

Zn) 209 6.0 229 

7.0 nos pea ne 

44.0 42 28.0 90 

18.0 Ad 35.0 1603 

22.0 56 47.0 qe 

29.0 67 70.0 1.68 

35.0 ~ 74 83.0 1592 

40.0 282 86.0 1.97 

45.0 -88 

Run No. 61 Run No. 67 
Coolant temp. -14.0 Coolant temp. -10.6 
Initial temp. 19.0 Initial temp. 16.5 
Heat trans.coeff.2000 Heat trans.coeff. 2000 

Time Ice Thickness Time ice Thickness 

5.0 712 10.0 ahd. 

8.0 $28 42.0 be. 

ATO 36 49.0 48 

7 eo 42 63.0 258 

35.0 ae 75.0 209 

62.5 4.48 82.0 ape 

96.0 s 85 

100.0 89 

1417.0 97 

120.0 1.04 

  sv shea ta ili daa he etal Aa ag
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Run No. 62 
Coolant temp. -15.0 
Initial temp. 21.0 
Heat trans.coeff. 900.0 

Time Ice Thickness 

4.0 02 

6.0 07 

10.0 216 

14.0 see . 

29.0 +50 

Run No. 63 
Coolant temp. -15.0 
Initial temp. 21.0 
Heat trans.coeff. 900.0 

Time ice Thickness 

4.0 -02 

6.0 08 

14.0 sey. 

20.0 236 

26.5 4? 

36.0 61 

42.0 -70 

51.5 87 

56.0 99 

66.0 1609
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FREEZING TIMES OF SOY BEAN CURD. 

Comparison of experimental freezing times obtained 

by Komori ( 32 ) and predicted freezing times from 

four theoretical methods discussed in Chapter 4. 

System conditions and physical properties of soy 

bean curd :- 

% moisture 

K, (W/m C) 

K, (W/m C) 

C, (I/kg C) 

Co (J/kg ©) 
L (J/kg) 

H (W/m= ©) 

mee C) 

TI (C) 

Tm ( C) 

@ (kg/m?) 

System 1. 

83.0 

1,22 

0.42 

203 4.4 

3591.6 

.27795x10° 

1402.3 

-28.0 

4.9 

0.0 

1000.0 

System 2. 

89.2 

1.22 

0.42 

2034 .4 

3687.9 

.33488x10° 

3662.7 

-15.0 

0.0 

0.0 

1000.0



4°74 

  

  

  

  

RESULTS. 

Time to freeze frozen layer (h ) 

Frozen Vasil'ev 
Thickness Modified and 
(mm) Experimental | Goodman| Planck | Nagaoka | Uspenkii 

System 1 

14 0.9 0.2 0.3 0.3 0.4 

21 2.0 0.7 0.6 0.6 0.8 

39 4.0 2.0 1.8 1.9 2.2 

A? 6.0 3.2 2.9 3.0 3.35 

62 9.0 5.4 5. Swe 5.5 

System 2 

a5 0.9 0.7 O66 0.6 0.7 

21 220 41.4 Nee Nee 1.4 

32 4.0 See ase 2.8 3.11 

40 6.0 4.8 4.3 4.3 4.6 

BH 9.0 8.4 7.8 7.8 8.1           
   



WS 

APPENDIX 3. 

DETERMINATION OF HEAT TRANSFER COEFFICIENT 

BETWEEN COOLANT AND FREEZING VESSEL. 
  

NOMENCLATURE OF VARIABLES USED IN APPENDIX 3. 

Physical properties of aluminium : 

aA = thermal diffusivity. 

K = thermal conductivity. 

Cp = specific heat. 

@ = density. 

Temperatures 

TA = ambient temperature. 

OT = initial temperature 
of aluminium bar. 

te = coolant temperature. 

TB = temperature of 
aluminium bar at t =cO 

TD = final offset temperature 
of heat transfer disc 
at t =s0o 

H = heat transfer coefficient. 

HG = heat gain coefficient. 

k = time step length. 

h = distance step length.
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A3-1. INTRODUCTION. 

The aims of appendix 3 are firstly to describe 

the evaluation of heat transfer coefficients, 

associated with the heat transfer discs used in the 

freezing rate experiments, for substitution into the 

theoretical methods described in chapter 4 and, 

secondly, to evaluate the accuracy of the optimised 

values of these coefficients. 

The method of evaluation of the heat transfer 

coefficients used the same heat transfer apparatus as 

that used for the freezing experiments except that the 

freezing vessel was replaced by an aluminium bar. 

Determination of the coefficient was made by measuring 

the temperature transient in the aluminium bar brought 

into sudden contact with the coolant via the heat 

transfer disc and comparison with the heat transfer 

equation using a least squares minimization method. 

The heat transfer coefficient to be determined was 

the coefficient between the coolant and the base of the 

aluminium bar. This coefficient was equal to the 

reciprocal value of the overall resistance between the 

base of the aluminium bar and coolant (which was equal 

to the sum of the coolant film resistance, dise resistance, 

and contact resistance between the disc and aluminium bar). 

 



We? 

A3-2. EXPERIMENTS. 

A3-2.1. Experimental Apparatus. 

The essential elements of the apparatus were the 

coolant reservoir, heat transfer discs and aluminium 

bar. The coolant reservoir is described in Chapter 3, 

PP: 40-42. 

The properties of the heat transfer discs are given 

in table A3-1 p 202 

The aluminium bar, diameter 7.0 cm and length 5.08 cm, 

had the lower end machine smoothed to give good contact 

with the heat transfer discs. Two thermocouple holes 

were drilled to the axis of the aluminium bar at 0.635 

and 3.18 cm distances from the smoothed surface of the 

bar. <A copper-constantin thermocouple was inserted into 

each thermocouple hole and connected to the Honeywell 

temperature recorder. 

All external surfaces of the apparatus were lagged. 

Figure A3-1 shows the elements of the heat 

transfer apparatus. For experiments the apparatus was 

surrounded by a Dewar Flask.
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Figure 43-1 Apparatus for heat transfer 
coefficient determination. 

thermocouples to temperature 
recorder 

  
x 
    

  

X heat transfer disc 

? ae coolant reservoir 
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\ Se ae. 
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A3-2.2 Experimental Procedure. 

With the aluminium bar and coolant at steady 

temperatures the bar was quickly brought into good 

thermal contact with the heat transfer disc, by 

pressing and turning the bar against the disc, and the 

temperature transients of the thermocouples in the bar 

recorded. Duplicate experiments with the two thermo- 

couples interchanged minimized effects of thermocouple 

calibration errors. 

A3-2.3 Experimental Variables. 

Experiments were undertaken varying : 

1. Coolant temperature between -3.6 C & -16.0 C6 

2. Initial aluminium bar 
temperature between 5.6 C0 & 26.40 

3. Heat transfer disc : Number of experimental runs. 

Perspex 10 

Stainless steel a5 

Copper & Polythene 5 

Brass 20 

Copper 20 
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A3-2.4 Experimental Results. 

Reproducible results were only obtained when a 

good contact between the aluminium bar and heat 

transfer disc was made. Graphs A3-1 to A3-5 gives 

typical transient cooling curves of the aluminium bar for 

all five heat transfer discs. 

Dimensionless temperatures : (T-Tc/TI-Tc), 

(where T = aluminium bar temperature at a 

given time) 

were used to eliminate differences in time-temperature 

profiles due to variation in coolant and initial bar 

temperatures. 

For comparison of experimental and theoretical 

results the temperature profiles obtained from the 

thermocouple in the lower thermocouple position were used 

for each disc. The temperature profiles obtained from 

the experiments with each disc were smoothed to obtain 

the most accurate time temperature profiles. 

A3-3. THEORY. 

A3-3.1 Mathematical Model. 

The assumptions of the model were : (see figure 

A3-2a).
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no radial heat flow (lagging and Dewar 

flask greatly reduced heat gain from the 

surroundings). 

heat gain at x = L only. 

constant physical properties. 

‘ 

Then the heat conduction equation becomes : 

at ES es (where A= pos (43-1) 
Pp 

with initial condition: T (x,t) = TI O<x<L 

and boundary conditions : 

at x = 0 for t70, heat conduction to coolant : 

ie (32) ya = HCPo~(0,t) ) (a3~2) 
ab x =i for t70, —& (2 = HG(?(L,t)-TA)) (A3-3) 

Ox/ x=L 

A3-3.2 Solutions to the Mathematical Model using Finite 

For the solution of the mathematical model a fixed 

distance finite difference network was employed. The
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Figure A3-2 Diagrams for determination of heat transfer coefficient 
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distance step length (HH in the computer programs) 

was fixed at 0.635 cm (0.25 in). The network involved 

eight steps (see figure A3-2b) covering the length 

of the aluminium bar (5.08 cm or 2.0 in) and nine nodes. 

(A network involving sixteen step lengths was 

found to give no significant improvement in predicted 

aluminium bar temperatures compared to the eight step 

length network). 

The temperatures at the nine nodes were calculated 

at each time step length. The theoretical temperatures 

calculated at node 2 (the lower thermocouple position, 

A in figure A3-2b) and node 6 (the upper thermocouple 

position, B in figure A%-2b) can be compared directly 

with experimental temperatures. 

The finite difference approximation is now evaluated 

in detail both explicitly and implicitly with the 

differential coefficients dT/dt, OT/dx and B°n/ax2 

defined as 

oF e Tam i Ao Tym 

ot k 

or s aot 1,m - Thm 

Ox h 

2 
a = T, + 4m - °"n m+ 'n - 14m 
Ox ne
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A3-3.3 Explicit Finite Difference Approximation. 

The heat conduction equation in 1 direction is : 

Dies sek Oak 

at ep dx (43-1) 

which can be expressed using an explicit finite 

difference approximation as 

Th im +1 - Ph ym = K T, + 1,m - et, wm + Ta1,m 
ee | 

k ep hi 

(A3-4 

where k = time step length 

h = distance step length. 

Equation A3-4 can be rearranged to give the 

relationship between the temperature at time step (m+1) 

and three temperatures at time step (m) 

Tham 5 ee 1,m + AER * BT y—1,m (A3-5) 

where B= kK 

(ph 

Equation (A3-5) is used to calculate temperatures 

at all internal step length positions or nodes.
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At x = 0, boundary condition equation (A3-2) can be 

expressed as 

-K (@ - (f-4) ) H(Tc-T(0,t) ) 

2h : 

By elimination of (f-,), a fictitious node, the boundary 

equation at x=0o, with N = 2hH becomes : 

K 

Tm rigs 2BT Dn a (1-2B) Ty i B(N(Te-T, )) (A3-6) 

At SSoLs boundary condition equation (A3-3) can be 

expressed as 

-K (@,, T,) 
Ue re (By-A) 
2h 

By elimination of (Tq) a second fictitious node, the 

boundary equation at x = L, with NA = 2h HG/K becomes : 

T9 im a 2B sn + (1-2B)T9 - B(NA(Tg ,-TA)) (A3-7) 

Since the temperatures for all values of n at zero 

time (initial temperatures) are known, the temperatures at 

successive time step lengths can be computed by 

equations A3-5, A3-6, and A3-7.
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With the explicit finite difference procedure 

the stability criterion of no negative coefficients 

must be tested. In the above set of equations A3-5, 

A3-6 and A3-7 the value of B must comply with the 

following factor : 

BL 1/2) Ogg) ) 

The flowdiagram and program listing are given on the 

next pages. 

AZ-3.4 Implicit Finite Difference Approximation. 

Starting with the heat conduction equation (A3-1) 

in the following form : 

thm +17 Tam eR (T, ame atm +1 +74 smet2 
pee a 

k ep a 

rearrangement with B = kK produces 

wep 

408 Tm Tt aamsce tt (2 + 1/8) Tm +1 (A3-8) 

as the general form of the implicit finite difference 

solution.
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& 
/RBAD initial temp. of the F 

/ aluminium bar and eee 7 

of heat conduction equation | 
} 

      

a 
Cc. Calculation] of new temps 

|n(1)= 2.B.R(1)+(1-2. 8-B.N)R(2)+BNTC 
  

T(I)= B.R(1+1)+(1-2.8)R(1) +5.K(¢ 1-1) 

  

HU9)= 2ewi(8)+(1-2.8) 89) 
C. 4= counter for putput of results 

OS 
NO»-—<—-<Z=50.0 Yes 

iy 
  

  

      
  

Tea [R(T)=2(T) | 
oe 

2 S SC OO 
NO . - /print temperatures 
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ie | E 
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= 
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Computer program for explicit finite difference 
method for determining heat transfer coefticient 

PROGRAM NAMECINPUT OUTPUT, TAPETSINPUT, TAPE2S0UT PUT) 
DIMENSTON RROD) 

NDIMENSTONR(D), 109) 

READ (1,220) KK, POOP 
FORMATCSFIN.4) 

READCT+60) T19TC 

FORMAT C2FE10,4) 
WMK (0) 
MiB=O 

p0 150 t=1,9 
ROD)STT 

CONTINUE 

READ(1,230) VKK,H,NH 
FORMATCEI0.7,F10.4,F10,2) 
TABOOS. 

AAzXK/CP*CP) 
DBEVKK/ NaH? ; ; 
REAARBR ‘ ee 
VXNS2, OPN HA XK 

REALTSEOLO 
WRITE CZ,62)YKK aH, HH . 

FORMAT CINI,20X,°TIME STEP LENGTH I1S9',15XeFB.603Ks"HRS*/20K, NIST 

ICE STEP LENGTH TS", 74XcF 6.46 Ske FT! /20X, HEAT TRANSFER COEFFICL 
2NT TS AX eFG.1, 3Xe BTU EET AMP SIS) 
URITE C252) : 
FORMAT CEM e *TIIMF' 25K, DIMENSTONLESS TEMPERATURES */ Bvt (SECS)! 

125x,' AT POINTS 71 TO 9°//) 

   SREALT#CYKK*3600,0) 
TCAV=7#AMRC20901= 2aDe Be VXNI@ROA) + YXNeHe24,0 
HO BOO (52,8 
VCPISREROEFIVD FCT 2a RB) ER CLI FBHR CT) 
CONTINUE 

=? O*BARCRI C4, 0-2, 048) HR 09) 
9) GO TO 450 

  

   
RODDETCE) 

CONT TINUE 
GO 10 55 
NOCS7 12149 nasa 
RRCDIRCTCD ATO /CTINWTC) 
CONTINUE 
WRETE C2 ¢S0)RFALTSRRC2) RRCG ) 
aCe ra Bede FO. 5 er 2K F651 5K FOS) 

pO 9 Yet, 
RODST OL) 

CONTINUE 
IFCRFEAILT.LELR00 ) GO TO S2N3 
GO TO 526 
CONTINUE 
60 TO 666 
EAD 

_ . i cccnmacmataaem
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The boundary condition equations are solved,by 

eliminating fictitious boundary temperatures, in the 

same way as for the explicit approximation to produce 

at :- 

i= Olt 8 Tm = Tm 44 -(2 + 1/B + NDT) met + NIC 

(43-9) 

where N = 2hH 

K 

x ele: = 1/78 29m = ate mn ya = BAT +1 + ANTA (A3-10) 

where BA= 2 + 1/B + AN 

and AN = HG2h 

K 

Equations (A3-8), (A3-9) and (A3-10) with the following 

substitutions : 

BB = 2414/8 +N 

RR = 1/B 1, 4 - Nto 

RB = Tn 

C = 2 44/38 

are used to determine the temperatures at the first time 

step length from the initial conditions and parameters 

of the equations. The process of evaluation of the



unknown temperatures involves calculating the 
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parameters BB and C and the variables RR and RB and 

incorporating them into the two dimensional array 

given below : 

-BB 2 0 “0 O 0 0 0 0 -RR 

4 -C 4 0 0 0 0 Oo 0 -RB 

6. | Ane loculio jolla | 0 eo -[ Sere 
0 0 4 -C ft 0 0 0 0 -RB 

0 0 0 “4 —C 4 0 0 oO -RB 

0 O. 0 0 4 -C 4 0 0 -RB 
bas 

0 0 90 0 0 A -C 4 0 -RB 

0 0 0 0 0 0 4 -C 4 -RB 

0 0 0 0 0 0 0 2 -C -RB                   

The above array can be incorporated into the 

following tridiagonal matrix equation for the temperatures 

rye ua. 

Bayo 

ao bo 

az 

2 
vee WD 

  
choise ia ene at
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The method of solving the temperatures in the 

tridiagonal matrix is one of elimination followed by 

back-substitution. The elimination process uses the 

following method : 

b, 1, +0, % = ay (43-11) 

ay Ty + bp Ty + 0p Tz = dy (43-12) 

Elimination of a, T, from (A3-12) by multiplying 

equation (A3-11) by a/b, and then subtracting (A3-11) 

from (A3-12) produces : 

(bp - ap + C4) Te + Cy By = d5- a. a, 

and if: Bo = bp ap)s Cy anid, =ay es 14 
ei: 

>, by 

equation (A3-12) becomes : Pots + Cols = a5 

The process is continued for equations (A3-12) 

and (A3-13).



a) + CoT 2 
ea 

+ bats 

Bat, 

a,T 3a + C5? 
ZB 4 

to produce Bats + Cc, Ty 

In general fT, + CT, 

let By, = db, and L, 

Therefore Bo = Dy 

and ey = 
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(A3-12) 

3 (43-13) 

ae for equation (A3-12). 

At the end of the elimination process, by the 

above rearrangements equation n becomes Px ney = tn 
> 

thus qT, ean be found. 

By back-substitution the values To to T, can be 

calculated
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Peat nen net Te ond 

therefore fT = 
n-1 Sn-1 - Cnt ,'n 

  

Pr 

FOREN = Ty M1 5 MSs eset 

This process is continued for future time steps. 

The flow diagram is given on the next page, the 

program listing is incorporated into the optimisation 

program in subroutine FUNC (see pp2/0 -2/2) 

A3-3. Theoretical Results. 

In order to ensure correct results by the finite 

difference approximations comparison with an analytical 

solution (Carslaw and Jeager (10)) was made for the 

case of no heat gain (i.e. HG=0). 

Graph A3-6 shows the time temperature profiles 

calculated at the lower thermocouple position in the 

aluminium bar, for various values of the heat transfer 

coefficient. The dotted lines represent the temperature 

profiles calculated by the explicit and implicit finite
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difference methods and the continuous lines show 

the temperature profiles calculated by the analytical 

solution. The predicted profiles obtained by both 

finite difference methods and by the analytical 

solution can be seen to agree well for all values of 

the heat transfer coefficient. 

The difference in the theoretical cooling profiles 

between the two cases HG = 0 and HG f O was that the 

cooling profiles did not attain steady state at the 

coolant temperature, but remained at a permanent offset 

temperature above the coolant temperature, when there 

was heat gain (i.e. HG # 0). 

Comparison of the finite difference solutions when 

HG 4 O produced good agreement for the same values of 

the heat gain coefficient. 

A3-4, DISCUSSION OF RESULTS. 

AZ-4.1 Offset Values. 

Experimental aluminium bar cooling curves did not 

attain steady state at the coolant temperature but
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remained, as with theoretical curves when HGA 0 at 

permanent offset values. The offset values were 

expressed by the dimensionless term (TB-Tc)/(TA-Tc) 

(Where TB = final state bar temperature). Table A3-1 

lists the offset values. 

TABLE A3-1 - Resistances and Offset Values of Heat 

Transfer Discs. 

TYPE OF DISC 
  

  

        

POLY- | STAINLESS 
PERSPEX | COPPER + THENE STEEL BRASS | COPPER 

(c) (P) 

Thickness 
L (mm) Bee5 4.22 0.96 10.79 14,05 | 46,22 

Thermal 
conductivity 
K (W/mC) 0.19 | 387.7 0.46 15:9 96.9 |387.7 

Dise 
resistance 
mm 10=7 47.4 .011 + 2.098 +68 247510014 

L/K (m°C/w) = 2.109 

Offset 
Value 
(dimension- , 
less) 08 «O05 03 aOe 02       
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The magnitude of the offset value was dependent 

on the heat transfer disc used. Using an electrical 

analogue of the system: - (see figure A3-4), 

where R, resistance of aluminium bar 
(constant value for all 
discs). R, 

and R; = resistance of disc £ 

Bs 
Figure A3-4 

the following formula was obtained : 

" 

TB - Tc TA - Te 

3 R, + R 

which on rearrangement produced : 

TB = (TA- Tc) Ry aie (43-14) 
  

R, + R, 
3 

Equation (A3-14) shows that the smaller Rs (Dise 

resistance) is, the closer TB will be to Tc.
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A3Z-4.2 Optimisation of Heat Transfer Coefficients 

To obtain the most accurate values of the heat 

transfer coefficient between the base of the 

aluminium bar and the coolant the theoretical 

cooling curves obtained from the solution of the 

mathematical model were compared with experimental 

cooling curves using a least squares optimisation 

program. The program used was a Nelder and Mead 

optimisation routine (111). 

The objective function to be minimised was: 

BY(I) = (EX(J) - EXPER(I,J)) **2 

where SY(I) was the sum of squares function to be 

minimised over 10 points. The values of the array 

EXPER(I,J) were the experimentally recorded results 

for the temperature of the lower thermocouple position 

of the aluminium bar. Array EX(J) stored the 

calculated theoretical temperatures for the aluminium 

bar at the node corresponding to the lower thermocouple 

position from the finite difference solution in the 

mathematical model. Values of the heat gain and heat 

transfer coefficients were changed independently in 

the program to obtain theoretical cooling curves for 

comparison with the experimental results. 
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The optimised values of the coefficient are 

given in table A3-2. 

TABLE A3-2. 

Comparison of the optimised 

  

  

    

Heat Transfer Heat Transfer Heat Gain 
Dise Coefficient Coefficient 

(W/m=C) . (W/m2C) . 

Perspex 56.8 

Copper & Polythene} 350.0 

Stainless Steel 900.0 

Brass 1700.0 

Copper 2000.0       

theoretical results are shown on graphs A3-7 to 

A3-11 and tables A3-% to A3-7. The Flowdiagram and 

listing of the optimisation program are given after 

the graphs and tables. 

  -<  leieeldaaapaienaebidsbi ias iaatd
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Optimisation \Nelder « Mead) program incorporating 
implicit finite aifference method for determining 
heat transfer coefficient in subroutine FUNU. (171) 

101 

tue 

oli 

13% 
leu 
130 

143 

104 

1b 

106 

140 

PROGRAM NAME CINPUT, OUTPUT, TAPELSINPUT, TAPE2S0UTPUT) 

NELDER AND MEAD MINIMIZATION 

INTEGER W 
OAMENSTON “XC4¢2) ¢ KCENCS¢2) 2 XKEF C322) ep XCONC S62) pXEX(3,2),2(3) 
DIMENSION EXPERCIH, tH) 
CUMMON EXPER 

COMMON KZK 

KZKE0 

KAAS = 

READCA, 141) Ne TTMAX, ITPRINT 
FURMAT (8110) 
NPL SN #1 

HEADC1,102) ALFA, WETA, GAM, ALC, A 
FORMAT COR LTA,4) 

READCL 102) (XCLe Se JtL—N) 

KAAJ 3 KAAS + 1 a 

READCT,DL1) COE XPER CI, M2 eW21,2),5z1 10) 
FURMAT(2 FLW.) 
GQ SCA/NE (2,8 gD) IRC (NGL, )*#,5—1.) 
P SCA/NA( 2]. HKD) RCC NOL) ARDENT) 
MENG : 
vO 13H 152, 

APPEL, 
bO 120 Jz1,N 
AP BAPalL 

Ik CY.EU,AP) GO TO 139 
MCIeJ) 2XC1,0)¢0 
GO TO 120 
XCLe SEX Led) +P 
CUNTINGE 

CONTINUE 

IFCALFA,EU,U,) ALFA Shy 
IF CBETA,EQ,0,) BETA 5,5 
IF (GAN,EG,0,) GAM =e 
IFCACC,EQ,0,) ACL =, nnu1 

  

WRITE CO,105) i 

FORMAL CAML) LOX,20HNELDER AND MEAD OPTIMIZATION) 
WRITE (2,14) 

FORMAT CZ, 2X, 1UHPARAMETERS) 

WRITE (2,105) NeACLP ALFA, BETA, GAM 
FORHATOC 22x, SHN= e12p4XetALCUMALYS ',618,4 4 2X,1ALPHAS ty 

  

LEM Gg Fe AXe ETA S Vek e de 4X, I GAMMA =1,E10,9) 
PO 140 L=1,NP1 

WRITE C2,1460) CLs deXCL ed) pJELyN) 
FORMAT OCZ2(C2X,2HX(, 12,1 e12,4N) & pL PE12,5)) 
CUNTINUE 

ITR<on 

> sinesru anes a sande la aR
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bd 

158 
108 

106 

109 
162 

165 
174 

175 
184 

185 

198 

208 

2us 

207 

208 
210 

219 
22u 

208 

OO 165) T=1,NP1 
CALL FUNCT,» %,2)N_NP1) 
CONTINUE 

ITR= LTR #1 
IFCITR,GE,ITMAX)GO TU 145 
LF CTPRINT)’ 156,162,158 
WRITE(2,148) ITR 
FURMATC/S//2Xe TT TERATION NUMBERT, IS) 
DO 16” JE1,NP) ; 
WRITE (22106) (Sp LeX( Sp T)- 1219) 
WRITE (26109) (T2201), 151, NP1) 
FUORMATC/S(2X,2HF (p12¢4H) 3 6 F16_8)) 
ZHI SAMAXE (2(1),2(2),2(3)) 
4L0 SAMINI (2(1),2(2),2(3)) 
DO 165 L= {,NP1 
IF (ZHI,EQ@,201)) GU TO 174 
CONTINUE 
kel 

ENSN 
DU 184 J=t,N 
SuM= WW, 

00 175 L2i,NP1 
IFCK,EQ,1) GO TO 175 - 
SUM =SSUM 6X(1,J) 
CONTINUE 
XCEN(KeJ)= SUM/EN 
Isk A 

CALL FUNC (1,XCEN,2,NeNP1) 
ZCEN SZ(E) 
SUM =H, 
OO 165 Lat,NP1 
IFCK,EQ,1) GO TO 185 
SUM= SUM #(ZC1)@ZCEN) ACZOL)=2CENI/EN 
CONTINUE 
EJ =SurRT (SUM) 
IF (tJ pLT,ACC) GU 10 998 
DO 194 JB1,N 
XREF (Kp JISXCENC Ko J) tALFARCXCEN( Ke J) *X(K~J)) 
CONTINUE 
15k 
CALL FUNC (1,XRFF,Z,/N, NPL) 

ZREF =Z(1) 
bO 206 T=1,NPI 
IFC(ZLO,E0,72(1)) GO 10 24d 
CONTINUE 

Leal 
IFCZREF,LE,Z(L))G0 TO 246 

DO 207 151,NP1 
IFCZREF,LT,2Z¢01)) GO TU 208 

CONTINUE 

GO TO 215 

OO 214 J=1,N 
X(K,J)= XRER CK J) 

GO TO 15H 

00 224 JBi,N 

XCONCKeJ)SXCEN(C Ka tJ) tHE TASC X (Ke J) @XCENC KG J) ) 
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Tsk 

CALL FUNC (1,xCUN,2,N, NPI) 

ZCON =2(1) 
IF (ZCON,LT,Z(K) GU TO 230 
DO 225 JstyN 
DO 225 IS1,NP3 

228 KCL, 5) 8€X(1,5)+hCp 0172, 
GO TO 1b 

230 DO 235 J=1,N 
235 X(Ked) SXCON(K) J) 

GO TO 150 
244 DU 248 Jei,N 
245 KEX(KpSIEXCEN(Kpd) #GAM ACXREF (Kp J) @XCEN( Kod) 

Isk 

CALL, FUNC (1,XEX,2,N,NP1) 
ZEX =2(1) 
IF (CZEXehkT.20L))60 TO 255 
bo 2bW  J=al,N 

250 X( (Kes) SXREF (Ke JS) 

GO TO 154 
255 DO 264 J=L,N 

264 X(KeJ) SXEX(Ked) 
GO TO 15H wy 

14D WRITE (2,411) ITTMAX 

111 FORMATC///14xX,'0ID NOT CONVERGE IN't,Tb~'! ITERATIONS!) 
998 WRITE(2,132) ZL0 
112 FORMAT(C//2X,tOPTIMUM VALUE oF ket, £16,8) 

WRITE (2,113) 
L1LS FORMATC//2x%,' OPTIMUM VALUES OF VARTABLES!) 

OO 34 Il=1,N 
30M WRITEC2,114) 1,X(NP1,1) 

114 FORMATOC/2X,2HX(,42,4H) = el PE1O,8) 

GO TO ($A, 51753954252) 5 KAAS 
Sa WRITE (2,40) 
40 FUORMATC/ICOPPER DISC 1!) 

GO TO 36 
SL WRITE (2-41) 
41 FORMAT(/'HRASS DISC!) 

GO TO 36 
32 WRITE (2.42) 2 
42 FORMAT(/'STAINLESS STEEL DISC!) 

GU TO 30 
$3 WRITE (27435) 
43 FORMATC/ICOPPER + POLYTHENE DISC') 

GO TO 36 
$4 WRITE (2044) 
44 FORMATC/'IPERPEX DISC!) 
$6 CONTINUE 

IF (KAAJ,GT,5) GO TO 3 
GU TO 7 

3 STOP 
END 

ellie inal A 
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SUBROUTINE FUNC CI» X%sZ,NAp NPL) 
REAL KKp Kp NN, INPUT( 14,16) e INNNN( 10,10) 
INTEGER W 
DIMENSIONX(NPL NA), ZONPL) 
DIMENSION EX(1#) 
DIMENSION “FE( 10,14) 
DIMENSION EXE (1,10) sEXPER(L O10) 
DIMENSTONXK(14,14) ZY¥(10) 
DIMENSION RNCLH,10) 
DIMENSION £(10),1(10) 
COMMON EXPER 
COMMON KZK 
REALTSU, 
XX=U_ 
YYY=0, 
NMAX=10 
IF(KZK,NE.W) GO TO d12 
READ(1,14) KKyHH,»P,K,SP 
FORMATCF10,7,4F10,4) 

C COOLANT TEMPERATURE IS TF 

36 

683 

S12 

92 

ot 
b44 

94 
93 

61 

682 

READ( 1,50) CCINNNN(N?M) pME1,19) ¢NZ1L,9) 
FORMAT CIUF5,2) 

WRITE (2,683) CCEXPER (He N) eNEL¢ 2), WE be NMAX) 
FORMAT(/1UX%,2F10,5,9X%, 'EXPERT/) 

KZKEL 

DO 91 ME1.9 

DO 9? N=1,10 

EXE (M,N) SINNNNOM,N) 
CONTINUE # 

CONTINUE . 
TF="10, 
Tr=24, 

TA=06, 
TIs68, 

Wet 
DO 93 Ma1,9 

DO 94 NBL,10 
INPUT (M,N) SEXECM¢N) 
CUNTINUE 

CONTINUE 

TT=(TF+T1I)/2,0 
BE KAKK/(SP&PAHHER2) 
NNE&2,*X(1,1) ANH/K 
RR=1,4/BATT#NNATE 
Xxsu,v 
C= 2,0 +1,0/8 
BB oY #1,0/B4NN 
KB BL,W/B «TI 
INPUT(1,1) 2°86 
INPUT(1,14)SeRR 
DU Bi MS2,9 

INPUT(M,10)==8RB 

CONTINUE 
AN=(2,*HHAX(1,2))/K 
WRITE (2¢682) AN NNeXChe1)eX(1,2) 
FORMATC/10X,'VARS!,4F15,7/) 
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BAS (AN+2,041,0/8) 
DU B82 MR2,9 
INPUT (MM) M) a0 

82 CONTINUE 
INPUT(9,9) S@BA 
DO 673 Mer,9 
DO 674 NB1,9 
EECNe M)SINPUTO(N,M) ni 

674 CONTINUE i 
673 CONTINUE 

IF (XX,E0,4,0)G0 TO /v 
618 7Zz=", 
617 DO 77 M=1,9 

DO 78 NB1,9 
INPUT (N,N) EEE (CN, M) 

78 CONTINUE 
ae CONTINUE 

INPUT C1610) (1,0/B*T (1) +NNATE) 
DO 12 Nz2,8 
INPUT (Ne 14) S01 .U/HATON) 

12 CONTINUE 
INPUT(9¢ 1H) Se (1,0/7N*T(9)FANKTA) 

7® Xx1,0 . 
REALTSREALT+I0, 
0U89 Nz1,10 
RNCL¢N)SINPUTCL~N) 

89 CONTINUE 
‘DU 22 MB1,8 
bO 23 Ne1,14 
XROM,NISRNOMp NI ATNPUT (M41 9 M)/RNCM)M) 
RNCM4+ ls N)SINPUTCM¢ Le N)@XROMEN) 

23 CONTINUE 
22 CONTINUE 

DO o1 ME1,9 
OO 62 Nei,19 
INPUT (Mp N)BRNOM)N) 

62 CONTINUE 
61 CONTINUE 

Mag 

TOM)SINPUT OM) M+1)/ INPUT (Me™) 
00 14 J51,8 2 aie 
NeMeJd - 

TON BCINPUTO(NG MPL) TONtL «JR INPUTOCN®N#1)9/4 INPUTON,)N) 
14 CONTINUE 

OO 71 N=1,9 k 
ECN)=T(N) 

71 CONTINUE 

TF CABS(REALT@EXPER(W,1)),LT,@,02) GO TO 622 
GU T0617 

822 EX(2)5(E(2)eTFI/A(TI@TF) 
ZYCWISCEXC2)mEXPERCW,2)) *aD 
YYYSYYY#ZY CW) 
WRITE(2 6601) EXC2)sREALToWeZYCW)eYYY oE(2) 

661 FURMATC//1 OX, PVALUEST, 2X ,2F 10,9, 10, 4X p2F 1055, 1 0X FI1O,4//) 
woWel 

IF(w,GT,14) GO TO 859 
Gu TO 618 

ae Shall i cig Sa



        

    

  

859 CONTINUE *e . 
2CL)Syyy : 

7 WKITE(2,6607) Z(1)~ 

067 FORMATC//10X,!Z(1) 1p 5XeF1U,5//) 
RETURN, ; a 

‘eee ea 
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Table A3-3 

Copper Disc 

Optimised heat transter coefficient = 2000.0 W/m? Cc 

Dimensionless temperatures Time 

Vheoretical Experimental (5 ) 

+760 +760 ’ 10 

~ 383 +400 60 

2197 ' .236 110 

-106 +140 160 

062 080 210 

+040 +050 260 

029 031 310 

2024 023 360 

«022 021 410 

«203 020 460 

020 020 510 

+019 020 560 
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Table A3—-4 

Brass Disc 

Optimised heat transfer coefficient = 1700.0 W/m? Cc 

Dimensionless temperatures Time 

theoretical Experimental Las E) 

+785 785 10 

2435 +435 60 

+242 i262 110 

2140 "176 160 

+086 2121 210 

+056 +090 260 

+040 069 310 

+032 +058 360 

027 +042 410 

2025 038 460 

024 2029 510 

+023 024 560 
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Table A3-5 

Stainless Steel Disc 

Optimised heat transfer coefficient = 900.0 W/m? c 

Dimensionless temperatures Time 

Theoretical Experimental (a 5i4) 

860 867 . 10 

+612 2615 60 

3442 455 110 

2321 .360 160 

+236 -280 210 

WIL 2228 260 

“156: 180 310 

5107 +148 360 

087 120 410 

075 093 460 

063 079 510 

056 +064 560 
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Table A3-6 

Copper and Polythene Disc 

Optimised heat transfer coefficient = 33.0 W/m? Cc 

Dimensionless temperatures Time 

Theoretical Experimental ( $3) 

+955 -958 10 

ape 725) 110 

549 7) 3D 50 210 

2421 6428 310 

2325 = 338 410 

2254 +265 510 

201 -220 610 

161 -180 710 

wile, 2140 810 

110 eat j 910 

+094 -100 1010 

-082 084 1110 
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Perspex Disc 
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Optimised heat transfer coefficient = 56.8 W/m? c 

Dimensionless temperatures 

Theoretical 

+950 

2757 

604 

+486 

- 393 

«oan 

2265 

2221 

«187 

+160 

+139 

2123 

Experimental 

2951 

+760 

+620 

2507 

0412 

+338 

-278 

«228 

2192 

168 

2149 

2131 
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AZ-4.3 Heat Gain Coefficients 

An explanation of higher heat gain coefficients 

with the copper, brass, and stainless steel discs 

compared to the copper plus polythene and perspex 

discs could be found from stating that the initial 

assumption that all the heat gain was at x = L 

was, although adequate, not true, and that heat gain 

may also have occurred at the discs. The radial heat 

transfer in the discs would increase as the disc 

conductivity increased, i.e. as the H value increased, 

and therefore be more significant with the metal 

dises. 

It should be noted that the effect of the heat 

gain coefficient was very small compared with the 

Meee transfer coefficient between the aluminium bar 

and coolant, and did not significantly alter the 

latter value. The heat gain coefficient explained 

the final offset values of the aluminium bar but had 

very little effect during the initial cooling period.
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AZ-4.4 Accuracy of Optimised 

Heat Transfer Coefficients. 

The heat transfer conductance, H, for each 

disc depended on two quantities (1) the resistance 

of the disc, R, and (2) the coolant film and contact 

resistances Rc. 

We may write 

—- = R + Re (A3-15) 
H 

At constant coolant rate Re should be constant 

and independent of the disc used. Changes in H 

resulted therefore from changes in R. 

A check on the eccurancy of the measurements of 

H was provided by a comparison of the Re values from 

the runs with different discs. Re was calculated 

from (A3-15) using the optimised H values (table 

A3-2) and the disc resistances (table A3-1), 

Table A3-8 contains the values of 1/Re found 

in this way.



  

  

TABLE A3-8 

Heat Transfer Disc Film and Contact 
Conductances (1/Re) 

(w/c) 

Perspex 1996 

Copper & Polythene 1370 

Stainless Steel 2326 

Brass 2110 

Copper 2049         

From table A3-8 values of (1/Re) for the discs, 

omitting the copper plus polythene disc, can be seen 

to lie within a 16% range. With the latter disc 

the low conductance value was probably due to the 

extra resistance between the copper and polythene 

strip. The mean of (1/Re) for the four discs 

(neglecting the copper plus polythene disc) was 

2120.25. Using the t distribution for three degrees 

of freedom the 95% confidence limits of the mean 

were calculated to be: 

2353 < mean < 1890 

225
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Using these confidence limits a confidence 

interval for the heat transfer coefficient for each 

disc was calculated. Table A3-9 compares the 

confidence limits for the coefficient with the 

optimised values for each disc. 

TABLE A3-9 

  

Heat Transfer 
Dise 

95% confidence limits 
of heat transfer 

Optimised heat 
transfer coefficients 

  

      

coefficient(W/m2C) 'H' (W/m2c) 

[Perspex 55.6. = 5921 56.8 

Stainless Steel 826.0 - 909.0 900.0 

IBrass 1565.0 - 1869.0 1700.0 

bopper 1852.0 - 2294.0 2000.0 
  

The error introduced by the variation of the film 

and contact resistances leading to uncertainties in 

experimental H values, in freezing formulas can be 

shown by predicting freezing times by the Modified 

Planck method. 

in table A3-10. 

Times to freeze 1 cm. ice are given 

 



ee? 

  

  

TABLE A3-10 

Heat Transfer Heat Transfer | Freezing | Percentage 
Disc Coefficient times difference in 

(W/m2C) (secs) freezing times 

Perspex 55.6 - 4972 41.4 

57 4900 

Stainless Steel 379.0 - 901 3.6 
395.0 869 

IBrass 1565.0 —- 762 3.8 
1869.0 one 

Copper 1852.0 = 693 3.4 
2294.0 671 3 

be             

The maximum error in predicted freezing times 

can be seen to be small (4% for freezing 1 cm. ice). 

The maximum effect of the variation of Re on H, 

(however caused) produced no significant error in the 

freezing formulas since the discrepancies between 

theoretical formula and experimental freezing rates 

lie outside these limits, and were not explained by 

errors in the values of the heat transfer coefficients 

used, i.e. the coefficients have been determined 

accurately enough.
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APPENDIX 4. 

DETAILS OF MATHEMATICS AND COMPUTATION OF 

FREEZING RATE FORMULAS OUTLINED 

IN CHAPTER 4. 

The assumptions used in the derivations of the 

freezing rate formulas outlined in chapter 4 and given in 

this appendix are :- 

1, Initial uniform temperature of material 

being frozen. 

2. Constant coolant temperature. 

3. Material has constant thermal conductivity 

and specific heat (different for the two 

phases). 

4, A density which does not vary with 

* temperature or alter during the freezing 

process. 

5. A definite freezing point at which latent 

heat is liberated. 
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6. Heat transfer is in 1-direction only. 

?. Heat transfer within the watery solid 

is by conduction, with a convective 

boundary condition. 

The governing equations of the mathematical model 

with the above assumptions are (see also chapter 1 

and appendix 6) 

Conduction equations: 

ee an, 
to ee (4-1) 

aT5 z. O*4, 

Sn 2s (1-2) 

Boundary conditions: at frozen-unfrozen interface, 

See ECE) 

- Lpdx -K, =): 
as 

dt Ox 
  \ 

> (1-3) 
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be = Ts = Tm (1-4) 

at coolant surface, x = 0. 

H(fe = ™s) = -K, / aT, 

ax 2=0 (1-5) 

at the axis of symmetry, x = a. 

OT, 

==] =0 1-6 — (1-6) 

Initial conditions : 

mt) = 70 | ahs " oO Gey) 

Ts = f(a) at & " °o
 

(1-8) 

This appendix now derives in detail each theoretical 

formula outlined in chapter 4 in turn. 

A4-1. PLANCK METHODS. 

A4-1.1 PLANCK'S ORIGINAL METHOD. 

The method assumes that the thermal capacities of 
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the frozen and unfrozen phases are negligible so that 

the unsteady conduction equations (1-1) and (1-2) 

reduce to the steady state equations 

ot, b, and OTs do 

ne Ox 

where db, and bo are independent of x. 

Inspection of figure A4-1 shows that : 

bs = 0 (as T> = Tm for all +) 

and b, =/ OT, tm — Te 

Ox} x (t) 

The resulting boundary condition equation at x=X(t) 

on substituting (OT, /dx) and (d05/dx) into equation 

(1-3) is: 

=e dx Ky C 5 5) 

at x 

O the boundary condition equation on substituting 

(A4-1) 

At x = 

(O0)/Ox) into equation (1-5) becomes 

 



  

Figure A4—1 

% 
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Assumed temperature profile 
of Plancks method. 
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H(fe - Ts) =-K, e - **) 

x (A4~2) 

Elimination of Ts from (A4-1) and (A4-2) gives : 

Lp ax H(Tm - Tc) / (1 + HX/K,) (A4-3) 

dt 

Integration of equation (A4-3) between the limits 

X= 0 to X = X(t) and t= Oto t = +, 

X = X(t) bet 
{ ax {1 + Hx { H (fm - Te) at ) 

K " Lp 
cen q tobe 

X + Hx H (fm - Te)t 

2K, Lé 

L@(2K,X + HX®) = 2KjH (Om - Te)t 

whence : 

C f =) LOR a + HE) 

2K, H(Tm-Te) (4-2) 
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A4-1.2 MODIFIED PLANCK METHOD. 

Equation (4-2) which gives the time t to form 

a frozen thickness X will be most accurate for systems 

in which the sensible heat can reasonably be neglected. 

(i.e. when the initial liquid temperature is near the 

freezing point and the coolant temperature is not much 

below the freezing point). For higher initial temperatures, 

and lower coolant temperatures, the method can be 

improved by including the sensible heat to be removed as 

follows : 

Let TI equal the original (uniform) temperature of 

the unfrozen solid and assume, for the purpose of 

calculating the heat supply to the solid, that the 

temperature profile during freezing is as in figure A4-2. 

If we take T = O as the reference temperature for 

enthalpy, the enthalpy per unit mass of the frozen phase, 

whose average temperature is (Tm + Ts)/2, is C, (Tm + Ts)/2. 

The enthalpy per unit mass of the unfrozen phase, 

whose average temperature is (TI + Tm) /2 is 

C, Im+L+ Cy ((TI + Tm)/2-Tm), where the first two terms 

are the enthalpy of the liquid at it's melting point, 

referred to as T = 0, and the third term is the enthalpy 

above the melting point, Tm. 
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“Figure A4~2 Assumed temperature profile of 
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When the frozen-unfrozen interface is at X, 

the total enthalpy of a block of unit area normal to the 

x-direction, extending from x = 0 to x = a is 

XpC, (Im + Ts) , (a-X)p (C,?m +L + Co(2mePI-Tm) ) 
2 EST 

2 

When the interface is at X + dX, the total enthalpy 

per unit area is 

Oo + dx) eC, (Im + Ts) , (a-X-dx)O (C,Tm+L+C,(Pm+PI-Tm) ) 
2 a 

The total enthalpy supply, when the interface 

advances dX is thus : 

eC 4x (c, (fm + 7s) _ Cy Tm-L-C ((2m_ + TI) - Tm)) 

2 Vee 

=PaX (c, (Om ~ Ts) 4b + Cy (TI_- Tm)) 

2 2 

The heat flux required to freeze unit mass thus 

changes from L when the specific heats are neglected 

to C, (Im = Ts) +L + C, (21 - fm) when the specific heats 

2 a 

are included. 
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The corresponding equation to (A4-1) by the first 

Planck method at X = X(t) becomes : 

-(C, (2m-7s) , L + Cy (21-Tm)) e()- -K, (Im-Ts) 
2 2 at x 

(A4—4) 

Elimination of Ts between (A4-2) and (A4-4) and 

integration as with the previous method produces : 

2 
t= { Ox C, (Tm-Te)\ , 142K, +C5(TI-Tm) ) 

(Tm-Tc) 2 K, 2 HX | 2 

A413 MODIFICATIONS TO PLANCKS METHODS BY NAGAOKA 

AND RUTOV. 

Nagaoka ( 35 ) and Rutov ( 34 ) studying independently 

the freezing of fish and meat respectively, extended the 

Modified Planck method to account for the overall freezing 

time. 

Their modifications take the form ;: 

tn = a (1 + A (DI = Tm) ) (4-4) 
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where ty = freezing time predicted by the 

Modified Planck formula (4-3). 

n total freezing time. 

> " constant. 

Rutov, like many Russian workers, developed the 

use of standard dimensionless groups (i.e. Fourier 

number, A 6/x° and Biot number, HX/K,) for unsteady sta 

heat transfer along with the Kossovitch number 

(L/C, (Tm-Te)) for phase change. From experimentation 

he evaluated the correction factor, A, in equation 4-4 

be 0.0053 (4-4a). 

Nagaoka working from the expression for the total 

enthalpy change over the whole process introduced his 

correction factor to take into account the precooling 

time and the density change on phase change. Nagaokas 

correction factor in equation (4-4) is given as 0.008. 

(4-4b). 

A4-1.4 COMPUTATION OF METHODS BASED ON THE WORK OF 

PLANCK. 

  

The main advantage of the methods of Planck, Rutov 

and Nagaoka is their ease of evaluation. The calculati 

  

te 

to 

ons
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performed in the following computer program could 

quite easily be carried out on a hand calculator. 

The program requires the input of the physical 

properties of the material being frozen and system 

conditions only. Evaluation of the extension to the 

method by Rutov and Nagoaka just require one extra line 

of calculation each. 

A flowdiagram, listing and sample output are given 

on the next pages. 

A4-2 GOODMAN'S INTEGRAL METHOD. 

According to this method, the transient disturbance 

is assumed to have penetrated a distance X into the 

solid in question, and beyond X the original temperature 

persists. The original temperature is taken as being 

equal to the freezing temperature. 

The method, with the above assumptions consists of : 

et le 2 
(a) Multiplying equation 1 on, is Bhs 0 th 

a t«C 

by dx and intezrating it from x = 0 to x a0 to give 
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Cc. Input of [required data 

READ PHYSICAL / 
PROPERTIES 

(ly Pp K1, Cl, © 

[are 
READ SYSTEM 
VARIABLES 

Cet BC. Ee 
C. Initial ice thickness aa 

EVALUATION OF PLANCKS METHOD (equat. 4-2) 

  

EVALUATION O¥ MODIFIED PLANCK METHOD (equat 4-3 

EVALUATION Of RUTOV METHOD (equat 4-4a) 

EVALUATION OF NAGAOKA METHOD (equat 4-4) 
  

C. Output of} Results 

OUTPUT OF FREEZING 
TIME & ICH THICKNESS 

C. Increase ice thickness by given increment 

  IX=X_+ .005 

C. Has materia been completely frozen 

Yes 

    L Yes 
  

Flow diagram for the evaluation of Plancks method 
and extensions to the method. 
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TKACE 1 
MASTER VYYY 

KEAL Lor 

FREEZING RATES PREDICTED BY PLANCAYS METHOD Awl HY 

MODTEICATIONS TO THR METHOD 

c e 

DEFINITION OF VARIABLES 

LATENT HEAT 
SPECTFIC HEAT 
DENSTTY 
THERMAL CONDUCTIVITY 

= NEAT TRANSFER CORFRICIENT 
TO = COOLANT TEMPERATURE 

= FREEZING TEMPERATURE 

c TL = INTTIA, TEMPERATURE : Z 

m
o
a
 

u
n
n
n
 

READ ¢ 49,7000) L,Pyk,€1,C2 
TOOU FURMAT (5410.0) 

xb ye 
DO Ams «159,1K1 : 
READC1,9010) HeTCeTM, Tt 

VOTO FOKMAT CoF10,9) 
C 
(G 

WRITE C2,3008) H,1C,TM,TI 
BOUD BURN ATC THT JAS CUxXe FREEZING RATES PKEDICTEN RY¥t,4x, 

TIPLANCKS APPROXIMATIONS! // ZoxX,*HEAT TRANSEER COERFIC'. 
2 ERY BYLEC LV eXe  CU/MeH ee) S/ 20K, CUULANT TEMPERATURE =! 
Seb V2 a CODU/ PLUK, VFREEZING TEMPERATURE =4,E 7.1 ,2x5 
SUCC)IS/ QUXK,HINTTIAL TEMPERATURE Ete F fete eK, (LI1) 

NCENC 4 

WRITE (2,835) 
BSS FURMATOC// 20X- THKERZING OF DISTILLED WATER? ‘tly 

c 
2 WET TE, $465) y 

344 FORMATC 15X,' THICKNESS OF TLEN HX, IPLANCKY, 5K, 
TIMOD, PLANCK', SX e'RUTOV'GBXs "NAGHAKA'/2UX,¢ bom)! 
CeTSKATCHRSI', BX FT CHMS)YPOX PPCHRSDTEYX oT CHRSDY SZ) 
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XEX* 005 

VALUATION OF PLANCK'S METHOD 

TLE LOR a C2 eke Xeh eK / C2, aka pmo) 

TT € hz 

VALUATION OF MOpIFIED PLANCKSS METHUD 

T3= paxwwd/ COTMHATE) #2. eK) 

THe Clee (THeTC)/ Se, 

TO= 1. #2. "K/ CHAK) 

TOFLeC2eCTI-TM) Jed 

TY= 75 w(Th #(T5*T6)) 

Te = TY 

EVALYATION OF RuT¥v's ME yHOD 

TR & TYH(1, 4, 005S8CrE=TM)) 

EVAL YATION OF NAGAUKATS METHOD 

th = T¥a(1,4, 00KeCTT=@TM)) 

OuTPHT OF RESULTS 

M1 = X#100.0 
Th & T2/ 5600, 

TA & TR/S000, 
TE = TN/ 5600, 

TkeT2/ 5600, 

ThetT1/ 3600, 

WKITEC2,5515) xTeTP TBO TATE 

FORMAT C2UX FOs24 T2KehS eee 506K FE. 27) 

TEQKGLT..49F907) GO TO SO 

CONT PNUE 

sTuP 
END
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f () Jf (+) 
OL, on, 
Ae dx = he a dx 

0 e 0 x 

a | J @ 
ae a, ax+ 0 (S)d| hy ot\ | 0% 

dxf \dx/o 

(>) Assuming that the temperature qt, 

can be approximated by a polynomial 

in x. This procedure uses a 

quadratic equation : 

2, (ayt) = a Ge od bd (x- 5)? (4-5) 

A quadratic polynomial was used instead of a linear 

one so that the effect of the thermal capacity of ice 

could be taken into account by the curved temperature 

profile. Goodman also used cubic polynomials (15). The 

choice of a quadratic polynomial was based on the fact 

that since by experimentation, the thermal capacity of 

ice was found to be a relatively insignificant factor 

in the freezing process the temperature profile in the 

frozen phase could be adequately described by a 

quadratic polynomial. (See figure A4-3). 

yi taaaialainanniniainnn estima ila ie
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Figure 44-3 Assumed temperature profile of 
Goodmans integral method. 

4=a(x-d) +(x-5)? 

  

        
  

ar a 

C A a 71 
Tm + ie Ss Tj=Tm 

eC 2 
iC o ce a 

Be ot 

C 2 
iA oa 

fe 4 i A 
Te << A 

Ke frozen o) unfrozen 

E 4 i 

E A 
x=0 x=X 
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The values of 1, and on, /ox from equation (4-5) 

were substituted into (A4-7)to give an equation that 

can be integrated directly when constants a and b in 

(4-5) were known. 

We found a and b from the boundary conditions at 

x = O and x = J. Following Goodman 

At x = 0 (2, =. fs) 

H(Ts - Te) = K, or, 

dx Jo (1-5) 

ef, = Bes S/H) Om, 

ax / o 

m™m-ad +df% = 00 +K,/H (a+ 20)  (A4-8) 

exe: Le ax Jet BA GES) Bap aay gem 
dt ox] X dx ] x 

by the assumption that the liquid temperature Ts, was 

equal to the freezing temperature, this boundary 

condition was reduced to : 
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Lp at ook, Poms 

fe dx Jo (A4-9) 

Again following the arguments of Goodman, this 

last boundary condition was transformed as follows : 

Writing 1, = fn (x,t) 

at, =/ OT, dx + / dT, at 

Ox Ot 

if x = fn(t) we may write 

at ox at at 

and when x(t) b(t) with 2, (F,t) =0 

or, > fh af (dn, 
Ot “Vox J at “\ Ot 

substituting (OT/4) from equation 1-1, we 

obtained 

0h. dy (22) /f 28 
Ox// \ at x (A4-10)
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Combining A4-9 and A4-10 we obtained : 

A,Le a _ aia 

pee Ridge dt any Wee 

Which on substituting values from 4-5 gave : 

Au (20) = - (a)? (A4-11) 
  

K, 

i.e. the second boundary condition at x = J. 

Letting n =A, Le /K, in equation (A4-11) we 

obtained the relationship between a and b as : 

2 b = -a°/2n (A4-12) 

Rearrangement of (G-3A) with m = ud /K, together 

with (A4-12) gave a and b as : 

    

  

  

  

  

Hn seb. aD 4 = 2m Me (2 + m) ewes -1] (A4-13) 
K,m \2+m n (1+ me 

Hen > m\ 2 4 - m(2 +m) Te 4 - 2m(2+m)Te 
b= = 

2 ic Lene Bsa ul EN. 
K,m° \2 +m n (1 + m) n (1 + m) 

(A4-14) 
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In equation (A4-7) we substituted from (4-5) 

(1) (t) (t) g JS 
{ 7, dx = f (a (x-d)+b(x-d)® ) ax = 

0 0 

(k, °/eH®) am® + (KR, 3/3H?)vm?. 

(2) u(AS = moh 

(3) eS q 
ox Jf ~ * 

AP res) = vend (2 a 
ex J 0 H 

to give : 

4a [ mee am@ + K, 3p m? + md 20k, 

at He 3H 

= an, Ky bm 

H 

whence : 

m 

t = K, & m  m db -a -m dal am 
ae Say bees be | Ln eae 
Aju eee! 2 6b 4B 2 4d dm 

(4-6) 

1s a ida dacs lala aaa a eal aa TEES
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Equation (4-6) gives t in terms of m, hence of 6 

and thus expresses the movement of the frozen-unfrozen 

interface with time. 

To evaluate the integral in equation (4-6) we 

required values of a, b da/dm and db/dm for various 

values of m, and in particular at m= 0. The derivatives 

were found from the values of a and b. At m= 0, a and b 

are indeterminate, so we considered the limiting values 

as m—3 0. 

m—0, a —> _Hn [1 - 4m fe “1 

eK ,m n 

  
  

  

  

= Hn 41-2 Tem 4 

eK ym n 

= - HTc 
— = 80 

x, 

bs =H? a 

4k, m 

fa me a 4 - 2Tem 4 fem 2e@m ., 
Zoe ——- + + —— 

4K, me n n n 
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-H°T0* 

eK, a 

- a0°/2n = bo 

The numerical integration procedure consisted, 

essentially of the following steps : 

(a) 

(>) 

(¢) 

(a) 

(e) 

(£) 

calculate the values of a and b at 

Ss 

increase m by a suitable arbitrary 

step On. 

calculate a and b for the new value of 

m = mAn. 

approximate da/dm and db/dm at m by 

{a(m + On) = a(m)] > Am and 

Ie [v(m + 4m) —- oG@)] 2 An respectively. 

evaluate the integral I(m) equation 

(4-6) at m from the values of a, b, 

da/dm, db/dm and n. 

repeat the calculations form=m+Am 

to give I(m + 4m). 

 



(g) 

(h) 

(i) 

(3) 

A4-2.1 
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integrate by the trapezoidal approximation, 

to give: t(m +4m)-t(m) = 4 (I(m + An) 

+ I(m) ) x (Om). 

continue this procedure over the range 

m = O (where a and b equal ao and ~a0°/2n 

respectively) to m = Max? 2 predetermined 

upper limit. 

tabulate t(n.dm) against m = n.An. 

as a check on the accuracy of the numerical 

integration procedure, repeat the 

calculations with a new increment of mn, 

m=m/2. Repeatedly halve the increment 

and recalculate until sufficient accuracy 

is obtained. 

COMPUTATION OF GOODMAN'S METHOD. 

In the computer program reduction of the increment 

value below X = .001, using the trapezoidal approximation, 

was found not to give improved accuracy. Since this
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step length value of 10 mm (equivalent to x = .001) 

provided a useful incremental value for the ice 

thickness the tse of other integration formulae such 

as Simpsons methods were not considered necessary. 

The flowdiagram on the next page shows that the 

evaluation of the variables in the integral is 

earried out in subroutine JAWS. A sample listing and 

output are given on the pages after the flowdiagran. 

A4-3 NEUMANN'S SOLUTION. 

Neumann's solution assumes that the surface 

temperature (Ts) of the body being frozen is constant 

which corresponds in practical cases to the requirement 

of a high transfer coefficient, i.e. that Ts = Tc and 

most importantly that the unfrozen region is large 

compared to the frozen region for all times of interest, 

so that we may write 

Tl —> Tl as x— CO 

With the above restrictions equation (1-1) can be 

written as



oor 
Flow diagram for Goodmans method 

oe 

C. Read in required data 

/— Ea 
Aa Kt, aise? 

ye “READ ie 
H, 9M, TC _ 

C. Calculate |A&B as X zero 

X= .00001 
M= H*¥X/K1 
N= L*2K1*P/K1 
A= H*?C/K1 

ite ee Q*TCHH2/ (2°K1**2*N 

  

  

Wie 7 _(8K1 | 
  

C. Increase |M to Mm by increasing 
X by X 

  
CALL Jaws (II) |W ~   

ae 

C. Evaluation of integrand at ~~ 
m=m _>(susrourins JAWS (Id)   

    

      

     

[Ix= II*w1| Pc Evaluation of variables 
ae we in integral at m=m 

ye : A&B 
kek #6001 Be and approximation 
———_L____,- of aA/aM & aB/am 
CALL Jaws (1K) [ <a Le 

C. Evaluation of integrand 
at m=m+Am 

|JX=_IK*WI 
Os Evaligiton of time interval by trapezoidal approximatio. 

T= .5* (JX* 1X) * (H* .001/K1)| 
|  c. Output of results 

[rx=gx | “OUTPUT of FREEZING 7 
TIME (T) ICk THICKNESS(X 

c. Has complete material been frozen 

No = 
See ee XMAS 

Se 
yYes   1.2 Jeg = _<hny Pais Ne 708) 

Run ad > 
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PROGRAM NAME CINPUT, OUTPUT, TAPELSINPUTs, TAPE290UTPUT) 
Cc 
c FREEZING RATES PREDICTED BY GOODMAN INTEGRAL METHOD 
c 

REAL MoN,K1,L»NNEW,MNEW, II, III eIdeIKy,IX ,0X oMM 
COMMON H,X,7C,7M 4 MM 

COMMON My Nokle bs NNEW,MNEW, A,B, ANEW, BNEW 
¢ : 

fc DEFINITION mF VARIABLES 
Cc 
c X 3 ICE THYCKNESS 
c KL = THERMA; CONDUCTIVITY OF ICE 
C Lo& LATENT HEAT 
c P = DENSITy 
¢€ TM 3 FREEZING TEMPERATURE 
c TC & COOLANY TEMPERATURE 
G YK1= THERMA; DIFFUSIVITY OF ICE 
c H 3 MEAT TRANSFER COEFFICIENT 
ce 

READ(1, 1000) K1,TKIeLoP 
1000 FORMAT(4F10‘@) 

DO 2113 IP e{,NC 
KEAD(1,10019 H,TM,TC 

1001 FORMAT(3F1050) 
c 
c 
c : 

WRITE(2,2114 ) He TM, TC 
2111 FORMATCLHY 7// 20X,'FREEZING RATES PREDICTED BY!,1X, 

2'GOODMANS INTEGRAL METHOD'/// 20X,'HEAT TRANSFER', 1X, 
SICOEFFICIENY 31,F8,1,2k,'(W/M&R20C)! //20X,!FREEZING!, 
41X, 1 TEMPERATURE @!,FB,1,2X,'(C)IZ/ 20%, 1COOLANTI DIX, 
4'TEMPERATURF BI, F691,2%,'CC)IS//) 

¢ 
105 WRITE (2,250) 

2500 FORMAT (/20y,!FREEZING OF GRAPEFRUIT JUICE'/) 
WRITE(2,211 ) 

211 FORMAT(/ 32v,'TIME',6X,41CE THICKNESSI/ 
222x,' (SECS! ,10X,1(HRS)1,10X,'(CM8)!/) 

VALUES OF VARIABLES A AND B AS ICE THICKNESS (x) 
APPROACHES 7ERO 

x» = ,0O001 
XNED, 
Ma HaXx/ Kt 
MM=M 

Ne LeTKiexPs KY 

a
n
a
0
 

A AND B EVALUATED AS AQ AND BO 

a
n
o
 

A & eH#TC / KI 

BS eHae2aTowa2d / (2, eKiee2aN) 
WIs Ki/(TKieH) 

Tred, 
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560 

2080 

999 
2113 
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76/76 OPTal TRACE FIN 4,54428 

INCREASE X AND HENCE M 

XeX+, O01 

CALL JAWS (1I) 

EVALUATION oF INTEGRAL AT M &M 

IXeIIawl] 
A SANEW 
B =BNEW 
MMEMNEW 

MEX+, 001 5 

CALL JAWS(Ik) 

EVALUATION oF INTEGRAL AT M 8M +DM 

JXSIKa WI 

EVALUATION mF TIME FOR ICE THICKNESS TO INCREASE BY 
ONE STEP LENGTH © CALCULATED BY TRAPEZOIDAL APPROXIMATION 

TIME 2 BO, 5*¢JX+IX) # (He, BOL/K1) 
TTSTT+ TIME 

OUTPUT OF TrME AND ICE THICKNESS 
XNSXN¢, 00) 

XZZBXN*100, 

TYP & TT/3608, 
WRITE (2,2009) TT,TYP,xZZ 
FORMAT(20X,F16,3,10X,F5,3,10X,F 5,1) 

EXCHANGE OF VARIABLE VALUES FOR EVALUATION OF TIME OVER 
NEXT STEP INTERVAL 

ASANEW 
BSBNEW 

MMEMNEW 
Zx=Xx 
1xsJx 
IF(X,G1T,8,04) GO TO 999 

GO TO 50a 

CONTINUE 

CONTINUE 
END



n
o
n
o
 

a
n
o
 

a
n
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SUBROUTINE yAWS(IJ) 

SUBROUTINE JAWS FOR EVALUATION OF VARIABLES IN INTEGRAL 

REAL M,N, K1,L,NNEWsMNEW, IT, IIIT, Ide TK, IX JX | MM COMMON H,X,7C,TM MM 
COMMON MiNoktoL + NNEW,sMNEW, A,B, ANEW, BNEW 
MNEW © Haxy KE 
MaMNEW 

EVALATION Of NEW VALUESOF A AND B AS ANEW AND BNEW 

ABS HANS (Me e)ACKLAM*(MH2,) 
AC=SORT CCL le2,aTCaMa( Meo) / (N@ (M91, )m2)) ot, ANEWE AYUeAC 
bC= wHAZANG (M414) *82/ (KI R2EM MHD H (MOD, ) wed) bOs TC#M*(M42,)/(N@(MOL, ) a2) 
BES 1,°BD-SART(1,°2,86D) 
BNEWS BCaBE 

APPROXIMATIQN OF DERIVATIVES DF A AND B 

AM =(ANEW*A)/(MNEW=MM) 
BM =(BNEW@B)/(MNEWeMM) 
MaMM 
RI STM/ (2, #meHaKL )wH 
XT 5M/2,+Men2/(6, 8b) BM 
YI 2 A/(2,4B)4M/ 04,98) HAM 
TJ = KI/HaX7eVTeRT 
RETURN 
END 
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FREEZING RATES PREDICTED BY GOODMANS INTEGRAL METHOD 

HEAT TRANSFER COEFFICIENT © 940,80 (W/Me#2eC) 

FREEZING TEMPERAT)RE 5 | 1,8 (C) 

COOLANT TEMPERATURE ® 914,08 (C) 

FREEZING OF GRAPEFRUIT JUICE 

TIME . ICE THICKNESS 

(SECS) (HRS) (CMS) 

520,725 2145 st 
687,115 «169 of 
714,003 2198 i af 
843,432 0234 24 
996,Wa2 0277 5 

1172,135 23206 26 
1371, 880 set a? 
1595, 386 0443 18 
1842,726 2812 9 
2113,953 2987 1,0 
2409,100 2069 1.4 
2728,216 0758 1,2 
3071,304 2853 1,3 
3438,391 2955 1,4 
3829, 492 1,064 1.5 
4244,619 1,179 1,6 
4683,783 1.501 1,7 
5146,993 1.430 1,8 
9634,256 1,565 1,9 
6145,588 1,707 2,0 
6688,969 1,856 2,1 
7240,428 2.811 2,2 
7823,963 2.173 2,3 
8431,576 2.342 2,4 
9863,272 2,515 2.5 
9719,052 2,700 2,6 

10398,921 2,889 2,7 
11102,880 3,084 2,8 
11630,932 3,286 2,9 
12583,078 3,495 3,0 
13359,320 36711 3,3 
14159,660 3,933 3.2 
14984,100 4,162 3,3 
19832,641 4,398 3,4 
16705,284 4,648 3,5 

176002,43¥ 4,889 3,6 

16522,881 5,145 3,7 
19467,836 5,408 3,8 
20436,899 6,077 3,9 
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—, = A ert x where A is a constant 

(A4-15) 

For the unfrozen section a standard solution is 

given by : 

qT, = TI - B erfe x where B is a constant 

Aldot) * 
(A416) 

Substituting (A4-15) and (A4-16) into (1-4) a 

boundary condition at x = X(t) we obtain : 

A erf x TT — Berto x Tm (A4-17) 
  

  

2@,t) # > Zot)? 

As this has to be true for all values, both 

xX xX 
—— and —— 2(d,¢) 4 20 >t) + must be equal to a constant 

so we may write : 

X=22X (dt)? (A4-7) 

where is defined by the following equation obtained 

from (1-3) (A4-17) and (4-7). 
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expt A°) (7)? CT-Omoxp Cale AL 
  

ert (Kk, As) (tm =Us)erfe (Nh, /k 3 

=xtetr . ; . 
r enamel oA ie i * hh +, : a C 

ie TO mts) aces : ae 
my : 7 ney 

a Re ~- erat Aes 

       tn" the Souter Program he 

“is calculated by the forma : , 

BREA = 4 (Ay TZ Ay TZ? 4 a, 0p)* REPC-Ae#2). 

 



where A= first estimate of the error avetfisient, i : 

Aus = 34.802 

A= -.09587 i 

Ase «74785 

ee Pre A708] 

gee ees 
Ste, 
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(Stara) 

READ 
PHYSICAL PROPSRTIPS 

=. Tia : 
/NARIABLES TC, PI, 2M 

las Initial uess| Be eRens 

  

  

  <     
    

   

Calculate ERFA 
from equat (A4-18) 
hence ANEW from 

equat (4-8) 

Wea 

a ie accuracy ivan: 
ee Sy) -requirea — ilies: [a= anew | 

uy 
Yes 

C calculate time 

  

  
law xee2 /(amawonit) | 

  

  
Output 

‘time /ice thickness 

No Ee : Yes Sie ae ee > xWaX > 

¥low diagram for Neumanns method 

  a AU Rte a Ue a a



PROGRAM NAME(INPUT,/@UTPUT,TAPEI@INPUT,TAPE2@aUTPUT) =02 
€ NEUMANN!S S@LUTION Tw FREEZING PROBLEM @ INFINITE HEAT TRANSFE 
c *CUEFFICIENT » TS BTC 
c 

REAL L/K1,k2 
READ(1,1000) Ki,K2-pTKL, TK2,L,PeCt 

1000 FURMAT(10F10,0) 
IP B10 
06 8 IZ 21,1P 
READ(1,1910) TC,TI,™M 

1010 FORMATC(IOF10,0) 

OEFINITION OF VARIABLES 

K1 & THERMAL CONDUCTIVITY OF ICE 
K2 8 THERMAL CUNDUCTIVITY OF WATER 
TK19 THERMAL DIFFUSIVITY OF ICE 
TK23 THERMAL DIFFUSIVITY #F WATER 
L  @ LATENT HEAT 
C1 = SPECIFIC HEAT uF ICE 

Pa CONSTANT 
TM & FREEZING TEMPERATURE 
TL & INITIAL TEMPERATURE 
TC ® COULANT TEMPERATURE 

m
a
a
n
e
a
n
a
n
a
a
a
n
a
a
A
A
M
A
 

WRITE (2,2510) TC oT1eT™™ 
2510 FORMAT(1H1 /// 20X,'FREEZING RATE AS PREDICTED BY NEUMANNS!, | 

LISBLUTIBN! // 20X,'CABLANT. TEMPERATURE 3!',F6,2,2xX,'(C)! // 
2Q20X,! INITIAL TEMPERATURE !,F692,2X,'(C)I//20X, 
SIFREEZING TEMPERATURE =1,F5,2 -2Xe'(C)'///) 

c 
c 
c 

WRITE (2,2525) 
2526 FORMAT( 36X,'TIME',21X,I THICKNESS OF ICE! / 24X_' (HRB) ', 15K, 

1'(SECS)',10X,' (CMS) '7) 
c 

Aa,05 i 
PY ,47047 

50 TZ B1,/(1,+PY*A) 
AAS SURT(K2ne2aTKL 7 (KinranTk2)) 
ABS EXP(=TKIxAwe2 /TK2) * (TI © ™) 
ADSTMeTC 
AEB EXP(wARH2) 
AF2 L&SQRT(P) 
AGS Cix(TMeTC) 
Al 3,34802 
A2 B»,09587 
AS #,74785 
ACBSORT (AWAZRTKI/TK2) 
TZZ314/(1_¢PY*AC) 
ERFACS Lye (ALK TZZ¢A2RTZZRA2GAZHTZZ HRS) KEXP (@ACKR2) 
ERFASLg*CALKTZ #A2%TZRA2 FASNTZ NAS) KEXP (@ANA2) 

ANEW &® AG/AFRCAE/ERFA @CAARAU/ (ADA (1,SERFAC))))
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65 

70 

75 

IF (ABS(ANEWA),LE,0,00001) G@ T# 200 ASANEW 
Gb Te 50 

200 xe,001 
ASANEW 

250 TIME 3 Xaw2 ¢ (a4, WAARQKTKI) 

X13X *100, 
TT= TIME /3000, 
WRITE (2,2530) 

2530 FORMAT (2OX,F1U,5,10X,F 1046, 10X,F 10,2) 

XBX ¢,001 

TY, TIME,X4 

IF(X,GE,,03) G® Ta 600 
Gu Ty 250 

600 CUNTINUE 
8 CUNTINUE 

Svar 
END 

FREEZING RATE AS PREDICTED BY NEUMANNS SOLUTIUN | 

COBOLANY TEMPERATURE SejG,00 (Cc) 

INITIAL TEMPERATURE © 20,00 (C) 

FREEZING TEMPERATURE & 0,00 (Cc) 

CHRS) 

2001 
2003 
,008 
2014 
2021 
2031 
2042 

par? 
1308 

4622 

TIME 

(SECS) 

3.07317 
12,29269 
27, 658655 
49,17075 
76,82930 

110,63419 
150,58542 
196, 68300 
246,92092 
307631719 
371,85379 
442,936075 
519,36604 
602,34168 
691546367 

, 786473200 
8B8,14667 
995,70768 

1109,41504 
1229,20074 
1355,20879 
1467,41518 
1625,70791 
1770,14099 
1920,73241 
2077446418 
2240, 34228 
2409, 36074 
2684,53753 

     

THICKNESS wF IC 
(CMS) 

01d 
220 
530 
240 
450 
260 
oto 
+80 
390 

1,00 
1,10 
1,20 
1,30 
1,40 
1,50 

$ 1,60 
1,70 
1,60 
1,90 
2,00 
2,10 
2,20 
2,50 
2,40 
2,50 
2,60 
2,70 
2,80 
2,90 . 
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A4-4 VASIL'EV_ AND USPENSKII FINITE DIFFERENCE METHOD 

A4-44 Introduction to the method 

This section first discusses the principle of a backward- difference 

finite difference approximation to the heat conduction equation, and 

then gives details of, and extensions.to, the Vasil'ev and Uspenskii 

method to the moving boundary problem of one-dimensional freezing which 

include finite difference approximations to calculate the precooling 

and tempering stages of a freezing process. 

The finite difference methods are based on substituting finite 

difference approximations into the heat conduction equations (1-1) and 

(1-2). 

With the differential coefficients 21/0 +t, 21/dx andd-9/dx* 

approximated by 

  

denies i es ty en
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(in the case of boundary conditions, eg. equation 

44-22 p.268 01/dx may be approximated over two distance 

step lengths eg. 

on (a, Site) ) 
“Ox 2h 

the conduction equation ; 

oT afi? 

at axe 

on substitution of the differential coefficients becomes : 

Tin + Teel = of (2; pal sae arn + Fah i 
Zz 

Zn h 

(a4-19) 

equation A4-19 on algebraic manipulation forms two sets of 

implicit finite difference equations for the frozen and unfrozen 

phases of the form ; . - 

(2itae'4) 1, 
a nt ee on 
B B 

n=1,2-——N (A4-20)



267 

Boundary conditions for one dimensional freezing problem 

The boundary conditions to be considered are at 

(4) the limit of the liquid (furthest from the coolant surface), 

(4i) at the coolant surface and (iii) at the interface. 

(4) At the limit of the liquid (i = N for computation) 

Alternative conditions are considered, The first condition assumes 

that there is no piece flow ie 8 2/de =O, In this case the temperatures 

Ty ton and Se in equation (44-20) are assumed to be equal, the 

resultant boundary condition equation is 

Tec =e Net a = (2 +d Ty on (a4-21) 

The alternative condition at the limit of the liquid assumes that there 

is heat gain to the system, characterised by the heat transfer coefficient, 

HG, between the liquid and its surroundings. 

The boundary condition 

a) = He (% = TA) (1-6) 
(dx')x =a 

where Ty = temperature at limit of liquid
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is written in finite difference form as : 

aK retention) = HG (m= TA) (44-22) aha ae ; 
2h 

Evaluation of the fictitious boundary node T 
N+i1,n 

in (44-22) produces ; 

Ty ¢ tym, = =ohes (yon -™) + (44-23) 
K 

-ha 

Substitution of equation (A4-23) into (A4-20)produces the alternative 

boundary condition at the limit of the liquid as ;: 

oats ot = -(AN+24+1) 2 +20 2 + ANTA 
B ’ 3 N,n-1 N,n Ne-1,n 

(44-24) 

where AN = 2hHG 

(ii) At_the coolant surface (i = 1 for computation) 

By an identical procedure to that used to produce equation A4-24 

the boundary condition equation is :
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= = PTC Ste fon se tea Beet 

(44-25) 

where P= 2hH 
K 

(iii) At _the interface (i =n for computation) 

In the method of Vasil'ev and Uspenskii the freezing point, Tm, is 

defined to be zero. The interface temperatures in both phases, by 

equation (1-4) are defined qT, = Tt, = Tm as equal to 0, 

The boundary equation at the interface : 

bea  -, (= he (an, 

x at (dx 7 x (1-3) 

can be approximated in finite difference form as ; 

oi é 2 = x, (one am Tet ay + Ko (2, $ Vins Tn) 

n : h : h 

(44-26)
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But since fe n for both the frozen and unfrozen 
. 

phase is equal to O equation (A4-26) reduces to : 

(A4-27) 2 ; 
au = Se i a na 

ca 

Equation (A4-27) can be rearranged to give Zn as 

Zn = -L@n/(K, (By 4) + Ky (T )  (Aa=z8) 
n+ 1,n 

Equation (A4-26) is used in the computer program 

to calculate the time interval for the interface to 

travel from node n-1 to node n, (see figure A4-4) in 

place of equation (A4-53) as proposed by Vasil'ev and 

Uspenskii (see p. 282) 

Extensions to Vasiliev & Uspenskié Method. 

The implicit finite difference scheme outlined above 

requires a starting temperature profile for initial 

conditions. This temperature profile is supplied by 

incorporating a second finite difference scheme to 

calculate the precooling time. The precooling time in 

this case is taken as the time required to reduce the 

temperature, at the first internal node (i.e. i = 2) of 

the body being frozen from its initial temperature to ous 

The temperatures calculated at the end of the presoolate time 

are then used as the initial conditions for the freezing 

period. The freezing period starts by calculating 

the time for the unfrozen-frozen interface to traverse
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Figure Ad4-4 Assumed temperature profiles of Vasil'tev & 
Uspenskii finite difrerence method 

2p 

PAN 

| ee = : 
ae eh : 

interface - <7 .». interface at n 
ato ne4 

frozen 4 unfrozen a 
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the first step length with the material being at 0', but unfrozen, at 
the first internal node. The first estimate of the time for the inter- 
face to traverse the first step length is obtained from equation (A4—54) 
p 284, Using this estimated time the temperature profiles in both phases 
are calculated for the end of the step length and the time recalculated 
by equation (44-28). Recalculation of the time interval is continued 
iteratively by recalculation of temperature profiles until successive 
times agree to within the required accuracy, The process is continued 
across all the distance step lengths until the material is completely 
frozen, At the end of the freezing period of third finite difference 
Scheme calculates the time to reduce the temperature of the thermal 
centre of the body to its storage temperature. 

The procedure used for the additonal finite difference schemes, which 

were worked out implicitly, was the same as that used to determine the 
temperature profile of the aluminium bar in the determination of the heat 
transfer coefficient given in appendix 3 (section 43-324) 

For the materials not having a freezing point of 0, the temperature 
Scales mst be changed to bring the freezing point back to 0. Thus for 
5 per cent sodium chloride the temperature scales mst be adjusted by 
3\C, (freezing point of 5% NaCl is -3 C). Further details of the use 
of the Vasil'ev and Uspenskii program for the freezing of electrolyte 
solutions is given in Chapter 6, section 6-3,
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The method of Vasil'ev and Uspenskii is now given. 

According to this method we divide the regionO Z 

x {a into (N-1) equal parts with points X,» Such that 

x; = ih, for i=1,2 ....N. Here h equals the spacing 

between adjacent points. The basic computation of the 

method calculates the time interval, Zn, required for 

the frozen-unfrozen interface to advance from xj to 

Xi + 7- Denoting the temperature at the mesh point. i 

at time n by Wa in in the frozen phase, and Vion in 

the unfrozen phase, the implicit iterative finite 

difference scheme is : 

Gt iy 9) 2dg Ox Ky 2), d = 265 aatg ont 
n>2 (A*-29) 

Velie n Het, mm Qi N41 ft en) =o Sx COs ; 

n<N-1. (A4-30) 

Ete Sx Wy a Sx Wyn) (A4 ~51) 

Zn : ‘ 

ern 9 (A4 -32) 

Ha (tq) = E, Sx Win) en 

<4 (tq) = Ky Se yyy) (A4-3 4) 

Wy 4 = Gh);i = 4,2,......, 8 (A4-35)
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Where the differential coefficients dt, Sux, Sx 

are defined by: 

St Wy) = 

“(Ww Wie) sage are! aaa Sx (Ws) = >
 

ieeah 
Lx Oey 7 ye Le 7 Wa on Nae Ae 

The numbers of equations (A¢-249) to (A¢-35) correspond 

to the analagous equations (1-1) to (1-8) of the 

original problem (See appendix 6). Note that, according 

to equation (A+32) the melting point of the solid is 

defined as Tm = 0. Fquations (A#-33) and(A¢-54) are less 

specific than the corresponding equations (1-5) and (1-6) 

with the heat fluxes q, and Q> yet to be defined. It 

will be appreciated that equations (A4-24) and (A¢+-30)each ° 

represent a set of equations one for each mesh point, 

and that the number of points to which each applies 

changes as the freezing interface advances (see figure 

AM-5). 

When we have computed the temperatures at time n-1 

int : 1 8 Ws naa and Mis eneay we determine the unknowns, Vas 

View and Zn as follows:
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Figure A4-5 Diagrams for Vasil'tev & Uspenskii method 

(a) Region O<x<a divided into 10 sections: 
  

th 

                        

———> x direction 

(ob) Situation when interface is at 4th node: 

interface Tm=0 

  

                      

  

c 1 one ~y 

three equations eight equations represent 
represent solid unfrozen region 

region 

(c) Situation when interface is at 7th node: 

interface Tm=0 
  

            
| 
i 
|     

Ra Xu 
  

a ene: 

six equations five equations 
represent solid region represent 

unfrozen region
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(0) 
(1) Make a first estimate of =n as2Zn 

Ge (0) 
(II) Substitute Zn Zn in the 

finite difference scheme = 

ey, ) eatedamtty 9 A CART SA) 

Jt Ven )) edad, (A4-37) 

Mia oa ce ; (4-38) 

may (tag) = Ky few, ©) (A4-39) 

Bap Can gy ka Oe ges ae 

1, ee Gh (a4-41) 

Zn ees )f tere aa} (A4-42) 
94 (tn-1)-42 tn1)d7( -~— oh 

: (s) (s) 
where Q = q1 tnt) ~ 4p bn) +51 PEMa-1.n ~ Ke bac Voy
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(III) Compute the values of Ws no8) 
, 

ana v, _‘8) in equations(A¢4-36_ Ln ? 

A437, AG-38 , AFSF and A+-40 

and A#-35 when n = 2) and 

hence determine zn aes 

(IV) Resubstitute zn(S) -zn{S + 1), 

recompute W; oe (s) ‘ and Vin 

(S +1) 
hence Zn again. 

(Vv) Continue until Zn'S)_, zn +1) 

to the required accuracy. 

A442 Computation of Vasil'ev and Uspenskii Method. 

The computations of step (III) require the solution 

of two sets of linear algebraic equations, A4¢-36 ,A¢-38 

andA¢-39% anaes eae and A¢-40. The following 

pages deacrive a Fortran program to calculate the 

rate of progress of the freezing interface and discusses 

the method of incorporating the heat fluxes Q and qo 

into the boundary conditions.



2728 

Equation (A4-36) gives, on expansion, a set of 

algebraic equations of the form : 

(Ss) (Ss) (S) (s) Waa figs “a enedaee (“int : ~eWin” Misayn ) 
  

eT Case = (2 + nas zn(8)) = n®Al, En yy. 
i,n-1 

PODS Pe MO ates saa an (A4-43) 

Similarly, (A¢-37)gives : 

(8) 2 (Ss) (s) (3) °e Vit ee Wyre eG ek ee 
2 CSy Gan) Ve 

for Deon #1, ne 25 ee. 3 N41 (As-44) 

In these equations, the i suffixes refer to points 

in space, the n sifffixes to points “in time, the superfix 

S to variables to be caleulated in the eurrent 

computation, 

At i= 1, and i = N, there are additional equations 

A#-5 andA4-49). At i = 1, writing -q, (4,4) as 

H (W, 7 {82 we), where WC is the external coolant ;
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temperature (A4-37) becomes 

(K,/n Ga ie H (we ) 

op. (4+ m/e) w “Saw, “= Gn jwe (A4-45) 
ai Tod ena 1 

At i = N, we use the 70 heat flux condition 

at the boundary: 

V1 jn = Vy + 1,4n, equivalent to Q> = O in 

to give, from 

. ae - 2+ Wis 2nOWy = (17 /hy Eh Wy nq 
(M-46 ) 

A second boundary condition at i = N takes into 

account the effect of heat gain. Equation (A4-23) has 

evaluated the fictitious temperature node as 

Wee emg se Ol nes ee Note (A4-23) 

1 where AN -2h HG/K 

This temperature is substituted into (A4-37) to give 

n-tn (S) _ (a4 n°/eho ZnS) 4 an) Vy a tANTA 

=- Ged sea Ye 4 (A4- 47)
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Finally, the interface condition, (A4-36)is, 

with the melting point =0, 

W. = Vv =0 (A4-48) 

At the 8°" iteration of neh time step, the 

temperatures Ws and a are thus found by solution of 

the following two sets of simultaneous algebraic 

equations. (From which the suffix, (n) and ‘superfix (S) are 

dropped for simplicity). 

(I) Phase 1. Equations: (A4-43) (A4—-45) & A448) 

W, (1 + Hh/K.,) - W, = (Hh/K,) we Gsec4) 

” e 4 (A4-49) 

Wy - (2+ n°/h,Zn)Wy + Wy = 

-(n?/ fh, Zn)W G = 2) 
Hy 2MW2 nat * (A4~50) 

2 

Wo - om n°/A., Zn)Wz + My 

~(n2/ohy Zn)Wg 4 (i = 3) 

=) 

Ws _4 -(2 +h 7d. 20)W, + Weel = 

(n°/A, En) Wigg7 (= 4)
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Wao - (2 + n*/oh, Zn)W,_4 = 

“Zh, EnyW yg ng (i=n-1) 

Wi =n0. n Ci=n) 

(IT) Phase 2 equations (A4-44), (A4-46), 

(A4— 48), 

Vv, =0 : (i=n) 

a ; 
-(2 +h /Ado EnV, an ca uo = 

2 
RA Se et) Ne ea eg (isn+1) 

2 V,_, -(2 +h Jo 2n)V, ia eae op 

2 
-O7 dh, 20)V5 on (isi) (A4-51) 

2 Wy 4 -@2 + b°/d Envy = 
2 -(h*/h , 20) Vy on (45) (A4- 52) 

The method of solution of these equations is the 

same as used for the evaluation of the implicit finite



difference scheme for the determination of the heat 

transfer coefficient between the coolant and base of 

the aluminium bar. (See appendix 3, section A3-3.4), 

When we know Wi4 and Nea from the ‘procedure i 

outlined in appendix 3, we can apply equation (A4-42) to 

recalculate Zn, as follows in (A4-42): 

744 (tq) = HCW, , - We) 

“G5 2 0 

Kiecxe (a eee 4 .n 

= (-K,/h) Wy _4 ms since Woe = 

) =k Os i Wan 
0 

Kk, Sx (Wy) = (Ko/n)w 
Frat Depa, n 

hence, in (A4-42) 

zn). (te en® (H(wo-w, n/a Wg no Ka/V pq) 

(WC - W, eae) 

(A4-63) 

Equation (A4—53)isas given vy Vasil'ev ana Uspenskii but
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was found on computation to semetimes give negative 

(8+1) 3 
times for Zn The reason for negative freezing 

times is that the numerator attains a positive value 

under certain freezing conditions while the denominator 

H(WC-W, fF), always retains a negative value. 
> 

Modikications to Vasilev & Uspenskii Method. 

An alternative to (A4-53) results from a direct 

application of equation (1-3). 

“eax -K, on, ee oT 

at lO Sopa Oz] 3 (1-3) 

whose finite difference approximation written as’: 

-LP h 2 hy de Wg tHe Sx(v, nO) 
znetl ) 

produces on arrangement : (see also 270) 

n-1 a tha Vote 2 (A4-28) ZnS) ~ ren? /caM 

Equation (A4-26) was used in place of (A4-53) in 

all computations. The corrected value of Zn, from 

(A4-53), is substituted back into equations (A4-43), 

(A4-44), (A4-45) and (A4-46), and the computations”
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repeated. We evaluate Wi and Wav for resubstitution 

into (A4-28). When an(5+1) agrees with an) toa 

sufficient accuracy we evaluate all the temperatures and 

proceed to the next grid point setting Wine “i a1, 

for use in equations (A4~43), (A4-44), (A4-45) and 

(A4- 46), 

For the first estimate of 2n‘S), 2) we use an 

approximation of equation (1-3) at the first mesh point : 

-Le dx “4% + QA 

dat 

where qa, = -H(W. - WC ) and Qo = 0 4 

to give 

Z, - ueh/aw, . - wo ) (A4-54) 

In the ‘early and late stages of the computation, 

when n = 2 or 3 and n = N or N-1 the method of solution 

of the linear sets of equations outlined in appendix 

3-3.4 is inefficient since the solid end liquid phases 

respectivity are represented by one or two equations hy 

only. Instead the equations, with the following substitutions:
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metal ee Hh/K, 

ART = Hh/K, 

81. = -n°/(L, Zn) 

XM = -2 4 n°/(A, Zn) 

xT2 = -2 + n°/(A én) 

82 = ne/(lo fn) 

used to determine new temperatures are, firstly, in 

the solid phase : 

(1) when n = 2 equation (A4-44)is rearranged 

to give : 

ART WC/B1 (A#-55) Won) 

(II) when-n = 3 equations (A+-47) and (A4-50) 

are rearranged to give : 

Norn) = (64 Ws pig) ART WC/B1)/XT1+1/B1) 

WO, yn) = CART WO + WCp , 4)/B1 

and secondly in the liquid phase : 

(1) When n = N-1 equations A451 )ana(a4-52) 

are rearranged to give : 

a
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Wyn) = S20 Cygnet) - Why net) [x2 
(xt2 - 2/xt2) 

Wyn) = S2WOy ne) WO ned) 
x12 x12 

(II) when n = N equation (A4-52) is rearranged 

to give : 

w( x,n) = s2 Wy m4) / x2 

4 flow diagram, computer and sample output, for the program for 

freezing distilled water, are given on the next pages. 

In the program it is assumed that there is no heat gain from the 

surroundings. The frozen ice is reduced in temperature to -5 C. 

For details of extension of Vasil'ev and Uspenskii method to account 

for the freezing of materials with freezing points not equal to 0 © 

see Chapter 6.
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INTEGER Ww 
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COMMUN Jddd 
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WRITE (2,200U)
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a
a
c
 

DW 150 151,NMAX 
R(T)ST1 

150 CYNTINUE 

BABI KS 

HE YAK /HHawe 
Bb SAAaKB 

YXN =2,*HMAH/K2 

SO T(1) S2,*HeR(2)¢ CL ae2g*bmbaYXN) aRC1L) + YXNaBKTC 
JLZENMNAK@L 
Dy bOU 1=2,52Z 
TCL)= BKC L412 +01, 92.eb) *K( 1) tbeR (191) 

8UO0 CONTINUE 
TCIMAX) S32, eb aK CNMAX@L) #01 ,92,4H) RRO NMAX) 
REALT & KEALT + YKN 
Rk2ZK = REALT 

IF C1(2),67,0,U1) Go To su 
IFCNPZ,EU,1U0) bo Iu 79 

GW TH 78% 

79 WRITE (2¢2U0U) TO1),T(10),T0S1)¢T(NMAX) ¢REALT,RZR 
2OUD FORMATE BXpFOglLeS(2XpFOg1) p2XptJ gly OKotD,1) 

NPZ = 1



= ee. 
PRYGRAM NAME 40/76 WPTaL TRACE FIN 4,0¢433 

J 

¢ 
7B NPZ2 = NPL + 1 

by 7 Lel,NMax 
R(L)s1(1) 

7 CuNTINUE 
Gu TH Su 

Cc 
BU WRITE (2,20U00) TO1),TC1O),-T0S1)¢ TONMAX) pREALT,RZK 

C 
¢ 
Cc 
C SECTIVN FUR DETERMINING ACTUAL FREEZING TIME 
Cc 

wKITE (2.3000) 

SU0D FURMATO(///// SOX, tI FREEZING PERIODIS//) 
wRiTt (2, $uu9) : 

SUO9 FARMAT(IDX,! TEMPERATURE PROFILE',15X,'TIME §,7X, 
PP LCENS 12x, TTDI Ske TCLON  SKeITC SID He 2Xe I T(NMAX) 
2OXetTWTALT, 2x, I FREEZING! 7X 'LAYER'Z) 
wRITE (2, 5999) 

SYGD FUKMATCUX FO le Spb Geb e SXeb 4g he dkoF onl eLOX-e (SECS), 

{ 4x, '(CAS)' 47) 
G 
c 
G INITIAL GUESS Fur TIME 
c 

Cc 
PAR = Ul, 

2 = pHaLePs(MaCT(1)@1C)) 
Cc 
Cc EVALUATIMN WE CoNSTANTS In bUTH PHASES 

C 

Cc 
N= 2 

400 GL & Lyttiannsny 
ARL= Hanh /nt 
Sl S etttaa2/ (TKI al) 

XTLS e(e,thnaa2s(TaiaZ)) 
X12e w (2, ¢HHaaes(TK2eZ)) 
S2 = wittteaes (TK2aZ) 

DW 351 Le 1, NMAX 

KKK = NMAX#L 
Do $52 J =1, KKK 

LIOUID(I,J) 50, ’ 
UNFROZ(I,J) 50, 

WATER(1ed) 50, 
SULID(I,J) SU, 
ICECI,J) 50, 

- SWLOI,J) 80, 
$92 CONTINUE 
Sdt CMUNTINUE 

IF (NMAX#N,GT,2) LH Te 207 

TF (NMAX=N,EU,2) Gu Te 609 
IF (NMAKeN,EU,U) Gb To 1300 

TY(NMAX) & S2*TCNMAX)/XT2



PRUGKAM NAME | 
4 

a
n
a
n
a
 

e
n
 

a
n
a
0
a
0
 

1100 

oo0Yy 

207 

70 

7\ 

72 

73 

75 
74 

201 

2016 

291 
7o/7> PTL TRACE FIN 4,604435 

Ge 18 2u1 
TY(N+1) 50, 
Ge TH 203 
TYCNMAX™1)&(S2* (TCNMAX@1)@TCNMAX)/XT2))/(XT229/XT2) 
TY(NMAX) & S2aTCNMAX) /XT2e2, TY (NMAX@L)/KI2 
Go To 2u1 

CALCULATE TEMPERATURES IN LIQUID PHASE 

CUNTINUE 

LIGUID(1,2)52, 
LIGuLO(1,1)= xTe 

LLL = NMAX=N 
Dy 70 M S2,LLL 
LIWVULU(4,m)sxT2 
LIGUID(M, Mel )EL, 

CONTINUE 

NNN = NMAXeN@] . 
OW 71 M B2,INNN 
LIQUID(M,M+L)=1, 

CONTINUE 

Do 72 1 © IettL 
SSCL) = TCNMAX#1*1) 482 
LIVUID( Ly» NMAX@Nt41) SSSC1) 
Cun) LWUE 

JUS SNMAX@NE] 
bW 73S LE S1,JJd 
WATERCIZLL) = LIWUID(1, LL) 
CONTINUE 

OW 74 KE1,NNN 

OM 75 LLal,JJJ 

UNFRKYZ(K,LL) & AATCRCR LID ALIUUIO (Rel) TAATE ROG, K) 
WATER(K+1,LL)5 PEROT URGE LC) = UNFROZ(K,LL) 7 
CUNT INUE 
CONTINUE 

TY(Nt1) «= WATER (NMAX@Ny NMAX®N#)) /WATER (NMAX@N,NMAK@N) 

CALCULATE TEMPERATURES IN FRYZEN PHASE 

CONTINUE 
IF(N,EQ,2) GY TY 2016 
TF(N,EU,3) Go TH 2u2 
GO Tw 2us 
TY(1)& ARLwTC/B4 
GY TH 2u4q 

a
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o3 
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292 
70/70 WPTS) TRACE FIN 4,604433 

TY(2) S(SLaT(2)— AKTRTIC/HL)A(KTL41,/b1) 
TY(1) SCARLATIC + T¥(2))/t1 
Ge Te 2u4 

NYP BNel 
bu o0 1s2,NyYP 

WYCL) = Stal(l) 
CONTINGE 
WY (CL) SARL &TC 

be ol 1el,nyPr 

SM@LTIUC1,N) & w¥(1) 
CONTINUE 

SBULID(1,1) 
SML10(1,2) 

NXABN@] 
Du 02 M =2,NxXx 

SULID( Meh) xXT1 

SHLIV(MymMelsl, 
CONTINUE 
JRL SNe? 
DA oS ME2,JKL 
SuLlo(msMebyer, 
CuntTinut 

61 

at, 

LAK = Nel 
Du m4 Js1,N 

ICt (1,0) SS4L ip (1,0) 
Continut 

Dd 05 KS1,JKL 
bu 06 J=1,N 
Sal (hyd) F ICE (Ke J) *SOLIDUK+L KIZSICE (KK) 
ICE (Kel, J) SSULID( Ket ed) @ SOL (Ky J) 
CANTINUE 

CONTINUE 

TY(N@1) SICE(N@1L,NI/ICE(N@1,N@1) 
D6 B 1 = 2,nYP 
APH SICE(NeI,Neol) 
TY(N@L)SCICE(N@ TL NI@TY(N@L +1) RICE (Nel Neel) )/ APH 
CeONTINUE 

CONTINUE 

DETEKMINATIWN wk ACCURACY OF TIME FUR FREEZING 

ZNEW & @L AP RHH*H2 /(KIRTY(N@]) & Kee TY(NG1)) 

IF CABS (2=ZNEW),LI,1,.) Go TM 296 
Z eZLNEW 
G4 TH 400 
CONTINUE 
IF C(NMAX@N)LE,2) LY TH dI7t 
CALL JAws



PRUGRAM NAME 
o 

S174 

60u 

20uu2 

ous 
aul 

ouul 

o1lo0 

7UU3 

Bua 
7uud 

sue 

7005 

aug 
2009 

4U3s 
c 

oe 

70/76 HPI TRACE FIN 4,04453 

CONTINUE 
REALT = REALI4Z 

22 slides 
TY(N) Su, 
De UU LeL,NMAX 
TOPS = TV CL) 

CONTINUE 

WRITE (2,2UU2)T (1), T(15),T (24) ¢ TCNMAX) pKEALT, 22,62 
FORMATCIUX FO gles S(2XpbO gl )y SCSK~-t/7,1)) 
HZEHZ¢,1 
N=Ne] 

IFCN,GT,NMAX) Ge Tw 401 

Ge Th 4u0 
KEK = U 
CuNTINUE 
PAA =u, 
WRITE (2,0001) 
bORMATC//// 59x, 5 EMPEKING PEKIWUDI///) 
wWhITE(2,011U) 
FORMATC20X¢ TTEMPERATURE PROFILED, LOX pt TIME! s/ 
VDUKATTCLD Ne See tTCLOD, SXe tT OST) 4G 3K GIT CNMAX)', 9X 

7/ VUX,NUCMN, AX, 12, 5CMI, SX pISCMIZ 4x 4 PMAXCM! 
Se Xe VTATALL, OX PTIEMPERING!/ 
449x,'TIME'S7X, TTEME' 77) 
CZepbatny 
CXWE2, arian snd 

DY B04 L=L,NmAx 
RCPISTC1) 
CuNTINUE 
PCL) = QyaCZakle) C1 ee2.abZeCZaCXwy ak (1) #CxXN #CZeIC 
bo 802 152,422 

TCLS ChakC lel )+ (1,92,402) * KCL) +CZak( lel) 
CONTINUE 
TCNMAX ) & 2, al ZaN(NMAX@L) #(1,"2,802) *K(NMAX) 

KGBEKGH EL 
PAASPAAGYRKK 

REAL TEREAL I +YKK 

IF (hGH,EQ,1U0) Go 1e 409 
Die 7005 Tel, NMAX 

RCD)eT(1) 
Go 1H 7004 
WRITE C2 ,2U09) TCL) 61016), T1031), 10NMAX) REAL T» PAA 
FORMAT ( BXeh Ogle SCOKr FOG p7XebZF ele DXeh Sed) 
KLne U 

TFCTONMAX),LEGTS) Gu Te aus 
Gu Te 7uus 
CONTINUE 

26030 CwuNTINUE 
END



oe 

SUBRAUTINE 

} 

o 

JAXS 70/76 GPTSL TRACE 

SUBRYUTIMNE JA4S 
DIMENSION TY( 50) ,WATER(S50,50) 
CUNMUN TY,NMAX,N,WATER 
Comman JddJ 

JIS Ss JIII +1 
NNNN S NMAXe IIIS +1 
LLL s NMAXKeh 

PA & Te2,tler 
TIT & WATERCNNNNe@ Led, NNAXeNG]) 

TTY © eT¥(Ntlet) a WATER (NNNN@Ie@§ »NNNN@I) 
TYCNS]T)S(TIT +1T1)/ WATERCNNNN@ Ted, NNNN wlot) 
CaNTINUe 

RETURN 
END 

294 

FIN 4.64433 
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FREEZING KATES USING VASLL EV AND USPENSKIL FINITE 
OIFREKENCE METHYD 

FREEZING UVISTILLEUD WATER 

INJTIAL TEMPERATURE = 20,0 (C) 

STARAGE TEMPERATURE 29,0 (C) 

CUMLANT TEMPERATURE = 10,0 (C) 

MEAT TRANSFER COEFFICIENT = 90U0,0 (W/Max2el) 

INITIAL CMWLING PERIOD 

Terre ATUKE PROFILE TImt 

WAGV; Tilo) TOSt) T(NMAK) 

UCM 1.dCr 3tm MAXCN TwTAL PRECHoL ING 
TIME TIME 

92,4 2u,u 20,0 20,0 1u,6G 10,0 
4,35 2u,u 2u,U 2u,U 19,9 19,9 
“5,2 2U,U 2u,U 20,0 ey 8 29,8 
05,8 2u,U 2U,U 20,0 39,7 39,7 
30,2 20,0 2u,0 20,0 49,0 49,0 
=0,3 2U,U 20,0 2U,U0 52,0 52,6 

FREEZING PER] 6D 

TEMPEKATURE FROFILE TIME ice 
ea T(19) TOS$1) TONMAX) TOTAL FREEZING LAYER 

"2,9 19,6 19,9 20,0 124,06 72,0 es 
#4,5 16,5 £97 2U,0 222,4 109,68 o2 
95,5 10,9 19.1 20,0 3$44,U 291,4 ns 
=0,2 14,9 18,2 2u,0 468,8 436,2 24 
26,7 12,9 10,9 20,0 056,60 04,0 aD 
w7 41 10,9 19,9 19,9 647,3 794,7 0 
=7 54 SiO 14,U 19,7 1001,0 1008,4 7 
27,0 Ces 125 19,4 1297,4 1244.8 A 
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=o, 4,9 logs 169b6,0 1/0042 Tait 
et,2 Sigh We? 2143,4 2090,8 
=b,5 1,9 16,8 2470,0 241/,4 
244 o% 15,8 2816.0 2709,4 
“bd U0 14,/ J180,5 IT5d,/ 
mb,6 wo {348 957.356 S521,0 
=5,/ o1,1 2,8 3976,0 $925,4 

@b,7 21,5 11,U 4397 ,7 434541 
o5,8 “1,9 9,8 485057 47/8,1 
95,8 #2—5 4,0 d2/75,0 o222,4 

#69 #2,6 re) D729,9 bo/7,3 
75,9 “3,0 0,4 0192.5 o139,9 
“9,0 o3,2 5.4 boo1,Y oou9,s 
o4,U “5,5 4,4 IVSA GA 7U64,5 
941 -3,7 3,0 7o17,7 756541 
=9,1 -4,U 29 B1U5,4 bUSU,4 

=9,1 74,2 Diet bou4a,5 hoa1,9 
942 =4,4 Aig?! YU91,2 9038,6 
9,2 =4,5 1a ybo¥4,1 9D41,5 
a¥,2 =4,/ oD 10103,9 10U01,3 24 

#92 =4,9 20 1U621,7 1U509,1 Je 
=9_5 5,0 a4 11146,5 11095, $5 
“9,35 “5,2 -4,4 <3 Lloby,s {ose , 7 ‘Ss 
9,5 2d,0 “3,0 he {2253.3 L21b60,7 Sy 
24,5 =5,4 =548 al 12793, 1274u,9 x 
“9,5 =5,6 -4,U oU = 1ddb0,u 13314,2 Se 
o9,4 e577 m4.) WU 15953,4 13901,3 Js 
o9,4 wD yt “4,3 ol 14595,5 14902, Se 
e944 Hoy e4,4 of To174, 9 15119,35 J. 

“9,4 -o,t) -4,5 a 1dd05,3 15750,7 a 
“9,4 “bel «4,7 0 10449,9 Losy7,5 4, 
e444 =0,2 “4,0 els W/111,7 17059,1 4, 
“9,4 “0,3 =4,9 a0 1//88,7 1/7 50,1 ae 
=4,9 -0,5 =5,U aU) 1048U,Y 16426,35 4a. 

“9,5 0,4 anal 2 LY1bH,S 1915547 ay 
9,5 0,5 2d,2 aU 1YY1LU,Y 198563 i, 
24,9 O60 7d,3 20 =2U048,8 20590,2 4, 
99,5 =6,0 -o,4 eU  «-2144U1,9 2154945 4, 
e4,> <6,7 “5,5 0,0 2217U,2 22117,6 4, 

TEMPEKING PERI YD 

TEMPERATURE PROFILE TIMEé 

TOh) T(10) TCS)) T(NMAX) 

UCM 1,5C™ 3CM MAXCM Tv Tay TEMPERING 
TImet TIME 

°4,5 26,5 °./ 22180,2 10,0 
29,5 "0,5 o1,U 22190,2 20,0 

°9,5 "6,5 w1,2 222UU0,2 30,0 
29,5 -6,5 =1,4 22210,2 4U,U 
e¥,d 7o,5 #},0 222202 5U,U 
#9,5 -6,5 m1,d 2225U,2 ouU,U 
29,5 26,5 ol. 22240,2 7u,U 
“9,5 0,9 -2,U 222d0,2 80,0 
29,5 20,5 =2,2 2220U,2 90,0 
“9,5 26,5 2227u,2 10U,U   72.3



“040 

=0,0 

  

7a) 

“4,9 
25,0 

25,9 

=d,0 
25,7 
=5./ 
=b,/ 
=5.8 

2229.2 
2250U,2 
223510,2 
2252U,2 

2255U,2 
2254u,2 
22350,2 
2256U,2 
22370,2 
2256U,2¢ 

22390,2 
224aUU,2 

2241U,2 

22420,2 
22450,2 
2244U,2 
22450,2 
22400,2 
2247U,2 
224bU,2 
2249U0,2 

2250U,2 
22510,2 

2252U,2 
22550,2 
22oau,2 
22550,2 

“22b0u,2 
2257U,2 
22560,2 
22590,2 
220UU,2 
22olu,ed 
2202uU,2 
22030,2 
2204U0,2 

2205U,2 

léu,u 
150,0 

14U,0 
1du,U 

1600,U 
170,U 
10,0 
1yu,U 
<u0,0 

210,U 
220,0 
23u,0 
24U,0 
25u,0 
26U,U 
27U,U 
26U,U0 
29u,0 
JSUU,U 

J1U,u 
32U,U 
$3U,0 
34U,U 

350,uU 

900,U 
37U,U 
S8U,U 

39U,0 
4UU,U 

41u,0 
42U0,uU 
4su,u 
440,U 
adu,U 
46U,U 
47u,0 
40U,U 

noe
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APPENDIX 5. 

THERMAL PROPERTIES. 

This chapter shows the temperature variation of 

the important physical properties of water and ice. 

The unfrozen thermal properties can be seen to remain 

largely constant over the temperature range O C to 30 C 

while the frozen thermal properties vary only slightly 

(maximum of 9%) between 0 C to -30 C. It seems that 

variation in thermal properties is more important in 

systems involving large temperature differences and in 

non aqueous solutions where there is greater physical 

property variation with temperature. 

AS5-1 Physical Properties of Solutions Used for Freezing 

Experiments. 

(1) Freezing temperatures (Te, (C) ) (725) 

5% NaCl 10% NaCl Grapefruit Juice 

-3.01 -6.56 -1.0 

(2) Thermal properties (90, 124, 125). 

Latent heat, L = .330292 x 10° (3/kg) 

Thermal conductivity 
ice, K, = 2,215 (W/mC) 

 



Thermal conductivity, 
water, Ko 

Specific heat, ice, 

C4 
Specific heat, water, 

Me 

O,od 2 

2093.4 

4186.8 

299 

(W/mC) 

(J/kg) 

(J/keC) 

These properties were used for distilled water, 

5% and 10% NaCl and grapefruit juice. 

  

(3) Densities (p (kg/m?) ) 

Distilled 5% 10% Grapefruit 
Water NaCl Nacl Juice 

@, @erry,125) 997 1036 1073 a 

e4 (expt) 997 1037 1073 1035 

02 (expt) 906 O77 1037 975 

A5-2- Variation of Thermal Properties with Temperature. 

(1) > Density (@ (xe/n?) , 

Published data (125) shows only a negligable 

percentage decrease in water density between 

OC and 40 C. 

A maximum increase in ice density of 4% between 

~30 C and 0 C was reported (128).



(2) 

() 

(4) 

300 

Specific heat (C (J/kgC) ) 

Water specific heat is quite constant between 

0 C and 100 C ( 90, 125, 124). 

Ice specific heat decreases steadily with 

temperature, a 10% variation between -30 C 

and 0 C ( 128). 

Thermal conductivity (K (W/mC) ) 

Water thermal conductivity remains quite constant 

over the temperature range 0 C to 50 C. 

Ice thermal conductivity decreases with 

temperature. Thermal conductivity values of 

ice must however be accepted with some caution 

since agreement between reported values is 

rather poor. The largest variation (Jacob 

and Erk) gives a variation of % between 0 C 

and -30 C (129). 

The most important point to note with the 

thermal properties is their change in value 

on phase change.
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Phase 1 Phase 2 Ratio 
(frozen) (Unfrozen ) phase 1/phase 2 

K(W/mC) 2.215 .5112 3-4 

C(J/kgC) 2093.4 4186.8 O65 

K(m?/s) 144. x 107? =~ .12 x 1076 9-10 

A5-3 PHYSICAL PROPERTIES OF FOODSTUFFS. 

a) 

(2) 

Freezing temperature. 

Freezing points of foods decrease with increase in 

soluble solid content. Table A5-1 give freezing 

points of selected foods. 

Thermal trends of properties. 

There is, as with water, a marked difference 

between unfrozen and frozen values of specific 

heat, thermal conductivity and thermal 

diffusivity. Table A5-2 gives specific heats of 

selected foods.
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Table A5-1 Freezing Temperatures of Selected Foods. 

Temperature 

(Cc) 
oe 

-2.54- 

-5.0 - 

=755 4   -10.0 4 

Table A5-2 Specific Heats of Foods (J 

Material 

water 
lettuce 

carrots 

lamb 
veal 
bannanas 

walnuts 

peanuts 

kgC) 

  

  

  

  

Food Specific Heat Specific Heat 
above freezing below freezing 

Cy C, 

Liver One 0.40 

Apples O74 0.39 

Carrots 0.87 0.47 

Eggs 0.76 0.40 

Milk 0.90 0.46 
  

 



a) 
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Specific Heat. 

Many of the published lists (130 ) of specific 

heat values are calculated rather than observed. 

An equation with the following general form is 

frequently used for calculating specific heat : 

n 

Z= : 8,0, + 8, Co + Sz Oz..... 8, 0, 

where Z = the calculated specific heat 
of the food. 

8 = the specific heat of a food 
component. 

C = the mass fraction of a food 
component. 

n = the total number of components 
being considered in the 
calculation. 

The accuracy of this method is obviously heavily 

dependent on knowing accurately the individual 

specific heats of all the components. 

A second, simpler formula for estimating specific 

heats is given as : (87) 

Q
 0.005M + 0.2 

where M = % by wt of water in the foodstuff.
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b) Latent Heat. 

Latent heats of foodstuffs are usually calculated 

by Woolrich's and Siebal's equation (87). 

Lf = LH50 -M 

where Lf = latent heat of food 

LH,0 = latent heat of water 

M = % by wt of water in 
the foodstuff. 

c) Thermal conductivities. 

Earle (132) gives two correlations for determining 

thermal conductivities, one for the frozen phase 

and one for the unfrozen phase. 

In Btu/hr ft F 

above 322 F K 41.4M +15. (100-M) 
Ae cess. 

100 100 

  

pelow 32 F K i) 0.32M , .15 (100-M) 

100 100 
  

Maxwell (1904) and Eucken (1940) (131 ) have 

developed a formula for estimating frozen thermal 

conductivities of heterogeneous materials aS: 
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kd 

ee) K = ke 1- (1-a ee 

  

1 + (a-1) b 

where K = thermal conductivity 
of the heterogeneous 
material. 

ke = thermal conductivity 
of continuous phase. 

  

kd = thermal conductivity 
of the dispersed phase, 
such as ice crystals, 
fat etc. 

3ke 

as = 
eke + kd 

Va 
be 

Ve + Va 

Vad = volume of the dispersed 
phase. 

Ve = volume of the continuous 
phase. 

Charm (127) gives a method for calculating 

the thermal conductivity of frozen foods and 

the heat transfer coefficient associated with 

freezing systems employing the heat penetration 

curve. Oharm states the calculated values by 

his method lie within the range of values found 

in the literature. Further references on thermal 

properties of foodstuffs are given (133-135). 
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APPENDIX 6. 

MATHEMATICAL STATEMENT OF 1-DIMENSIONAL 

FREEZING PROBLEM. 

(Subscript 1 refers to the frozen phase, sub- 

script 2 to the unfrozen phase). 

In general, the physical properties of the solid 

differ from those of the unfrozen liquid so that the 

conduction equations for the two phases are not the 

same. As heat transfer proceeds the unfrozen phase 

shrinks and is replaced by frozen solid. Calculation 

of freezing rates thus involves the simultaneous 

solution of two conduction equations with a moving 

boundary. 

The conduction equations in 1 direction are : 

2, Phase 1 on, JL ot, 

Ot 1 8 (1-1) 

Phase 2 or on 
2 2 

mens i os ae 

Ot Ox2 (1-2)
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The rate of advance of the frozen-unfrozen inter- 

face is found as follows : Let the interface be at 

X(t). When the interface advances a distance dx the 

quantity of latent heat absorbed per unit interfacial 

area is -Ixpdx (The use of this equation assumes that 

the density of the frozen and of the unfrozen phases 

are the same, and for this reason@has no suffix. If 

there is a significant change in density on freezing, 

the freezing interface may move as a result of the 

expansion or contraction and may even be broken up. 

When this effect becomes significant analysis becomes 

impossible). If the time for this advance is dt, then 

the rate of heat supply to the interface becomes 

- LO ox. This rate for heat supply equals the net flow 

per unit area to the interface by conduction : 

Ses, Re a ae Oe + Ky (222 
dt Ox] xX \ ax} X (1-3) 

Equation 1-3 is a boundary condition at x=X(t). 

A second boundary condition at X(t) is that the 

temperature of the two phases is the same 

1.6.28, 20 0, = (fm “at x = X(t) (1-4)
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The remaining boundary conditions necessary for 

the solution of equations (1-1) and (1-2) are: 

(a) 

bv) 

The value of the surface temperature Ts. 

This temperature may be known and fixed 

-as for example in plate freezing -or, 

more generally, may be expressed in 

terms of the surface heat transfer 

coefficient, H, by equating the heat 

fluxes on either side of the solid 

boundary to give : 

H(fe = Ts) = -K,/ 92, 

dx / x=0 (4-5) 

where Te is the temperature of the 

coolant,when H is large we may simplify 

(1-5) to 

fs = Te (1-5a) 

At the axis of symmetry we have no 

heat flow, i.e. O25 

—— = 0 at x-a (1-6) 
x



c) 

and 
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A second boundary condition at the 

axis of symmetry takes into account 

heat gain from the surroundings. By 
‘ 

equating the heat fluxes on either 

side of the boundary we derive 

-K Ota 

ae = HG (fa = TA) (1-6) 

dx /x=a 

where Ta is the temperature at the 

axis of symmetry. 

The initial conditions are 

x (Ct) = O at t = 0 (1-7) 

Bs = asl @ <p) at t t= © (1-8) 

Equation (1-7) states that the solid 

is wholly unfrozen at the start of 

the freezing operation, and (1-8) 

defines the temperature distribution 

in the unfrozen solid.
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APPENDIX 7. 

FREEZING PRESERVATION OF FOODS. 

A?-1. INTRODUCTION 
  

Storage in cold places has been a traditional 

method of preserving foods since ancient times. It was 

not however until 1930 when Clarence Birdseye in the 

U.S.A. developed the fast freezing process, which was 

subsequently introduced to the U.K. after the second 

world war, that the process of freezing as a method of 

food preservation really started to be of commercial 

importance. The food freezing process is now one of the 

three main methods, with canning and dehydration, of 

food preservation. All three preservation methods have 

the common objective of reducing microbiological spoilage 

of the foodstuff. Since bacteria generally require 

water and air (except anaerobes e.g. clostridium botulinum) 

as basic necessities for life and are temperature 

sensitive the preservation processes aim to reduce 

bacterial growth by (a) elimination of water (dehydration), 

or (b>) elimination of air (vacuum packaging of 

dehydrated foods and canning) or (c) application of,high 

temperatures (sterilization in canning causes the death 

of the bacteria e.g. clostridium potulinum)or, low 

temperatures (freezing prevents multiplication of 

bacteria) ( 87, 88 ).
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Freezing to date has largely concentrated on 

meat, fish, fruit and vegetables, all of which have 

a high water content (113). Fruits and vegetables 

tend to suffer less from the attack of micro-organisms 

than from the continuation of their own life processes 

after harvesting. These life processes can be slowed 

down by reduction of temperature (112). 

In order for freezing to compete commercially 

with canning and dehydration as a preservation process 

the product must have a shelf life of at least 6 months 

(88). Thus in order to produce an edible product the 

freezing process not only involves correct freezing 

procedure but good storage and thawing techniques as 

well. The three processes are now considered in turn. 

A?-2. FREEZING OF FOODSTUFFS. 

It is generally agreed that the final quality of the 

frozen foodstuff is improved by increased freezing rate 

(88). It is during the freezing stage that structural 

damage may occur to foodstuffs. See figure A7-1. (The



  

Figure A/-1 Comparison between slow and 
. quick freezing.
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length of the freezing stage is dependent on the rate 

the frozen interface traverses the body being frozen). 

The damage is due to the rupturing of cell walls by 

large ice crystals formed during slow freezing 

operations (86 ) causing water loss or 'drip' on 

thawing, while under fast freezing conditions smaller 

erystals form either within or between cells and 

cause little cell rupture. 

Experiments by Kalruhe on green beans (88) showed 

improvements in colour, flavour, texture and vitamin 

C content with quick freezing (air blast freezer) 

compared to slow freezing (still air) operations. 

Specific problems encountered with predicting the 

freezing rates of foodstuffs are found due to the 

following factors 

1. The lack of knowledge of the thermal 

properties of foodstuffs (6,8 ). 

2. The marked variability in the thermal 

properties of individual foodstuffs 

resulting from varietal differences, 

agricultural practices, seasonal 

variations and growth locations (112 ).
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3. The existance of unfreezable or 

"bound' water produces difficulties 

in determining the end of the 

freezing stage and the beginning of the 

tempering stage. With meat, for 

example, about 10% of the water 

content does not appear to freeze 

even at -40 C, and it is generally 

assumed to be too tightly bound to 

protein, while the remaining 90% of 

the water is readily freezable. (126). 

A?-3. STORAGE OF FROZEN FOODS. 

For many years -10 © was specified as the 'safe' 

temperature for storage of frozen foods even though 

it was recognised that the quality of the product 

gradually deteriorated at this temperature. 

During storage with temperatures fluctuating around 

-10 C the size of the ice crystals gradually increases and 

textural damage may occur causing drip on thawing. 

Apart from the textural changes, the loss of water 

caused by drip reduces the weight of the final product
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and reduces the margin of profit to the processer 

(1425). 

With the advent of quick freezing lower storage 

temperatures were advocated. Generally -18 C is 

now recommended although with fish, which have a 

natural low temperature environment, lower storage 

temperatures may be needed since the bacteria they 

support may still reproduce at 48 C. (115). 

Gortner et al (116) stored pork roasts, strawberries, 

beans and peas for 12 months at -17.7 C and -12.2 C. 

Results showed that the quality of the foods stored at 

-17.7 C was definitely superior to that of the foods 

stored at -12.2 C and therefore supported the evidence 

of better quality with storage temperatures of about 

-18 C. 

A?-4. THAWING OF FROZEN FOODSTUFFS. 

Industrial thawing processes must be carried out 

under specified and controlled physical conditions 

otherwise there is a risk of appreciable bacterial 

growth, weight loss and deterioration in appearance (114).
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Thawing takes place in three stages : 

a) Temperature rise to melting point. 

b) Melting. 

ce) Rise in temperature to ambient 

temperature (88 ). 

There is still considerable argument about the 

optimum conditions for thawing although the principle, 

given on commercial frozen food packages, of slow 

thawing for relatively thick articles ( e.g. chickens) 

and no thawing before cooking for small items (e.g. 

peas) is fairly well established. 

The experimental apparatus used for carrying out 

freezing experiments could not be adapted for thawing 

experiments. No comparison between experimental and 

theoretical thawing rates was therefore possible. 

However, for the thawing of water the freezing rate 

formulas, by just inter-changing the position and 

properties of the frozen and unfrozen phases, can in 

theory be used for predicting thawing rates. 

For the thawing of electrolyte solutions study
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of solute migration should be investigated to find 

out how it affects the thawing temperature and hence 

thawing rate. 

b/ The thermal diffusivity of ice is approximately 

nine times, and the conductivity four times, that of 

water. The result of these differences in physical 

properties between ice and water is that the time- 

temperature profiles of freezing and thawing systems, 

under identical system conditions, differ, with 

thawing overall being a slower process. 

The result of the variation in physical properties 

is shown in figure A7?-2. The temperature rise to 

melting point in the thawing process will be faster - 

than the corresponding precooling phase in freezing 

systems since heat is being transferred to the 

coolant via ice instead of water as in freezing systems. 

However, the melting stage and rise in temperature 

to ambient stage in thawing processes take substantially 

longer than the corresponding freezing and tempering 

phases since the heat released at the interface must 

be transferred across a water layer instead of an ice 

layer as in freezing systems. Further references on food 

preservation are given (117-123).
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APPENDIX 8. 

COMPARISON OF EXPERIMENTAL AND 

THEORETICAL RESULTS. 

Table A8~-1 

Table A8-2 

Table A8-3 

Table A8—4 

Units. 

Ice thicknesses : 

Freezing times: 

Heat transfer 
coefficient : 

Freezing points of 1 

Grapefruit juic 

5% Sodium chlor 

Freezing results for 
distilled water. 

Freezing results for 
grapefruit juice. 

Freezing results for 
5% sodium chloride. 

Freezing results for 
10% sodium chloride. 

mm 

s 

W/m Cc 

igquids. 

e -10 

ide -3C 

10% Sodium chloride -6.6C 
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TABLE A8-1 (Continued) 
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Ice 
Thickness | Experimental Theoretical 

Modified Planck | Vasil'ev & Uspenskii 

System conditions Te = -13 TI = 19 H = 56.8 

2 4800 1031 3066 

6 6300 $252 6269 

10 8520 5687 9133 
14. 12120 8335 11878 
20 414760 12706 153522 

System conditions Tc = -10 TI = 23 H = 1700 

2 180 - 164 

5 525 - 537 
8 41100 - 1130 

12 2150 - ee5e 

16 3525 = 3672 

System conditions Te = -10 TI = 18 H = 1700 

2 170 - 744 
6 660 = 643 

10 41480 - 1498 

q4 2640 - 2685 

18 4080 - 4118         
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TABLE A8-2 FREEZING OF GRAPEFRUIT JUICE 

FREEZING TIMES 

Ice 
Thickness | Experimental Theoretical 

Modified Planck | Vasil'ev & Uspenskii 

System conditions Te = -10 TI = 22 H = 900 

2 1020 132 278 

6 1700 630 1027 

10 3000 4440 2209 

44 4350 2561 3746 

20 6840 4826 6365 

System conditions Te = -11 TI = 15 H = 2000 

2 300 4114 201 

6 900 547 786 

10 1740 1249 eat 

44 2880 2222 2953 

20 - 4188 - 

System conditions Te = -10 TI = 16 H = 900 

2 540 128 24 
6 1146 610 923 

10 2088 4595 2001 

414 3300 2477 3428 

16 3960 4233       
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TABLE A8-3 FREEZING OF FIVE PER CENT SODIUM CHLORIDE. 

FREEZING TIMES. 

Ice 
Thickness |Experimental Theoretical 

Modified Planck | Vasil'ev & Uspenskii 

System conditions Te = -13 TI = 3.5 H = 2000 

2 130) 66 96 

6 528 391 486 

10 1100 972 4159 

44 1920 1808 2113 

20 3505 3543 4016 

System conditions Te = -13 TI = 17 H = 2000 

2 189 A 144 

6 700 422 641 

10 1500 1050 1513 
14 2640 1953 2729 

20 5040 3827 4967 

System conditions Tc = -13 TI = 17 H = 900 

2 350 AN? 224 

6 1150 559 854 

10 2400 1277 1850 

14 3550 eee B75 

20 6040 4282 bbe? 

System conditions Te = -15 TI = 18.5 H = 900 

a 260 99 187 

6 930 474 714 

19 1785 1077 1550 

414 2880 1916 2676 

16 3090 < 2995:        
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TABLE A8-4 FREEZING OF TEN PER CENT SODIUM CHLORIDE 

FREEZING TIMES 

  

  

  

  

  

    

See one Experimental Theoretical 

Modified Planck | Vasil'ev & Uspenskii 

System conditions Te = -16 TI = 14 H = 2000 

2 200 76 152 

4 430 224 369 

6 925 44s 687 

8 1080 740 1103 

10 1500 1107 1618 

System conditions Tc = -14 TI = 19 H = 2000 

2 336 98 254 

4 792 291 5A? 

6 1450 578 1007 

8 2354 959 1608 

410 2060 4434 2344 

System conditions Te = -15 TI = 21 H = 900 

2 720 443 338 

4 1295 Set 708 

6 2100 683 1208 

8 2804 41080 1834 

10 3520 1561 2573 

System conditions Te = -10.6 TI = 16.5 H = 2000 

2 882 176 497 

4 2268 522 1083 

6 3780 1045 1974 

8 5400 AAA? 3108 

10 7110 2568 4444       
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DILATOMETER CALIBRATION AND OPERATION OF THE 

APPARATUS FOR ACCURATE MEASUREMENT OF 
  

THE ICE THICKNESS. 

A9-1.  DILATOMETER CALIBRATION. 

The bore of the dilatometer tube was measured to 

be 4.28 mm. From this measurement a graph of tube 

volume against length of tube was drawn (Graph A9-1). 

Since the volume difference obtained from the 

phase change depends on the difference in densities of 

the two phases independent density determinationsusing 

specific gravity bottles,were performed to obtain 

densities of all freezing solutions in both the frozen 

and unfrozen state. The results, with values from 

Perry (125) are given in table A9-1. 

The thickness of ice, X, calculated from the 

dilatometer rise (AA ) and the liquid and solid densities 

> and, ) by the expression : 

K- Re A ee 
Rve 02-0) (A9-1)
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where Rv = radius of freezing chamber 

Rt i radius of dilatometer tube. 

329 

was compared with the visual measurement of the frozen 

layer using the travelling telescope. 

  

  

  

TABLE A9-1 DENSITIES (Kg/m?) 

Experimental Results Literature 

liquid frozen Densities 

SOLUTION (15 ¢ to 20 C) (-10 C to 15 C)] Liquid (20 Cc) 

Distilled 
Water. 997 906 997 

5% NaCl 1037 977 1036 

10% Nacl 1073 1037 1073 

Grape- 
fruit 
Juice 1035 975 7       
  

The continuous lines on graph A9-2 represent, 

for distilled water, theoretical relationships between 

thickness of ice and increase in length of fluid in the 

dilatometer tube for assumed ice densities of 900, 920, 

940 and 960 Kg/m?. 
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Graph A9-2 Comparison of height of distilled water 

  

in dilatometer tubezwith varying theoretical 
ice densities (kg/m~) ana experimental 
visual observations, 

800 

    

        

     

experimental 
line 

600 

neight of water in 
dilatometer tube (mm) 

(4) 

400 

JE thickness of ice (mm) 

  16 20 36 

(x)
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The dotted line on graph A9-2 represents the 

best fit straight line through the experimental points 

obtained from measuring ice thicknesses by the 

travelling telescope under experimental conditions. 

The dotted experimental line lies between the theoretical 

densities of 900 and 920 Ke/m? and agrees closely with 

the independent ice density determination of 906 Ke/m? 

(see table A9-1). From the slope of the dotted line the 

‘dilatometer scale factor',Z\ /X, was calculated. The 

dilatometer scale factor related the increase in liquid 

tube height to frozen layer thickness. The frozen 

thickness was equal to the change in height of the 

liquid in the dilatometer tube divided by the dilatometer 

scale Gacsceh Similar calibrations were carried out 

for all the. liquids frozen and the dilatometer scale 

factors are given in table A9-2. 

Todetermine whether the dilatometer scale factors 

changed according to the density change (P2-A1) the 

experimental dilatometer scale factors were compared 

with the theoretical scale factors calculated by the 

following procedure 

In the freezing vessel : 

Mass of ice in thickness X = X RYO, (A9-2)



Mass of ice 
in thickness 

Mass of liquid 
in thickness X 

= XTT Rvp, 

Therefore mass 

displaced by 
change of phase 

Volume of 
displaced mass 

" 

= X17 Rv po 

XT Rv? (P2-/1) 
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(A9-2) 

(A9-3) 

(A9-4) 

X77 Rv (@2-@1) = v =TARtP 

(A9-5) can be rewritten as : 

Ant? , 
Re 

(A9-5) 

(ae 
P21 (A9-1) 

The displaced volume of liquid increased the liquid 

height in the dilatometer tube. The increase in height 

in the dilatometer tube was obtained directly from 

graph A9-1 or by the expression ae v 

  

  

  

Sees from (A9-5) 
TT Rt 

TABLE A9-2 

Experimenta 1 Theoretical 
Dilatometer (2-1) Dilatometer 

SOLUTION Scale Factor Ce Scale Factor 

Water 23.6 -0913 23.3 

5% Nacl Giles) -0578 414.6 

10% NaCl 8.0 03355 8.5 

Grapefruit 
Juice ABST -0580 ABiee          



a22 

Table A9-2 compares the theoretical and 

experimental dilatometer scale factors and shows close 

agreement between the results for all the liquids, 

therefore, the dilatometer scale factors can be said to 

have changed according to the density change (62-1). 

The slight variation in the results (up to 6%) between 

the theoretical and experimental dilatometer scale 

factors was probably due to the experimental ice 

densities determined by the specific gravity bottle 

experiments, which were used in the theoretical 

dilatometer scale factor determination, being slightly 

different to the ice densities formed in the freezing 

vessel. 

A9-2 OPERATION OF THE APPARATUS FOR ACCURATE MEASUREMENT 

OF THE ICE THICKNESS. 

A9-2.1 Temperature control. 

Maintaining the coolant at _a_constant temperature. 

A controlled variable of the freezing experiments 

was the coolant temperature. This temperature was 

regulated by the three cooling units, the heater, contact 

thermometer and relay switch to an accuracy of + 0.2 C.
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Temperature recording and calibration of thermocouples. 

The copper-constantin thermocouples used in all 

experiments were calibrated over the range of 

experimental temperatures to an accuracy of 0.05 Cis 

The Honeywell temperature recorder, with a twelve point 

92 second cycle, was used to record the thermocouple 

temperatures. 

A9-2.2 Precautions to ensure good contact between 

heat transfer discs and freezing vessel. 

To ensure reproducible results in the freezing 

experiments, and in the heat transfer coefficient 

measurements, it was essential to bring the heat 

transfer disc into consistently good thermal contact 

with the freezing vessel or aluminium test bar. 

As mentioned (pp 40,41) the contact surfaces of 

the heat transfer discs and freezing chamber were machine 

smoothed to help achieve good contact. In all 

experiments a thin layer of oil was smeared over the 

disc and a rotating motion, turning the freezing vessel 

over the disc which was firmly held, produced a satisfactory 

contact.
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A9-2.3 Experimental conftrmation of uniform heat flow 

Uniform heat flow through the heat transfer discs 

was essential for providing an even temperature driving 

force and hence conditions for even ice formation. 

(With the dilatometer method of measuring ice thickness 

error due to uneven ice formation would be undetected). 

A second copper heat transfer disc with three 

axial thermocouple holes drilled into it was used to 

determine uniform heat flow through the disc. As can be 

seen from figure A9-1 the thermocouple holes reached 

different depths into the copper disc. By rotating the 

copper disc (by use of the four screws, figure A9-1) by 

90degrees the thermocouples recorded their temperatures 

at different positions relative to the inlet and outlet 

pipes of the coolant. This process of rotation by 90 

degrees was carried out three times. In all cases the 

same temperatures were recorded in the copper disc thus 

providing conditions for even ice formation.



Figure A9-1 

Thermocouples in Copper Disc     
screw hole 

A =' 25.4mm 

B = 538.1mm 

C = 12.7mm 

336 

 



337 
APPENDIX 10, 

APPENDIX 10=1. 

DATA FOR PRODUCING EXPERIMENTAL AND VASTIL'EV AND 

USPENSKII RESULTS INTO SIMPLE CORRELATION. 

  

  

  

  

  

  

    

TABLE A10-1 FREEZING OF DISTILLED WATER. 

Thickness Vasil'ev & FREEZING TIMES (S) 
of ice Uspenskii. 
(mm) Experimental (Experimental)? 

SET 1 H = 2000 W/m°C TI = 20¢ Te = =15 6 
2 88 150 12.2 

6 405 480 2129 

10 961 1030 S241 

44 eon 4950 41.8 

20 5299 

SET 2 H=2000 W/m-C 1 = 200 To = -10 C 

2 4144 182 Ne. Ss 

6 639 680 26.1 

410 1507 1495 es 
14 2719 2570 50.7 
20 4949 

SET 3 H=2000 w/meo Ries, 5.5 C Te = -10 © 

2 89 120 AVeO) 

6 457 480 21.9 

10 1088 1115 33.4 
414 1980 2020 4A D 

20 3787 3750 61.2 

SET 4 H=2000 W/m-C PY S225 Te = -10 C 

2 161 e15 14.7 

6 705 850 29.2 

10 1655 1800 42.4 

44 2967 3050 55.2 

20 529s         
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Thickness | Vasil'ev & FREEZING TIMES (S) 
of ice Uspenskii. 
(mm) Experimental (Experimental)? 

SET 5 H=1700 W/m-C TI = 206 @o =-15 ¢ 
2 164 480 43.4 
5 537 525 22.9 
8 41130 1100 33.2 

42 2252 2150 46.4 
16 3672 3525 59.4 

SET 6 H=1700 W/m°C TI = 186 Te =~10 6 
2 4a 170 13.0 
6 643 660 25.7 

10 4498 4480 38.5 
a4 2685 2640 51.4 
18 4118 4080 63.9 

SET 7 H= 900 W/mec TI = 200 Te = -156 
2 138 245 15.9 
6 538 730 27.0 

10 1174. 1500 38.7 
44 2041 2425 49.2 
20 3683 4150 64.4 

SE? 8 H= 900 W/meC I = 206 Te = -10 6 
2 254 57D 19.4 

6 851 4180 3 4 
10 1843 2250 47.4 
44 3163 3500 59.2 

SET 9 H =56.8 W/m-C TI = 190 Te = -13 0 
2 3066 4800 69.3 
6 6269 6300 79.4 

10 9143 8520 92.3 

44 11878 12120 11064 

20 45322 14760 12165          
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