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Summary 

On-line computer control of Numerically Controlled (NC) machine 

tools and associated peripheral equipment such as the large electro- 

graph plotter is considered with a view to the problems of interfacing. 

The system interface connects the Benson-Lehner plotter to the mini- 

computer in a behind-the-tape-reader (BTR) mode. 

A simulation of the actual signals fram the bus-bar of the mini- 

computer is built so that it will be a relatively simple job to make 

the final connection. Also the transmission link between the computer 

and the plotting system requires high reliability of data transmission. 

The signals at the BTR unit and computer interface are of serial form 

but in order to link the units over a distance it is necessary to inter- 

pose some form of transmission system. The transmission lines have been 

built using twisted pairs with an overall screen to minimise inductive 

and capacitive coupling. The transmitter unit accepts characters in a 

parallel form and transmits them in serial form with the appended 

control and error detecting bits. 

The system is capable of transmitting digital data at various rates 

dependent upon the demands of the peripheral unit under control.
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CHAPTER I 

Introduction 

In the Production Engineering Department of the University of 

Aston are several NC tools and a plotting table which are to be incorp- 

orated in a Direct Numerical Control (DNC) manufacturing system. In 

1973 a decision was made to purchase a Data General Limited Nova Mini- 

computer in order to update an existing vertical milling machine and 

also to facilitate DNC and adaptive control of machine tools. Work 

previously has been carried out on an Adaptive Control Constraint (ACC) 

system. The machine chosen for retrofitting was a 24D Starrag vertical 

milling machine fitted with an Olivetti CNZ system which incorporated 

a Tally tape reader, using E.I.A. tape format. This machine was used 

for the manufacture of prototype components, many of which were of comp- 

licated design. Also existing in the Department was a Benson-Lehner 

electroplotter; this plotter was originally used to check the tapes in- 

putted to the NC machine tools. 

It was therefore decided to include the electroplotter in the DNC 

manufacturing system using a behind-the-tape configuration. The 

plotting system is depicted in Figure 1. 

The Simulation 

Figure 1 shows the complete configuration of the designed interface. 

Examination of the construction of electronic circuits and the similation 

of the entire system is performed by this interface. 

Board of simulated switches from computer 

This board consists of 21 two-position biased changeover switches, 

The plus position corresponds to the unit logical 'one' and the minus
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1.1.4 
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position to the logical 'zero'. Seven of these are data switches in 

accordance with ASCC1 code used by minicomputer Data General Nova 1220 

and six switches corresponding to decimal 36 are used to address the 

electro-plotter. Eight other switches are available for functions such 

as Datoa, Datio, Clear, etc., so that when final connection is made to 

the minicomputer, these lines are available on the bus bar. 

External Bus cable Terminator Board 

Following the instructions of General Data Ltd,all data signals fran 

the bus bar are connected to this terminator. Suitable resistors are 

used at the board to ensure matching impedance, hence minimising noise 

level during transmission of the signals. The outputs of this board are 

connected to the general interface board in parallel. 

Memory Board 

Figure 2 shows the memory board which is connected in parallel bet- 

ween the external bus cable terminator and the general interface boards. 

The data frame bus comes into the read/write access memory consisting 

of 256 address locations with word lengths of eight bits. The switch 

S} serves to reset all the circuits. The switch 8, sets the contents 

of program into the addresses of the memory, starting always from the 

first address. A counter with maximum counts of 256 indicates the number 

of addresses used at anytime. 

General Interface Board 

This board of interface is built to 

(a) Select device, in this case the electroplotter. 

(b) Generate a specific time to control some particular function. 

(c) Give decision for 'DONE'’ and 'BUSY'. 

(d) Receive data which set in motion the electroplotter. 

A display unit consisting of eight emitting diodes is connected to
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the output of this board, the board indicating the entering of data into 

the memory and into the transmitter. 

The transmitter 

The transmitter, through the shift register, accepts characters 

from the memory board in parallel form and transmits them in serial form 

with appended control and error detecting bits. 

The speed of transmission is determined by frequency of the signal 

generated within the master oscillator. A clutch circuit is employed at 

the transmitter, whose voltage effectuates the start and stop of trans- 

mitted message. Depending upon the speed required, twisted-pair or 

coaxial cable may be used in the transmission lines. 

The Receiver 

The serial to parallel receiver takes the characters required for 

programming the electroplotter in binary form, fram the transmitter, 

verifies the information and outputs, in parallel form to the Encoder. 

This hardware encoder converts the ADCII code into the Elliott803 format 

that is required for movement of the electroplotter. 

In the receiver are sdelay circuit, clutch circuit and output amp- 

lifier. The delay circuit ensures exact delay timing between the data 

and sprocket pulses. The clutch circuit changes the output voltage bet- 

ween zero and plus five volts, this effectuating the start and stop of 

the receiver signals. The clutch signal also synchronises the reading-in 

of the block data (X and Y words) as required by the plotter. ‘The out- 

put amplifier emits six volts, this voltage being required at input to 

the plotter. Five data lines and one sprocket signal go from this amp- 

lifier in parallel, to the behind-the-tape-reader and finally to the 

existing buffer of the electroplotter.
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CHAPTER IT 

Review of relevant literature 

Research into the Computer control and interfacing has been approached 

by many authors starting explicitly in 1967 and making a sharp slope 

in these last years. 

American researchers have been very active in this field and many 

Papers with different ideas and suggestions have been put forward. 

We made comparisons with other leading countries in this field, for 

example, U.S.A., Japan and West Germany, but we could not find that they 

more advanced than Great Britain in the theory of computer control and 

interfacing; We were not able however, to compare the numbers of people 

practically employed in this field. 

» A wide range of actual references have been collected but only a 

limited number have been used. 

Digital computer interface design is of vital and increasing import- 

ance in simlation, control, instrumentation, and data processing "), 
The article report reviews the important techniques for transferring data 

and control signals between digital camputers and the outside world and 

discusses device selection and control for a party line I/O bus, device 

control, sensing, interrupts and automatic data channels with direct 

memory access. 

It describes special interfaces for random - process measurements, 

and interface employing an intermediate digital processor are discussed. : 

This paper gives some practical solutions about the interface, and 

some parts information about interface for random process is advanced. 

Kinter (2) discusses the two most common interfacing methods and
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how they work. Viewed functionally, control - camputer interfaces fall 

into two classifications : single-word transfers under computer program 

control and,the second one, direct memory block transfers primarily 

under external control. 

The first type requires the least amount of hardware, and gives 

the lowest transfer rate; the second requires more circuits but gives 

a high transfer rate. 

Spur and wentz 3) report how and where a small high-speed real-time 

electronic computer is used. The systems for direct numerical control 

(DNC) include usually a mini computer communicating directly with the NC 

machine to be controlled by means of a dispatcher. 

Software and hardware are in modular structure to control units up 

to six machine tools of varied manufacture and type. 

In 1972 such systems have been presented in the USA, Japan and 

Western Europe and should be installed in such factories where many NC 

machine tools are to be controlled. 

The connection to the control unit can be behind the tape-reading~ 

device or at the corresponding registers and memories. In this paper 

there are very advantageous ideas but they fail to give evident examples 

of the manufacturing pieces which can or. which have been done. The paper 

in that sense is not practical. 

The last level of camputer involvement, CAM (Computer Aided Manu- 

facturing), is still to be demonstrated, and potential applications are 

still subject to speculation. The bottleneck in manufacturing is the 

lack of suitable software, particularly with regard to the human inter- 

facer problem. The next three to five years will require a major rational- 

-level goal-orientated effort in software development and sensing tech-
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niques. As the software picture becomes organised, the manufacturing 

plants will rapidly come around to true CAM systems. The exact path 

is not clear at present. : 

In the last years in Great Britain considerable effort has been 

made in this field, mainly in the Universities. 

Wightman ) gives a lot of interesting facts from the experience. 

He discusses the problem of the real time which arises because the 

computer is a serial device and suggests, if a designer is faced with 

this time constrain, he can remove some of the system logic from soft- 

ware, apply it to hardware, and interface this hardware to the camputer 

through the computer's input/output section. 

This procedure permits the hardware to aid the computer by performing 

some of the calculations or logic for it, while the computer is doing 

other calculations. 

The real design dilemma is in making this hardware/software trade- 

off, so that the computer receives maximum utilisation and a minimum of 

hardware is added to the system. This design provides the maximm 

possible flexibility at minimm cost. 

In the following, the advantages will be reviewed which result from 

the design of a control system of the type shown in figure 3. 

The computer control system can reduce the complexity of the machine 

tool system. For example, the computer can calculate to compensate for 

minor machine misalignments. 

Machine tool users can make changes from one size of machine to 

another, and fram the control of two, three or four axes relative to a 

particular machine (assuming the appropriate servo interface is incorp- 

orated) by reading in the program tape designed for the particular machine. 

The computer may, with a suitable data input and display, be capable
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of indicating far more detailed error information in the event of 

program errors or machine failure than conventional control systems. 

This means the computer can be programmed to provide a "watchdog" 

function, which ensures that programs are carried out with calculated 

frequency and that each of the individual programs is running correctly. 

The machine - control system utilising a mini camputer should be 

much less prone to obsolescence than a hard-wired control system, because 

the control - system character can be ‘changed and features added as they 

become available. With a hard-wired control system this procedure is 

not econamically practicable because in most cases it would require the 

control system to be returned to the manufacturer for rebuilding. 

(6) The same author concludes, computer numerical control is more 

versatile and cheaper than wired control systens. andreiv '7) consia- 

ered that the problems encountered in applying a mini-camputer to cmtrol 

of a limited production process is the high cost associated with the 

system integration effort and system software. The author states the 

fact that the necessary hardware is available fram many computer manu- 

factures, however, the users must spend many engineering hours customising 

interfaces, intergrating, and checking out the system. Secondly, they 

must know adequate languages or hire a programmer. In this case the 

cost of the software is normally equal to or scmetimes, higher than 

that of the hardware itself, thus doubling the cost of the system. 

In my opinion that problem still remains in 1975. The author writes 

about industrial interface which meets two criteria, interfacing flex- 

ibility operating reliability in "noisy environments". 

The last criteria has been very useful during the planning of our 

particular interface. 

(8) Crossley and Lewis give short reviews of the techniques used by
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the firm Plessey without any details about the transmission of data for 

long distances the adjustment and timing behind the tape reader unit 

and data distribution. : 

The main ideas under subtitle are, transmission link, EIA standard 

behind-the-tape-reader unit, Plessey behind-the-tape-reader unit, the 

method of referencing part programme, DNC Computer configuration, size 

of data buffers, and Data Distribution, which are quite new and useful. 

A behind-the-tape-reader (BTR) een is a DNC system in which the 

conventional hard-wired controllers and the tape readers at each machine 

tool are retained. A camputer is executing data transfer to several 

machines in parallel with their tape reader input. A BIR system is 

shown in Fig. 4. 

Deam has called this system a 'maximum flexibility’. With this 

ability to connect many different types of machine by various manufac- 

tureres through standardised interfaces, and, at the same time, allow 

independent operation of any machine tools, a maximum degree of flex- 

ibility is obtained. 

Under the subtitle, "a critical look at computer control and the 

practical somranise"< cha necessary programming, the size of the memory 

available and the speed of operation of the computer have all been 

looked at in detail by considering a milling machine cutting at a speed 

of 100 in/min with interpolation for every 0.0001 in. of movement. Only 

60 micro-seconds will be available for each calculation and since a mini- 

computer may have between two and five micro-seconds for an addition 

and between eight and 20 micro-seconds for a multiplication, little time 

will be left for the performance of other procedures. 

Even in systems where a larger camputer is used on a time-sharing 

basis the data handling rates are likely to be critical.
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The most powerful arguments in favour of computer control rely upon 

the flexibility that it can offer. But, as outlined previously, full 

advantage can be gained only from this flexibility if the programming 

difficulties can be overcame. 

The paper (10) gives how computer application in the field of 

production technology can be broken down; control functions, planning, 

optimisation routines, analysis routines, simulation, design automation 

and operations research. 

Under the subtitle, 'Control functions’ we look at the use of the 

computer in the work of the production control department which can ensure 

flexibility and economy. In addition, the computer can analyse the inform 

ation and modify and amend the details of manufacturing orders. 

To take a simplified example in Planning Applications any project 

which cannot be arranged as a straight flow line, (i.e., one process 

proceeding directly to another), management has the problem of working 

out the correct sequence of activities. The modern way of doing this 

is by critical path analysis. 

The computer cannot help here. Optimisation routing, linear prog- 

ramming simplex, linear programming transportation and assignment 

programming are designed to assist optimisation of resources utilisation, 

on profits. 

The computer utilising an appropriate program will then be able to 

specify the mix that will maximise profit and indicate the resources and 

other factors involved. 

The same paper has briefly given a revised display of facts 'why' 

and 'where' it is useful to use camputers in Production Technology and 

Management. 

The Machine Tool Industry Research Association (MTIRA) in this
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country has developed its own CNC system incorporating a number of 

novel features. This system uses mini computer to perform the decoding, 

arithmetic, logic and control functions. It forms a basis of a general 

purpose CNC system for up to 6 axes on any common type of machine tool. 

The fig.5 shows a block diagram of the system indicating the flow 

information between components. The mini computer cammmicates with 

most other parts of the system via specially developed general purpose 

interface. ; 

The interface is able to pass information to a number of 'write only' 

registers, each holding one word, and to receive information fram a 

number of 'read only' registers. 

The interface can put out up to 256 bits of information to control 

the machine tool and receive the Earerencett of information back. The 

interface information is still in binary at the computer voltage level, 

(typically O to 5V), and it has to be converted to operate particular 

devices. Conversation is carried out in the block labelled 'peripheral 

electronics'. The MIIRA system is independent of the machine tool and 

of the types of control equipment. Another feasibility study carried 

out at Cranfield uses three CNC systems which have been successfully 

developed for line notion, positioning and continuous path. The live 

motion control project was started in 1968. The system had the minimum 

hardware interface required by the time four phase stepping motors used. 

This consisted of a two bit reversible shift register and four amplifiers. 

Every time an increment movement is required, an output from the computer 

to the interface is necessary. To simplify matters a separate bit is 

used for each direction on each motor. 

A co-ordinate positioning control project began in 1969, based on 

a Digico Micro 16 computer and electrohydraulic pulse motor. This system
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was designed for a relatively low resolution 0.001 in, with high 

positioning speed up to 480 ins/min coupled with high torque and accel- 

aration. The values used were based on the findings of a technical 

survey into the requirements of British Industry, carried out by a post- 

graduate project group. 

The system utilised a camputer/machine interface to translate sig- 

nals into a form capable of driving the actuatores. 

A continuous path control was initiated in 1970 which involved the 

use of the same milling machine fitted with pulse motors on two axes, 

with provision for fitting a third axis at a later date. The block 

diagrams is shown in fig. 6. 

The milling machine is in fact fitted with a dual interface so 

that it may receive single incremental commands for continuous path 

milling, or alternatively, commands for larger movements. Manual commands 

Operate directly on the interface because no extra hardware is needed, 

but in an engineering system it may be better to go via the computer. 

Conclusions 

In the conclusion of this chapter it must be said that the literature 

on this topic suffers fran one major short coming. A great deal of work 

has been done on the theoretical aspects of this work but rarely could 

the practical solution of the problem be found in the literature. 

In most of the papers on this topic, the authors have given the gen- 

eral idea with the description of the problems in connection with using 

the minicomputer with the aim of process control. 

As far as the theoretical aspect of the subject is concerned the 

possibilities are very interesting and lucrative. Nevertheless as far 

as the practical aspect of the problem is concerned, the authors have not
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taken the solution to cover a conplete design of an interface between 

a mini-computer and the machine. ‘The reason for this may be due to 

the restrictions imposed by the manufacturers.
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CHAPTER IIT 

Introduction 

The information and data processing abilities of present-day 

general purpose computers are very significant and impressive, and it 

is customary to assign to them a variety of-duties which may have 

nothing to do with the plant being controlled. The most important types 

of computers are process control computers, a1) which simultaneously 

do all the computational tasks needed in industry, ranging from the pay- 

roll to optimum control of a particular process. Actually, optimum use 

of a computer only occurs when its computational ability is being taxed 

to the limit. 

In theory, control computers can handle optimisation problems but, 

of the static and dynamic variety in the latter we must require, how- 

ever, that the dynamics of the process does not outrun the computer. 

In practice, computer control of static processes is dominating 

the field. A computer can be used directly in the control loop, i.e., 

on-line computer control, or it may be used off-line, in which case it 

serves as an adviser to the advisor. 

In figures 7 & 8 are shown two extreme cases; in between one has 

a whole spectrum of variations. 

The off-line computer is a convenient arrangement when the process 

changes take place slowly, as in chemical processes. 

The on-line variety of computer control is employed when the 

process of surveying must be or should be performed on a more or less 

continuous basis. The on-line computer is, as a rule, less available 

for time-sharing for other tasks. Because of this 'special purpose
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computers' are often designed which will do one job only - say for 

instance - controlling the process. 

Computer involvement in Numerical Control of Machine Tools 

The rapid developments in electronics and widespread use of 

small computers has led to considerable reduction in their price, 

Figure 9, coupled with increased capability and operational reliability. 

For this reason and increased versatility, the decision has been made 

by some manufacturers to replace the NC controllers by mini computers 

whose software can then be adopted to match the particular control 

functions of the machine tool. 

Numerically controlled machines constitute a class of automated 

machines which do not rely on orthodox mechanical methods for sequencing 

and positioning operations, but depend on more versatile and sophistic- 

ated means for programming machine functions and positioning tool slides, 

The worlds first NC machine tool was made at the Massachusetts Instit- 

ute of Technology in 1952, and during the early 1950's work also started 

on the automation of machine tools in Gt.Britain, notably on a routing 

machine for the aircraft industry 2) . 

Machine Tool Control 

The problem of controlling a machine tool can be roughly divided 

into two areas:- 

1) Sequencing machine tool functions such as spindle drive, speed 

selection, coolant and tool considerations. 

2) Control of cutting rate and tool positioning. 

The accuracy of the machined parts produced will depend upon the 

accuracy of the template, which controls the tool position via a servo-
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system, and upon the accuracy of the initial tool setting relative to 

the workpiece. Thus such machines although basically simple to control 

and therefore, relatively cheap to purchase, require a longer time to 

set-up than the more sophisticated numerically controlled machines in 

which punched cards and magnetic tape provide the sequencing and posit- 

ioning demands, and servo-systems position the tools to the required 

accuracy. 

As a result, numerically controlled machines are generally consid- 

ered more suitable for single and small batch size production. 

Brief review of N.C. machine tools. 

Figure 10 shows a camparison of NC machine tool production in 

four countries during the last decade. It shows that the daminance of 

the American sector has been lessened during the last five years. Brit- 

ish industry, due no doubt to economic recessions, has been virtually 

static. The European NC industry, notably West Germany (especially in 

the field of turning machines) has been expanding rapidly. The Japanese 

have been by far the most active in recent years and the development of 

NC or group control systems for machine tools have been rigorously 

pursued by among others, Fujitsu Fanuc Ltd. They appear to have over- 

taken the Americans and West Germany in numerical terms and also forward 

planning in autamisation of the machining process. 

The Computer in Numerically Controlled Machine Tool Systems 

Technology is now advancing so rapidly that technical products are 

becoming obsolete at an ever increasing rate. In order to meet this fast 

changing demand, in addition to providing the expansion capability 

necessary to face the challenge of campetition, the small series or batch
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production firms, in particular, will need to give serious consider- 

ation to future production methods. Conventional NC goes some way 

to solving these problems, but, greater flexibility and increased 

sophistication of control can only be achieved by the incorporation of 

the computer into the machine tool control system. 

The purpose of a computer in NC system is to carry out same or all 

of the control functions performed by hardware in a conventional NC 

system and to offer additional benefits. The basic hardware of the 

machine tool has a life of some 10 or 20 years, whereas the typical 

control system life is 3 to 5 years, both in terms of obsolescence, 

and component life. 

It is therefore advantageous to consider the implications of 

replacing the standard control by same form of computer control. 

The Execution of control functions 

Control functions can be executed by programmes residing in the 

computer memory. The programmes are referred to as "software", and the 

system called "soft-wired" NC, can be implemented’ at various levels, 

depending upon the degree of system control required. 

There are two broad functions that make up the NC process: 

a) The control function: - Conversion of the coded instructions into 

the required machine movements and actions. 

b) The supporting: - conversation of the part drawing and the processing 

and tooling technologies into a set of coded instructions. 

The control function can do special purpose logic circuits, by a 

programme in a general purpose computer which is suitably interfaced 

with the machine tool, are by Hibrid. Cambination of special purpose 

logic circuits and a general purpose computer is shown in Figure 11.
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Computer Numerical Control. (C.N.C.) 

This is an NC system in which a dedicated stored programmed mini- 

computer is used to perform some or all of the basic NC functions. 

This system is used for a simple machine tool (or a number of machine 

tools if the total number of controlled axes is peat) in accordance 

with control programmes stored in the read-write memory of the computer. 

It is shown in Figure 12. 

The control and operating programmes are read into the camputer 

via the tape readers and held in the memory store. 

The areas programme is the logic of the control system which 

defines the futures of the control, whereas the NC programme is the set 

of cycle instructions which define the movements of the machines. When 

a.NC programme is read in, the data is processed according to the logic 

of the control programme and digital signals are provided at the out- 

put. Since many of the machines serve drives will only respond to 

analogue signals, it is necessary to interpose a digital to analogue 

converter. 

The Role of ‘Hardware’ 

The number of control functions that can be handled within the 

mini-computer is dependent upon storage and speed limitations and it 

may be necessary to leave same of the functions in hardware. In the 

hardware/software trade off, a rule is to use 'wiring' for repetitive 

operations which consume considerable camputer time, e.g., slide inter- 

polation. For smooth slide movements data would have to be supplied mee 

DRO ar sec nts hele neencolaitoneiaidens bymired tiaaia meee 

computer would not need to supply data to this logic more than every 

50msec,
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A solution to this problem of storage and processing speed is the 

use of micro-programmes. This takes the form of a read-only integrated 

circuit board on which is stored instructional routines. The advantage 

of micro-programming is the read line which can be as low as 0.2 msecs 

(micro secs). This is more than five times faster than the read time 

for a magnetic core storage memory. 

Since these micro-progranmes can only be changed by altering the 

circuit board, which is less convenient than software changes, it has 

been referred to as "hirdwared". 

C.N.C. offers considerable flexibility since it is much easier, 

quicker and cheaper to modify software than the hardware of a conven- 

tional N.C. system. For example, changes from one type or size of 

machine tool to another can be affected by reading in a new programme 

tape. Also by means of a new control programme tape, the features of 

the control system can be expanded or modified to take advantage of 

advances in technology. This provides a buffer against obsolescence in 

a way that conventional hard wired systems cannot. 

On-line Process control by digital computers. 
  

Process control through digital camputer offers many advantages 

over conventional analogue methods. Realization in the computer equip- 

ment, coupled with a system design based on a clear recognition and under- 

standing of the requirements of camputer control. 

Figure 13 shows the items of equipment which make a typical control 

system are: 

(a) Control computer (mini-camputer) with core store, and, for larger 

systems, discs store. 

(b) Cabling system, to bring the necessary plant measurement signals
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to the camputer, and to route (to start) to the process actuators 

the control signals generated by the computer system. 

(c) Input devices to process the incoming plant signals and route them 

into the computer at the right time and in the right sequence. 

(a) Output equipments, to convert the digital output of the computer 

into a set of signals to control particular plant. 

(e) Programme's facilities,computer monitor panel, paper tape reader, 

printer, process control panels. 

The operation of the control system is defined by the computer 

programme, which consists basically of a series of instructions punched 

onto paper tape reader and loaded into the computer through its paper 

tape reader on punch on the printer and loaded directly into the camputer. 

The computer obeys programs held in its core store; in larger 

systems a number of programs can be held on disc loading store, and trans- 

ferred to the core store when required for use. 

Advantages of computer control. 

Computer control offers several important advantages over control 

by conventional analogue methods. The first is the economic benefit 

obtained by running the process more profitably. The second is the 

flexibility of the computer and in particular its adaptability to 

change. The third lies in the facilities provided by a computer system 

for general use on live calculations. 

Improved Control 

The plant performance and therefore profitability is improved by 

minimizing the effect of unwanted disturbances on the process, that is 

by improved control. Computer control is a major advance in this respect.
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The very future of a computer cotrol system is that the control 

calculations are carried out by program, so that is not constrained by 

the hardware limitations present in analogue systems. Advanced control 

functions can therefore be implemented without difficulty, whenever 

they are needed to improve the quality of control. Operations such as 

pure time delays, non-linear gains and feed-forward functions are readily 

available. 

Flexibilities 

the control procedure of a computer control system is defined by 

data held in the computer core store. Modifications to these proced- 

ures only involve changes in the stored infommation. 

The system can therefore, be changed without difficulty, for example, 

to take advantage of improved knowledge of process behaviour. 

Standard control software enables the process engineer to make such 

changes by keying the simple messages through a standard keyboard; the é 

computer does not have to be re-programmed, and the changes can be 

implemented on-line. 

Easy way to change one size of machine to another 

Machine tool users benefit from a general-purpose control system 

which may be interconnected to any one of a number of different machines, 

change-over is made of operations being obtained by priming item with 

a special executive tape. Thus, changes from one size of machine to 

another, and from the control of two, three or four axes relative toa 

particular machine assuming that an appropriate serve interface is incorp- 

orated - may be made by reading in the program tape designed for the
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On-line Computing Facility 

The computing facility of computer control enables it to carry out 

operations in addition to those directly concerned with control or 

optimization. For instance alarm monitoring and data logging, are of 

general application and are therefore included as part of software. 

Others, such as performance calculations, are programmed specifically 

for individual processes, and programming aids, such as higher level 

languages are provided to facilitate this work. 

Optimization 

A further contribution to process profitability may be achieved by 

the use of optimizing techniques. The plant measurements used for 

control can also be used for an optimization program to determine the 

optimum process operating conditions, taking into account economic 

considerations such as market demands. An optimization program max- 

imizes a process ‘performance index', which may be a technical index 

as yield or throughput, but is more usually an economic factor such as 

profit or return on investment. 

The optimization program calculates the values to which the 

controlled variables of the process should be held in order to give 

optimum performance in the presence of disturbances, such as feed stock 

variations or market demands and the cost of labour and utilities. 

The optimization procedure usually uses a model of the process, say 

a set of equations representing its behaviour, with hill-climbing on 

linear programming techniques to achieve the optimum solutions. 

In a hill-climbing system a series of values of the controlled 

variables is tried out on the model, Figure 14, successive values being 

chosen by a pre-defined strategy to increase the performance index until 

a maximm is reached. The values which lead to this maximum on the model
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are then used on the process itself. 

With linear programming techniques the process behaviour is 

expressed as a series of linear equations which allow a direct cal- 

culation of the optimm values of the controlled variables, 

On the other side, the efficiency of optimizing techniques depends 

on the number of variables involved. If the number of variables is 

too great then the hill-climbing process may not converge, while if 

linear programs are used solution tines may became excessive. The 

number of variables can however be minimized by improved knowledge of 

plant behaviour and improved control system design. 

Short Conclusion 

To summarise, a computer control technique will provide all 

functions offered by a conventional hard-wired system plus a number of 

important operating advantages. It enables control systems to be made 

more versatile and used on more than one type of machine with a con- 

s@quent reduction in cost, because standardization of equipment 

reduces the engineering work required in the case of the custom-built 

equipment. Such system has a potentially greater project life than an 

equivalent hard-wired system, as it can not only be updated with new 

technology, but can also be stretched and adapted for more camplex and 

ambitious automated systems, as required.
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CHAPTER IV 

Introduction 

The connection of a peripheral device such as a N.C. machine tool 

to a mini-computer directly via bus transmission is possible if the 

distance is short, according to suggestions of the manufacturers. 

Data-General Ltd, gave only 50 feet distance between 

the computer and the controlled machine, but in this case the N.C. plotter 

is more than 150 feet away from the computer. In the first case of 

short distance, one can connect directly to the machine at the bus 

in parallel using twisted pair wires, regardless of noise, interference 

and reflection. 

In the second case, a long transmission line, one needs to convert 

the parallel data to serial form. 

The modes of operation of digital systems 

There are two common modes of operation of digital systems, 

namely parallel and serial. In the parallel mode, each bit that is 

needed to represent the information occurs on a separate wire simultan- 

eously together with other bits on the other wires. In the serial mode, 

the pulses are serially, one after another, and the information trans- 

ferred by this pulse sequence can be transmitted from one place to 

another over a single camunication link. In the simplest case, one 

data wire and one ground wire. Figure 15 shows the serial presentation 

of a Binary number of 101010.
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The basic circuit of serial to parallel transmission. 

The circuit shown in Figure l6a transforms a parallel bit code 

into a serial code. In the circuit there are four inputs, 20202 

parallel data and one output. This circuit is composed of one two bit 

counter, and one two bit selector. Parallel information is continually 

available at the input. The clock will set infomation the 'two bit 

counter' through the states O, 1, 2, 3. As a result, the counter will 

select the gates 0, 1, 2, 3. Asa Pasti first bit O will be sampled 

and will appear as a pulse or no pulse at the output, then bits 1, 2 

and 3. Figure 16b shows the serial output 1010. 

Short Distance Data Transmission 

The short distance data transmission is called, that, between local 

mini-computer and devices, where the binary form of the data is retained 

either as pulses or a 'base-band' signal. A base-band transmission is 

defined as a signal where the original binary signal is not used to 

modulate a carrier signal. The last explanatim make the distinction 

between long and short distance cammmication. 

In Figure 17 is shown a system data links for connecting the main 

computer to the small on-line computers that collect experimental data. 

These links use a short parallel transmission technique in order to 

obtain fast transfers of large quantities of data. Parallel transmission 

is suitable over the distances in the experimental area. 

The system uses balanced twisted transmission lines with difference 

amplifier receivers. This solution was adopted in order to obtain conn- 

ections of adequate length with low noise, low susceptibility to circul- 

ating ground current, and low crosstalk. The connection between central 

computer and the experimental area use a long twisted pair lives.
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Synchronous System 

In digital computer (13) there is an electronic oscillator 

called the clock, which generates a sequence of electrical pulses. 

As shown in Figure 18a, these pulses occur at a fixed interval time. 

The clock rate in the majority of todays digital canputers are from 

1 to 100 megacycles per second. The time between two adjacent pulses 

is called a clock period. 

The clock pulse initiates information transfers among the regis- 

ters, and each micro-operation is completed in one or several clock 

periods. When the computer operates in this way, it is called 

"Sychronous', because the information transfers in and out from computer 

are in Synchronism with the clock pulses. 

The transfer out from computer means that data is transferred in 

a parallel way on a short distance, in that case the conception, sych- 

ronous, is valid, which in the case of long distance transmission would 

be impractical. Each operation instead takes a time interval and 

completion of one operation initiates the next operation. 

The clock may also be built to give sequences of pulses. In this 

case, it is called a 'multiple - phase clock'. A multiple - phase clock 

has as many output lines as the number of phases, and a sequence of 

pulses is produced at each of the output lines. The time at which the 

pulse of one sequence occurs is equally off-set from the pulses of the 

other sequences. In Figure 18b, are shown the three sequences of pulses 

of a three phase clock. These three sequences may be obtained by dis- 

txributing the clock pulses fram an oscillation alternatively to the 

three output lines. The pulse rate on each output line of a three phase 

clock is 1/3 of the frequency rate of oscillation. By using the three 

pulses from the clock cycle, sequencing three micro-operations can be 

obtained.
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The possibility of error 

When information is transferred from the computer to appropriate 

sections into the system, it is possible for an error to occur. These 

errors occur for a great many reasons and cannot be campletely elimin- 

ated regardless of how carefully the circuit is designed. The reasons 

for this lies in component failure and interference. 

The full explanation of the system which performs error 

detection and correction in the particular work will be given in Chapter 5. 

Long Distance Data Transmission 

This title has been chosen to differentiate fran the transmission 

of data between local data processing devices where the binary form of 

data is retained. Using standard interfaces the distance which may be 

placed between the computer and its peripheral is limited to a few feet. 

To go beyond this is dangerous if data is to be collected without 

corruption. Transmitter and receiver technology can, however, be used 

for distances up to a hundred feet. This system operates with serial 

data which is directly compatible with any of the peripherals available 

with serial interface options. See Figure 19. 

Synchronisation in Serial Data Transmission 
  

One of the major controls required in serial transmission systems 

is the character or word synchronisation of the receiver with the sending 

side i.e., the transmitter. With transmission links using particular 

receiver and transmission, the start of the first word cannot be directly 

indicated, because a message is camplemented by starting the data train 

with a particular character, and sweeping through the beginning of the
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received train for that character, as shown in Figure 20. 

BITO is without the signal and for this reason the counter on 

the receiver side is started to count to the 4, and in the register to 

enter 1; in the meantime because of the lack the signal, when the coumter 

is counted up the eight, it is reseted all the registers and made 

ready the system for transmitting of the information, namely BITO is 

performed the synchronisation of the logic. That process must be 

repeated after each turnaround of the transmitting information. 

Transmission Line Information. 

Transmission lines may be approximated by the lumped representation 

shown in Figure 21. The effect of the resistance, Ro on the character- 

istic impedance, Zo, is negligible, but it will cause same loss in 

voltage at the receiving end of long lines. The inductance and capacit- 

ance, of the line in the presence of a ground plane are a function of 

the dielectric medium, the thickness and width of the line, and the 

spacing from the ground plane. Also, it can be shown that a signal sent 

down a line of constant characteristic impedance will travel along the 

line without distortion. 

The Characteristic Impedance #0 

The characteristic impedance of a transmission line is an 

important quantity that directly governs the phase relationship between 

harmonic voltages and currents on a line. 

Commercially available transmission lines have definite values of 

characteristic impedance such as 50 and 300 ohms, etc. This implies 

that the value is not only independant of frequency, but is purely 

resistive. Figure 22 shows a transmission line circuit where the term
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inal load is a non-reflecting termination and if Vy and qT are the 

voltage and current at any co-ordinate Z on the line the characteristic 

impedance is 

Coaxial cable and twisted pair. 

Coaxial cables and twisted pair lines have a defined character- 

istic impedance and are commonly referred to as transmission lines. 

Coaxial cable offers many advantages for distributing high frequency 

signals. The well defined and uniform characteristic impedance of the 

line permits easy matching. The ground shield minimises crosstalk. 

The coaxial line must be properly terminated with a resistance load 

equal to the characteristic impedance of the line. 

The reactive component of the termination is of increasing import- 

ance at high frequencies. At such frequencies, the reactive component 

can change the terminating impedance, thus causing reflections on the 

line. In addition the effective inductance or capacitance would distort 

the output waveform, causing additional reflection down the line, 

Low attenuation at high frequencies makes coaxial cable extremely 

vital for this type of transmissim. For the microsecond frequency 

domain twisted pairs can be made from standard wire, twisted about 30 

twists per foot. The cable then having a characteristic impedance of 

about 110 ohms. 

General Pattern of Interfaces. 

There are two broad classifications namely, single word transfers 

under computer program control and direct memory block transfers primarily
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under external control. The first type requires the least amount of 

hadrware but gives the lowest transfer rate, the second one requires 

more circuitry but gives a high transfer rate. 

All devices are connected to a common data transfer signal line 

usually called the in and out bus. Usually one bus is used for both 

directions of transfer. 

To connect to the in-out bus, every device must have certain 

fundamental networks. Each device must have a selection net which 

guarantee that the device will respond when its device code is given 

by the programme. 

The programme can handle in-out by sensing the busy and done 

flags or by allowing the peripheral device to interrupt when it requires 

service, 

Signals on the control lines from the processor synchronise all 

the transfers on the data lines, start and stop devices, also control 

the programme interrupt and data channel. On the control lines to the 

processor the device can indicate the state of its busy and done flags 

and request a programme interrupt on the data channels. 

The signal on the control line from the processor not only specifies 

a particular function but also supplies all the timing information 

needed for the execution of that function. 

A device control unit usually requires timining circuits for its 

own internal operations, but no timing functions need be performed by 

the circuits that connect to the bus. All such timing is supplied by 

the computer's processor in the signals sent over the bus control lines. 

Moreover the control lines are set up so that a given device need only 

connect to those that correspond to the functions which the device requires 

as indicated in Figure 23.



CHAPTER V 

ELECTRONIC CIRCUITS 

5.1. Introduction 

At the beginning of this chapter it is suitable to define some 

concepts of subsequent subjects. It is right to consider this system 

as a ‘communication system' because it contains a source, a trans- 

mitter, a transmission path and a receiver, see Figure 24, 

{i) The source selects one message out of a set of possible 

messages to be transmitted to the receiver terminals. 

(ii) The transmitter operates on the message and produces a signal 

suitable for transmission path. 

(iii) The channel is merely the medium used to transmit the signal 

from the transmitting to the receiving point. In the simplest 

case it is a pair of wires with time invariant transmission 

characteristics. The signal is almost always perturbed by noise. 

During transmission the signal or same part of the information 

sent out is lost. 

(iv) The receiver operates on the received signal and attempts to 

reproduce from it the original message. Ordinarily it will 

perform approximately the mathematical inverse of the operations 

at the transmitter. 

5.2. Basic Diagram of the Transmitter 

The diagram in Figure 25 shows the units comprising the trans- 

mitter. The master oscillator gives twice the carrier frequency of the
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transmitter, the speed of the data transmitted being dependent upon 

this frequency. The modular unit performs pulse width modulation of 

the message to be sent and also sychronises the signals going to the 

receiver. 

The error generating part, performs the generation of parity bits 

in order to correct noises and other disturbances which can easily 

occur in complex systems. The sequential logic is implemented by diff- 

erent gate circuits, controls and ensures that the signals are performed 

in the correct sequence. 

The data lines from the computer are loaded in parallel, into a 

shift register and converted into serial form. The contents of this shift 

register are sent out via the coaxial cable to the receiver and the 

necessary shift pulses are then generated by a local clock. 

Electrical details of the Transmitter. 

For the master oscillator the Texas Instrument SN74123 monolithic 

timing circuit is used. The free running frequency of the wit is 

controlled by external resistors and capacitors and is capable of 

oscillating at 10MHz. The wide range of frequency change (stabilised 

at 25°C) is advantageous, and for this application the resistors and 

capacitors are calculated for a frequency of 500KHz. See figure 26. 

Counter Units. 

The out frequency fran the oscillator fosc (Figure 27) is applied 

to the input 'A' of the 7490/1 decade counter circuit. The flip-flop 

‘A' is used as a binary divide by two element so that at the output 

Qa which is connected to the input 'B', half the oscillators frequ- 

ency fosc/2 is obtained. This fosc/2 serves as carrier. 

The input 'B' is used to obtain binary division by five at the
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Qo a and Qs outputs (Figure 27), where only the last one is used. 

The last output Qa gives SOKHz frequency, namely fosc/10. 

This output Q3 is now applied to the second 7490/12 decade counter 

and ultimately a frequency of 25KHz is generated. 

Then both the 7490 circuits are now connected to the same reset 

pulse, which is the logical output of a NOR circuit where phase (PH 1) 

and (PH 2) are input. 

All four outputs from the last decade counter are connected to 

the four inputs of the 7442/15 BCD to decimal circuit. This circuit 

belongs to the modulator unit and its purpose is to decode BCD to dec- 

imal output. 

The same number of pulses appear at all decimal outputs from pin 1 

to pin 7. At the output 9 on 7442/15 appears 22 pulses in the period 

ty (Phase PH 1) and similarly 22 pulses in the period ty (PH 2) giving 

44 pulses during the total phase as shown in Figure 28a. 

From the last output Qa of 7490/12 decade counter, which gives the 

lowest frequency in the transmitter's system, the output pulses are 

applied to the input A of the 7493/6 - 4 bit binary counters. 

The counter 7493/6 counts 16 pulses, which correspond to the number 

of data bits. 

In phase 3 (PH 3) the data is strobed into 4 times 7495/21, 22, 23, 

24 shift registers during the read period when data is sent from the 

transmission line to the receiver. 

The outputs & and Q, of 7493/6 and the next counter 7473/7 are 

used in further sequential logic circuits to perform exactly the twenty- , 

two group bits which contain the full information of data given fran 

the simulated switches or eventually, the minicomputer.
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The functioning of the Transmitter. 

Action starts at phase zero (PH O) by the registration of the data 

into 16 bit right shift registers camposed of 7495 circuits. Each 

circuit is a four bit parallel access shift register and are connected 

serially as shown in Figure 27. 

Each of these have four parallel data inputs A, B, C, D respect- 

ively, and these come from the 16 data outputs given on the computer 

memory busbar. 

Parallel loading is accomplished by applying four bits of data and 

taking mode control input and the clock pulse 1 high. The mode control 

is termed phase three (PH 3), see Figure 28b. Shift right is acconp- 

lished on the high-to-low transition of clock 1, when the mode control 

is low. At the same time all 7490 decade counters and 7493 four bit 

binary counter sets on the zero position. The decade counter set 

applying PH O at the input Ro(1) and binary 7493 applying BIT-O at the 

input Ro(1), BIT-o (B,) is used for synchronising receiver operation 

with the transmitter. The complete check error parity generator consists 

From 8, 13, 14, 17, 18 circuits, see Figure 27. This register set to 

00000, at PHO. Immediately after PH O start the transition into phase 

1 (PH 1), when parity check bit are generated. During this phase there 

exist 22 clock pulses (CL). Only the first sixteen are active, i.e. 

they are used for rotation of the counter 4 times 7495 circuits. In 

this period parity bits in the second register are generated, that is, 

a pattern of five bits. It is ratio of two polynominals; see appendix 2. 

This is in fact rotation of 16 clock's pulses. It is the end of phase 

one (PH 1) and in the error's circuits 3 times 7473 and 7486 under the 

numbers 8, 13, 14, 17, see Figure 27, remains the remainder of the 

rotation of 16 bits eventually.
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At the output from the last 7495 register, pin 10, No. 24 circuit 

in Figure 27, performs the timing diagram "DATA", see Figure 29, which 

at the same time comes in logical circuits No. 18, No. 11 and No. 9, 

to generate five bits necessary for error detection. 

Phase two (PH 2) performs function of transmission of the inform 

ation. It consists from 16 bits of data (information) plus 5 bits of 

parity bits, entirely 21 clock pulses plus one for bit zero (O). Phase 

two start by bit O, when it has finished counting off 45 cycles, not 50 

cycles because the receiver needs for its proper operation. shorter time 

for BIT-O (B,). In the next phase (PH 2) the modulator starts to work. 

It generates 16 clock bits, which are applied to four 7495 shift register 

circuits at input clock 1 (R-SHIFT) and performs shifting of the contents 

of the register. During this time all registers in the modulator mit 

are in zero state, and every bit start to count at zero state. When 21 

bits are finished automatically start phase zero (PH O) and automatic— 

ally injects new data or same, depending of particular current program. 

Modulator - Pulse Width Modulation (PWM). 
  

The technique of varying the width of a pulse by a modulating 

signal (DATA) is called pulse width modulation (PWM). Either the lead- 

ing edge or lagging edge or both may be varied by the modulating signal. 

PWM gives a good performance signal - to - noise ratio. 

To obtain PWM the action starts at circuit No. 10 in the Figure 27 

which is a logical NAND circuit. The pulse START PH2 is applied at 

input pin 2 and pulse 9 the decimal output of 7442 at input pin 5. The 

output pulses BIT-0 (B,) and BIT-O(B,) are obtained from the pins 6 and 

3 respectively. Using BS as the input to another gate on the same 

circuit the outputs PH2 = PHl and PH2 = PHI are derived fram the pins 

8 and 11 which constitute the inputs to the next circuit, see Figure 30.
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The above mentioned pulses are now applied to the next NAND 

circuit at the input 1 and 12, see Figure 31. The DATA train pulses 

are applied at pin 2 which gives the logical output on pin 3. The pin 

3 is connected in turn to the exclusive NOR circuit at input 1, No. 13, 

which belongs to the unit of check error parity generator. 

The input pins 9 and 10 are connected together resulting in a NOT 

circuit. The output at pin 8 is connected to K input of the circuit 

7473/No. 8. The input J of the same 7473 circuit is connected to the 

input pins 9 and 10, This arrangement is designed to check error parity 

generation. 

BIT-O and 6 are applied to NOR circuit No. 11 at pins 9 and 8 

respectively and at the output pin 10, see Figure 32, get train pulses 

consist of positive,6" with distance of BL between them. It is,clock 2" 

so called in the Figure 27. If the DATA and pulse 2 are applied at 

pins 1l1 and 12. If the DATA is high it will 'inhibit' 2, but if the 

DATA is low it will give ‘enable' ,2", hence the train of pulses consis- 

ting of the DATA and the ,2" pulses appear at the output. This train 

of pulses and the clock 2 are then applied to the pins 5 and 6. The out- 

put at pin 4 is now comprised of pulses 2 and 6. The train of pulses 

n6" is present at all times but the presence of 2 and 6 is dependent 

upon the DATA level. The resultant pulses at pin 4 and BIT-O (B,) are 

then applied at pin 3 and 2 respectively. 

The Width Pulse Modulation (WPM) starts at the output at this gate. 

The output of this gate is controlled by BIT-O. 

The Last Stage of Operation - The Complete Message to the Receiver. 

The circuit No. 16 and No. 20 are employed to provide the complete 

message, as shown in Figure 33.
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The inputs to circuit No. 16 are provided for fran circuit No. 11 

(start PWM) and circuit No. 20. If it is necessary, however, the 

signal from circuit No. 20 (used for the synchronisation purposes) to 

be made logically positive before being fed to the circuit. This is 

achieved by taking the original signal from the circuit No. 20 together 

with PH2 through a NOR gate, as shown in Figure 33. 

The output from circuit No. 16 together with the signal contain- 

ing the carrier frequency (fosc/2) provides the complete message, 

eras at pin 13, see Figure 27. 

The message is complete because it carries all the information, 

i.e. the data, the 'sync'’ pulse and PYM, see Figure 29. 

The message and PH O are then taken through the last NAND gate to 

provide signal for the transmission line. 

In this circuit forms the SYNC pulse. At the pin 1 pulse BIT-O 

is applied and at pin 2 the pulse 0 which comes from 7442 BCD to 

decimal decoder No. 15, see Figure 27 circuit No. 20. 

The output from the pin 3 is applied to the input at the pin 9 of 

the same circuit, and on the input at pin 10 came the signal fram the 

output of the pin 1l. This output is the logical signal of NAND function 

composed of BIT-O (B.) and T from 7442 decoder, see Figure 34. 

The output at pin 8, then gives the SYNC pulse. The SYNC pulse 

is used at every data bit to synchronise logic and make ready to receive 

new data, see Figure 35. 

The Error Checking and Correction. 

One of the biggest problems in transmitter receiver system is to 

find an error in the message. The kind of error is unpredictable and 

it may cause, for example, the shutdown of an operation or even destroy
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the plant. One way to minimize the errors is simple parity. Parity 

adds a single bit to a data word for checking purposes. A newer 

technique is error checking and correction. Parity adds a single bit 

to a data word for checking purposes. In odd parity, for example, the 

extra bit is set to make the total number of 1's odd. To a word with 

three 1's, then, an Oparity bit to be added. If a single bit error 

occurs in the word the total number of 1's changes to even, the parity 

would detect this difference. But parity only detects the presence of 

a single - bit error somewhere in the data word. 

The Operation of Error Checking and Correction. 

Error checking and correction is incorporated in both the trans- 

mitter and receiver, see Figures 26 and 37. As the 16 - bit data words 

are read into the shift registers five binary digits are added for 

checking. The check field allows for five different parity calculations 

based on the various bit cambinations, examples of which are given 

below. Hamming's code is used to construct the check field from the 

data word stored in the shift register. Figure 36a shows the data word 

1011100100100010. Bits 2, 5 and 10 through 15 together with the check 

bits Co must satisfy odd parity. There are three 1's, so the first 

check bit Co is set to O Data bits 4 through 10 and 15 must satisfy 

even parity so Cl is set to 1. Data bits 1 through 3, 7 through 9, 14 

and 15 together with check bit C2, must satisfy even parity. C2 is set 

to 1. 

Data bits 0, 2, 3, 5, 6, 9, 12 and 13 together with check bit C3 

must satisfy even parity. C3 is set to l. 

The fifth check bit C4 is set with the data bits 0, 1, 3, 4, 6, 8, 

11 and 13 to satisfy odd parity, i.e. in this case O. The five computed
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bits comprise a fault code , with code 00000 meaning no error. See 

appendix 2. 

The Basic Diagram of the Receiver, 

The block diagram, in Figure 37, shows the essential parts of the 

receiver. The diagram shows the pulse width erectors control unit and 

counters, check error unit, parallel access shift register, latch reg- 

ister and sprocket generator. The message consists of 16 data bits, 

5 error checking bits and carrier frequency is sent from the transmitter 

to the pulse width detector. The detector is also connected with the 

control unit (sequential logic) and I, J, K, L counters. At the serial 

input of four bit parallel register are applied data. The outputs of 

this register are connected to the latch register whose outputs are in 

the ASCII code and are linked to encoder. All 'enable inputs' are 

connected on lock pulses which in logical high state enables transfer of 

data fran the input to the output. The same lock pulses are applied 

to the sprocket generator circuit and enable precise start timing of 

sprocket pulses. 

Serial to parallel register 

The register consists of four 7495 circuits as illustrated in 

Figure 38 and to transform from serial to parallel the message is 

applied at serial input to the first circuit 7495/12. The shift right 

is accomplished on the high-to-low transition of clock 16, this being 

applied in parallel to all four circuits. The mode control and shift 

left are connected together and all four circuits in parallel to the 

train pulses named 'clear'. The pulses clear is formed in the NOR gate 

by circuit No. 6, fram DATA and pulse '8'. Changes at the mode control 

input should normally be made while both clock inputs are low. 

Such configurations of circuits 7495 has made it possible to con-
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vert the message transmitted in serial form into the message obtained 

in the parallel form. 

5.10.2 The output stage - The latch storage. 

For this stage 7475 circuits are used, which are 4 bit-bistable 

latches, see Figure 38, circuit No. 23 and 24. They are suitable for 

use as temporary storage for binary fccmccica between processing 

units and output. s 

The data from serial to parallel register are presented at a 

data (D) input of latch circuits. The inputs are transferred to the 

Q outputs when the 'Lock' pulse is applied at enable pin is high. The 

Q outputs will follow the data input as long as the Lock remains high.
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Encoder (ASCII _to ELLIOTT 803 code 

The minicomputer output is in ASCII code but the Benson-Lehner 

plotter requires Elliott 803 5 hole code. The mecoding is done in hard- 

ware (so that simulation without the actual use of the computer may be 

done), the symbols appropriate to both codes are depicted in Table 1. 

Only the symbols which are required for programming the plotter have 

been considered. 

From Table 1 may be eee the five logical equations which are 

necessary for the design of the encoder circuit. 

In the Elliott code table, under, for example column (4) (C) binary 

1's or O's are given reading fram top to bottom of the colum. ‘The 1's 

in the Elliott 803 may be compared, reading horizontally, with the ASCII 

1's as illustrated below. 

  

ELLIOTT 803 ASCII 

4 

(c) Baier, WeDee Co: aR aaeh: 

al Leek amelie aoa UE AL, seme eees cen 

1 de tO det tel, OSE (2) 

1 1 ON peter el nd Oo tL (3) 

di Die Orkin 360, sjatere tteele og (4) 

1 if 0, 0: =O MOL nO Bewaeesswe ne) 

1 OnPsO le Ot sO mecca neler en 0) 

Reading this Table in conjunction with Figure 39 the following equations 

may be obtained. 

(Cc) (E+F) . (A+B+C+D) from egt. (1) 

= © .q wherec=E+Fandgq = (A+B+C+D)
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(C) = (@+F) . (A+B+C+D) from eqt. (2) 

=b .q whereb=E+F 

(CC) = @+F) . @+B+C+D) from eqt. (3) 

= b.m wherem = A+B+C+D 

(C) = (@+F) . @+B+C+D) from eqt. (4) 

= b .n wheren =A+B+C+D 

(C) = @+F) . @+B+C+D) from eqt. (5) 

= b .0 whereO = A+B+C+D 

(CC) = (@+F) . @+B+C+D) from eqt. (6) 

= 0.3 whereo = E+Fandj = A+B+C+D 

Qi sabato ek aba babs bh 
G)eelba bie an beesg ono ba 
Cle eq aha bm hae bo Hod 
Cie beh bi needs s 
(eeica ha bo thaeot bh be 

The encoder is composed from NOI, two inputs NAND, eight inputs NAND, 

two input NOR and one BCD to decimal decoder circuits. It can be seen 

from Table 1 that if the symbol (pen up) is required then the ASCII 

code will be (A=1, B=1,C=1, D=1, E=1, F = 1) and in Elliott 

code it will need to be((A) = 0, (B) =0, (C) =1, (D) =0, (E) =1).
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CHAPTER VI 

Interface ~ Mini Canputer 

The use of the word 'interface' is quite commonly used and people 

quite often speak about building an interface, when in face, they intend to 

construct a box to join two things togeehery, see Figure 40, 

The mini camputer is a sequential machine, i.e. can do only one 

thing at a time, so, it is not particularly suited to monitor and 

control events that dynamically happen in real time. On the other hand, 

the equipment that we are trying to connect to a mini computer is most 

probably of such an imposition, and therefore is unwilling to disclose 

the details of its inner workings, and to yield to its controls. 

This term should be treated with care since it does not refer to 

standard equipment with clearly identifiable elements that can be observed 

in every interface. For example, an interface used to control a prod- 

uction line may consist of a cabinet full of relays and registers, whereas 

an interface used in a DDC (direct digital control) loop may contain 

analog switches and analog-to-digital and D/A converters. 

An interface may be located next to the mini computer and at same 

distance incorporating in its construction certain items of data com 

unication hardware. The difficulties lie in the process where variables 

that are to be monitored and controlled are not suitable form to be 

connected to a mini computer. Much development work still needs to be 

done in this area.
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Where are the difficulties of interfacing? 

Interfacing is one of the main difficulties encountered in tying 

a mini computer to a given application. 

Recently managers were delighted to learn that they could have a 

computer suitable for their specific application for only, say, £10,000. 

However, they were not so pleased to find out later that the particular 

interface would cost them ten - twelve times more than the original amount. 

The classification and reasons of interfacing problems 
  

No standard hardware 

Unlike mini canputers manufacturing where mass production techniques 

are used, interfacing usually involves special design and construction. 

The mini computer manufacturers help to ease the situation by providing 

modules for custom built umits. These may be simple to assemble for 

the experts, but still a complex proposition for the average user. Further- 

more, these modules provide no help at the point where the interface is 

tied to a process, 

Cost 

Interface equipment can easily exceed the cost of the camputer main- 

frame. One should also not overlook the fact that special hardware such 

as transducers are needed to link to an application. 

Reliability 

Mini computers are inherently highly reliable machines. However, the 

interface, which may contain electromechanical units, operating in a 

noisy environment can cause serious deterioration of the overall perfor- 

mance, for instance:
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Time delay and sampling errors 

These difficulties are of a fundamental nature due to a sequent- 

ial operation principle of the mini computer. The signal shown in 

Figure 41 cannot be transferred in a continuous manner by the mini- 

computer. First there is the restriction of the m.c. itself, i.e. that 

it can sample only one point at a time. Then comes the restrictions 

introduced due to time sharing of some parts.of the interface, such as 

the A/D converter. Therefore, a 'sampling' process is needed whereby 

the mini computer periodically interrogates, under programme control, 

the necessary variables. Obviously this is a time consuming process 

for the minicomputer. 

Another method that can be used is to interrupt the mini camputer 

when the data is ready to be processed such as when an analog voltage 

crosses a threshold. This can be implemented through an interrupt 

technique. 

Between the sampling of a variable and introducing a corresponding 

change, time delay is required, called the response time. This becanes 

significant when fast response times are expected from the system. 

Design of plotter's general interface relate to NOVA 1220 

In the Figure 42 is shown canplete diagram of plotter's general 

interface. 

The address part 

The plotter must decide the plotters selection lines to generate 

a select level that ensures that only the single addressed plotter res- 

ponds to the program. In the Figure 43 is shown the address part. The 

signals DSO to DS5 (Device selection) are placed from the processor as 

the device code. In the instruction word these are bits 10-15. The
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limes select one of 62 devices (code Ol - 76) that may be connected 

to the bus. Only the selected device responds to control signals gen- 

erated during the instruction. 

Decoding is performed by a NAND circuit, but for the reason that 

the device selection lines provide only one polarity (in this case it 

is low level), the inputs to the gate must be inverted for all device 

code bits that are high level, say 1's. 

In this particular case the address for plotter is performed in 

binary as 100100 (2) corresponding 36 in decimal code. 

The Data 

All data which the plotter needed are transferred between the bus 

and plotter's interface via these seven lines, see Figure 44, 

For progranmed output the processor places the accumulator 

specified by the instruction on the data lines and generates DATOA, 

see diagram in Figure 42, to load the data from the lines into the oe 

esponding latch buffer in the device selected by DSO - DS5 then the 

strobe pulse is high. 

The controlling network 

This network specifies the state of the device and requests inter- 

rupts in containing four flip-flop circuits 7474, that is INT,REQ,INT, 

DISABLE, BUSY and DONE, see Figure 42 and Table 2. 

The Input-Output reset, generated by the processor, clears all of 

these flip-flops directly. Signals generated by the control function 

part of an Input-Output instruction place the flip-flops only if the 

device (plotter) has recognised its code or the address lines. 

The clear pulse clears all except INT, DISABLE, the start pulse 

clear DONE and INT.REQ fliplflops, but sets BUSY to place the device 

in operation. When the device is selected, the states of BUSY and DONE
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are placed on the SELB (selected busy) and SELD (selected done) lines, 

see Figure 42. 

The flip-flops INT,DIS is controlled exclusively by a particular 

bit MASK in MSKO (MASK out, generated by the procedure during the 

MSKO instruction). 

Once DONE has been set, and provided INT,DISABLE is clear, the 

leading edge if the next RQENB signal fram the processors sets INT REQ, 

whose high (1) state puts the INIR remit signal on the bus, 

RQENB is generated in every processor cycle, and as soon as either 

INT,DISABLE is set or DONE is cleared, the next RQENB clears INT,REQ, 

running the request. 

Because of the serial nature of the priority determining signal on 

the bus, it is important that the request signals be synchronised by the 

processor. Hence DONE must not generate INTR directly. Moreover INT REQ 

must change state only on the leading edge of RQENB. In order to ensure 

sufficient time for request acknowledgement to work properly. 

Timing diagram In-Out instructions 

Throughout the duration of any input-output instruction, the pro- 

cessor holds the device code on the device address lines (DSO-DS5) for 

decoding by the device, see Figure 45 timing diagram in-out instructions. 

Data In 

The processor generates DATIA (data in accummulation) to place the 

corresponding buffers on the data lines in the device selected by DSO-5. 

At the end of DATI level the processor starts the data into accummlation 

selected by the instruction. Following the transfer the processor 

generates the pulse for start, clear.
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While the processor places the accumulator selected by the ins- 

truction on the data lines, it generates DATOA (data out) to load the 

data fram the lines into the corresponding buffer in the device sel- 

ected by DSO-DS5. 

When using a mask to set the device priorities for the programme 

interrupt, the processor executes the same sequence as for data output 

but generates MSKO (in place of a DATO pulse) to set up the Interrupt 

Disable flags in all devices according to the information on the data 

lines. 

Interrupt timing diagram 

There are three cases that must be mentioned here, see Figure 46, 

the interrupt request, interrupt acknowledgement (device indentific- 

ation and flag clearing). When a device campletes an operation it sets 

DONE. In every cycle the processor generates RQENB which places the 

interrupt request signal INTR on the bus froma given device if its 

DONE flag is set and its Interrupt Disable flag is clear. The leading 

edge of RQENB must be used to set INT RHQ to ensure sufficient time for 

the serial INIP function to settle down before the processor attempts 

to discover which device has priority. 

External Bus Cable Terminator 

Cabling from the back panel to external equipment is made via conn- 

ectors at the back of the unit. In the NOVA 1220 the rear end of the 

back panel is the IO bus connector. 

When an external bus is connected, signal that originates in the 

processor and drive devices must be terminated in the manner shown in
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the figure 47 DCHR (data channel request) to OVFLO (overflow) 

according to table 3. 

The bus system is designed for a maximum length of 50 feet inc- 

luding signal path length within devices arid inside the processor. A 

bus line within a device may be a single wire if it mms less than 9 

inches from the 10 Connector. For greater distances is good practice 

to run twisted pairs from the input connector to the receiver circuits. 

The threshold noise level can be Smerover! substantially by using the 

filter circuit at the input to the board on the signals indicated by 

a dagger (+) in the table 3.
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CHAPTER VII 

Experimental Results 

Introduction 

This chapter is somewhat the continuation of chapter 5 in which 

is already given the description of the transmitter and the receiver. 

At this point we shall Rniner the importance and construction of the 

other electronic circuits which are used in the purpose of adjustment 

and perfection of whole system. Here also, are given timing diagrams of the 

electroplotter and interface which are important for the connection of 

the interface and the particular machine. 

The structure and performances of the two main parts of this 

system, the mini-computer Nova 1220 and Benson- Lehner Electroplotter 

are given also. 

Mini-Computer 

Mini-computers first appeared about the beginning of the sixties. 

Their progress followed closely the development of digital circuit 

technology. To illustrate the rate of expansion in 1969 about 8000 

machines were installed. In 1975 this figure is expected to reach 40000 

installation. 

The mini-computer applications cover a wide range such as instru- 

mentation of intensive care units, nuclear reactor control, spectroscopy, 

machine tool control, data handling, business applications, teleconmmun- 

ications and so on.
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The Hardware of Mini-Computers 

How a Mini- uter System is Organized 

There are three types of device in a computer system. These are 

shown in Figure 48. 

The central processor unit (CPU) controls the operation of the 

system and performs arithmetic and logical computations. Memory is 

used to store data and the programs which instruct the CPU. Data is 

ates between the CPU and peripheral devices. Each peripheral 

device is connected to the CPU by an interface which converts the 

electrical connections of the peripheral to a form compatible with the 

CPU. 

The computer system is shown in more details in Figure 49. The 

CPU communicates with peripherals in two ways. Firstly data can be 

transferred along a set of wires referred to as the ‘input/output bus'. 

This bus connects to interfaces and is used for the majority of periph- 

eral devices, e.g. paper tape readers/punches, card reader/punches, 

line printers, digital plotters, machines tools and visual displays. 

The second method of transferring data is directly between a peripheral 

and memory, independent of the CPU. This method of 'direct memory 

access (DMA) is most often used by high speed peripherals such as 

Magnetic tape, drum disc backing stores. 

Central Processor 

The central processor is the control unit for the entire system, 

it contains three basic elements, these are the control, arithmetic and 

memory transfer units. Each of these contain a number of registers. 

The control unit directs data transfers within the CPU and controls the 

operations performed within the registers. 

The arithmetic uit is used for arithmetic and logical operations
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of data. 

The memory transfer unit controls all operations between memory 

and the CPU. A schematic layout of the organisation of the main CPU 

registers is shown in the Figure 50. 

Timing of the operations within the processor is governed by an 

electronic clock which produces a pulse at regular intervals. The 

time between the clock pulses is the processor cycle time. At the 

beginning of the processor cycle the contents of the location specified 

by the program counter are loaded into the instruction register via 

the memory buffer register. The instruction is decoded and the oper- 

ation performed within the arithmetic unit. For instance, the time to 

execute an add instruction may be 2.5n sec where the memory cycle time 

is 100 nano second. 

The Word 

The CPU and memory operate on 'words' of data, i.e., a number of 

bits. In the particular 1220 Nova mini-computer, see Figure 51, the 

processor handles words of sixteen bits, which are stored in a memory 

with a maximm capacity of 32768 words. 

The bits of word are numbered O to 15, left to right, see Figure 52 

as are the bits in the registers that handle the words. Registers that 

hold addresses are fifteen bits. 

Words are used either as camputer instructions in a program, as 

addresses, as operands, i.e. data for the program. 

Almost every computer has its instructions represented in a 

different format. However, there are three basic classes of instruction 

format 

Memory reference 

Register operate 

Input/Output
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A memory reference instruction, as its name implies, references 

memory during the instruction execution. 

The mini-camputer Nova 1220 use four basic formats from instruc- 

tion words, which are shown in Figure 52. The type of instruction 

format depends on the values of bits in the instruction word; for instance 

if the first three bits are '0' it is 'jump and modify', but if bit one 

is O, and second and third is 1, they specify 'in - out instruction’. 

The transfer takes place between the accumulator addressed by bits 

3 and 4 and the device selected by bits and the device selected by bits 

lo - 15. Bits 8 and 9 of the function part specify an action to be 

performed, such as starting the device. 

The Memory 

The medium in which data or program is stored is called a 'memory'. 

The memory can be divided into two basic categories,'read-write' memory 

of which the contents can be changed by program and' read only'memory 

(ROM) in which the contents cannot be changed by program. 

The conventional type of read-write is Ferite core stored although 

semiconductors stores are now being used. 'Read only'memory is often 

a diode matrix but can also be Ferite core store. 

Input-Output 

The usual method of transferring data between a peripheral device 

and the CPU is progranmed input-output. It takes place along the in- 

put-output bus which in the Nova 1220 is a set of 50 parallel wires, see 

Table 3. The bus consists of sixteen bi-directional data lines, six 

device selection lines; nineteen control lines from processor to devices; 

six control lines fram devices to processor. A signal on a control line 

specifies a particular function and supplies all timing information 

needed for the execution of that function, see Figure 53 which shows a
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Nova System configuration. 

Bus Signals 

The binary signals on the bus have two states, low and high, 

which correspond respectively to nominal voltage levels or O and +2.7 

volts. Any level between ground and 0.4 volts is interpreted as low, 

any level more positive than 2.2 volts is interpreted as high. 

The level listed for a signal in Table 3 is the voltage level on 

the line when the signal represents a 1, or produces the indicated 

function. 

The Action of Interrupt 

The majority of input-output devices transfer data at a rate sig- 

nificantly slower than the operating speed of the CPU. The running 

time of an input-output routine is mainly spent waiting for the device 

to accept or transmit a data word. The utilization of the CPU can be 

increased so that it can continue with another task until the device is 

ready. This is possible using the interrupt facility available with 

all mini-computers. 

A device interrupt, transmitted when the device is ready, causes 

the CPU to stop its present task and begin a special interrupt program. 

This program discovers which device caused the interrupt and transfers 

control to the appropriate device service routine. 

A typical automatic hardware interrupt priority system is shown in 

Figure 54. 

The Level of the Interrupts System 

In this system four levels of interrupt are defined. Normally any 

number of devices can be connected to any one of these levels.
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Mask Register 

This is used to select, by program, those interrupts that should 

be enabled at any one time. The mask Pericter can be set up by an 

instruction, and can be used to reallocate priority by program. 

Priority Logic 

Priority logic is used to establish which should be the first int- 

errupt to be accepted by the CPU. 

Address Logic 

Each interrupt level is assigned as a special location in memory, 

to which program control is passed when the CPU accepts an interrupt. 

Interrupt Enable-Disable 

Used to enable or disable the whole interrupt system. It is under 

the control of the program. The interrupt timing diagram is shown in 

Figure 46, Chapter 6. 

The Electroplotter 

The Benson-Lehner electroplotter is an automatic graph plotter, 

using 5 holes Elliott 803 Code punched tape, see Figure 55. The 

plotting area is 30" x 30". If the plotting head is outside this area, 

the servodrive to the head is switched off autamatically when the plot- 

ting table limit is reached. Should this occur it is necessary to 

clear the store before plotting can recammence. 

In the input tormat are-groups of information separated by the carriage 

return symbol. The group (line) can contain up to 99 words, each 

separated by at least one space. Each word may consist of between 4 

and 13 digits, preceded by a mathematical sign. In operation any two 

words, and the most significant digit required in each, are selected 

normally on the plotter. A signed four digit block is used, the decimal



7.3.1 

7.3.2 

-55- 

point not being permissible. 

The Block Diagram 

Figure 56 illustrates in block diagram from the sequence of oper- 

ations concerned with the plotting mechanism. The operations are as 

follows: 

1. A block in formation fram an X-word and a Y-word is read via the 

tape reader and word selector into the store. 

2. The block is processed according to certain instructions which are 

set externally by hand on the plotter console, are contained on the 

tape. 

3. The processed information is converted to an analogue voltage. 

4. Once the cammand position has been reached the next block of infor- 

mation is released from the store processor unit on to the servo- 

motor and the next block of information on the tape is read into the 

store fran the tape reader. 

This sequence continues until STOP instructions are reached. In 

803 code this instruction is '/' (slash). 

Processing of numeric information for acceptance by the Plotter 

For its operation it is necessary that co-ordinates X and Y be 

presented in a manner which will enable it to function correctly. 

To be acceptable to the plotter the information must be arranged 

on the tape in the manner thus - 

Sign (+ or -) 

X1 WORD 

BLOCK 1 SPACE (AT LEAST ONE) 

Y1 WORD 

CRLF
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SIGN (+ or -) 

X2 WORD 

BLOCK 2 SPACE 

Y2 WORD 

CRLF 

SIGN (+ or -) ~ 

Shown here are two separate blocks of information which would cause 

the plotter to draw a line from Xl, Y1 to X2p 2. 

The Output Signal from the Tape Reader 

Electrical signal outputs fran the reader which correspond to 

perforations in the tape, consists of negative - going pulses of uniform 

amplitude nominally equal to the negative supply voltage. Figure 57 

shows five outputs point A, B, C, E, F which correspond to five holes 

on the paper tape. Point D corresponds to sprocket holes and other 

connections are "clutch", "tape run" like different input/output 

voltages, there is also negative supply voltage 6V to the data circuits, 

less - to be precise - the drop of about 0.2V in the fully conducting 

transistors. This 6V is the value of amplitude of the output pulses, 

This amplitude corresponds to the value of the voltage which performs 

when holes of data are read from very sensitive photo-sensors circuits. 

The output impedance is essentially a resistance of 820ohm, which forms 

the collector load of the output transistor. 

Types of Signals 

There are two types of output signals, corresponding to the two 

types of holes in the tape: 

a) data holes 

b) sprocket holes
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The form of the signals from the photo-sensors is determined by 

the physical form of the punched holes and light mask. 

The sprocket holes are used to generate "strobe pulses", which 

are of short duration, Figure 57 shows that duration is 5 msec, 

The sprocket pulses aretimed by suitable circuits to 

give the most reliable samples of signals from the data holes. This 

accuracy is required because the paper tape reader is replaced by the 

interface electronic circuits. The strobe pulses derived from the 

sprocket holes may be used for mechanical positioning data holes. We 

can therefore translate on electrical language as "synchronisation" 

of data pulses by sprocket. It is necessary that the pulses ratio is 

so important. 

The normal mark to space ratio for the sprocket holes is 10 to 30 

and for the data signals 47 to 53, see Figures 58 and 59. So, if full 

cycle of the sprocket pulse is T = 5 msec the parts are, Tl = 3.5 msec 

and T2 = 1.5 msec, these times being important for the circuits which 

are already built in the electroplotter hardware. 

The Timing Diagram 

The plotter will recognise data and cmtrol information punched 

on 5 holes tape in standard Elliott803 code. The X, Y co-ordinate data 

can each be a signed number of up to 13 digits of which 4 are used. 

The X, Y data being separated by at least two spaces. Carriage retum 

being end of X, Y information. 200 characters a second the period of 

a data cycle would be: 

eat 
200 

frequency. On the Figure 60 is the timing diagram which shows relation 

T=- = 5 msec. This time corresponds to the sprocket repetitive 

between tape by programme, the sprocket strobe and the digit pulses,
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is to establish synchronisation between data pulses and sprocket 

strobe pulses. The paper tape reader, reads character by character 

in a serial manner. The character consists of from one to five 

traces A- E. The character is read in parallel, see Figure 61. 

The Clutch's problem 

The clutch assembly consists of an electromagnetic which is 

connected to a pinch roller, so when the magnet is energised the pinch 

roller rises and presses the tape against the rotating capstan. This 

mechanical action created electrical, that is, without moving the paper 

tape output voltage at 'Clutch' point is - 13V, by moving is OV. This 

change of voltage causessome action in hardware of plotter and makes 

sure correct work of inner sequential logic. 

The action of 'Clutch' and action of 'Start' button activates 

the plotter. To ensure the same conditims at the interface part, 

that is, the clutch signal ought to start transmitter and receiver syn- 

chronously by plotter. For this purpose clutch point fram the plotter 

is connected by one wire via electronic circuit, say, "Clutch's circuit" 

which can change the level of D.C voltage from - 13V (plotter side) 

to O volt (receiver-transmitter side), and fran O volt (plotter side) 

to +5 volt (receiver-transmitter side), see Figure 62a. 

The Clutch Circuit and the connection with the Transmitter and Receiver 
  

This circuit consists Of two transistors, see Figure 62b, of the 

cammonemitter configuration. The first transistor is a P-n-P transistor 

which serves for negative logic. If the input is -13V (Vi = -13V), 

then the parameters are chosen so that the first P-N-P transistor is in 

saturation and then, through the resistor between collector of PNP and 

base of NPN transistors, the voltage on the base of NPN is sufficiently



7.7. 

- 59 - 

positive (+o.6V) to saturate it, that is, output is zero voltage. 

Meanwhile, if input is zero volt the PNP transistor is off, the 

base of second NPN transistor is on negative voltage. So that the 

second transistor is off, that is, output is +5V. This output is conn- 

ected to the input 1B of 74 123 circuit which belongs in the Figure 63a 

memory and counter group. See Figure 2. The circuit 74 123 is dual 

monostable multivibrators and here is used as generator, which performs 

the pulses of the same duration as sprocket pulses. The fumction table 

of particular circuit shows that, if state of input 1A is in transition 

fron high to low and at the same time input 1B is on high level, the 

output 10 produces the pulse which frequency depends the time cons- 

tant of the circuit. 

This connection start and stop the 74 123 circuit, ensures 

synchronisation between sprocket pulses and contents in the memory, that is, 

the data on a particular program which is stored in the memory. 

The Circuit for correct timing of the Sprocket pulses 

The Figure 63b shows interconnection of the circuits which perform 

correct timing of the sprocket pulses at the receiver side, by using the 

clutch's pulse voltage. 

The clutch's circuit from the Figure 62b is used in this config- 

uration to give at the output of transistor BFY52 two states, that is, 

zero output and +5V output, the +5 volt corresponds with the state logical 

one. Both of these states are dependent of the clutch voltage. The 

mentioned output is connected at the input, 2, of NAND circuit 7400. 

The pulse named 'lock' is applied at input 1 of the same NAND circuit. 

The 'lock' pulse is always present during the action of the transmitter 

and then the level is logical me. The output of this gate changes bet- 

ween logical zero and one and it is connected to the other NAND gate at
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pin 4. The permanent positive +3 voltage, which represent logical 

level one, is applied at the input of the pin 5, so, the output level, 

which is generated at pin 6, depends on the state on the input 4. 

This output is used as the input to the circuit 74 123 at pin 9, which 

creates the sprocket pulses. 

These two last configurations enabled the simultaneous start of 

the action of transmitter and receiver with the action of the plotter. 

At the same time plotter requires synchronisation? during the reading 

data, between sprockets and data holes and the circuit from Figure 62b 

performs that which is already described. 

The Delay circuit which performs correct timing between Data Pulses and 

Sprockets 

In the same chapter under the title, 'The Timing Diagram' is 

shown already the relation between data holes and sprocket hole and it is 

noticed that the sprocket's pulses synchronise the reading of the data. 

In Figure 64 is shown the oscillogram taken at the output behind the 

tape reader of the plotter, with the pulses of data and sprocket. In 

the diagram the time delay from the loading edge of sprocket pulses 

can be seen, which in this partiticular case is between 0, 3 and 

O, 4 milisecond, see Figure 65a. The diagram in Figure 65a shows 

how the time delay circuit is designed. The loading edge of the 

data pulse triggers the first multivibrator of the 74123 circuit. The 

sprocket pulses are applied at the input Bl to the AND gate, see Figure 65b, 

the input A is connected to the ground and through the NOT circuit gives 

always logical level one. According to the truth table for 74 123 

circuit the output Qh is enabled during the transition of the data pulses 

fram low to high level. The time constant t, is calculated to produce 
a
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necessary time delay of 0,3 milisecond. The output Q is connected 

through the NOT circuit to the other mltivibrator in the same 74 123 

circuit. 

The time constant T responds to the width data pulses. The lug- 

ging edge of the delay pulse triggers the second multivibrator when 

transition from high to low is made. The output Qo produces the data pulses. 

The Calculation of the Time Constant of the Sprocket Generator 
  

For sprocket pulses areused second monostable circuit and output 

2Q performs the sprocket pulses. The Figure 66 shows electrical inter- 

connection of this circuit. All the connections were made according to 

the fumction table. 

The output pulse is a fumction of the external capacitor and res- 

istor. For Ceo 1000 PF, the output pulse width (tw) is defined as: 
2 p 

Oey. ) 
w=KRC a+ 

ext “ext 

Rext is in KOHWA 

Cext is in PF 

tw is in nanosecond 

K is 0.28 for 74 123 

Above formula is given in the TIL Data Book - Texas Instruments. 

The diagram in the same book shows that is not allowed to use the res- 

istor under five kiloohm. By using the shown formula it wasn't 

possible to get expected width of the sprocket pulses. To get 

desired time constant T, one trimmer potentiometer of 50K is connected 

in the serial way with five kiloomhs resistor. The value of capacitor
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is 1 microfared. 

The Circuit which performs correct timing of Data Pulses with Lock 

(Enable) pulse. 

The design in Figure 67 is used to perform correct timing of the 

data, two 7475 latch circuits with pulse called 'lock' enable par- 

allel output of data. The timing is achieved by'lock' pulse. The 

eight data fran these latches circuits are applied to the eight input 

gates of two '7408 AND' circuits as shown in Figure 67. The other 

input gates of the same two AND circuits are connected to each other in 

a common link. This common link is connected to the output 1Q of the 

monostable circuit 74 123. The monostable produces always output when 

the lock pulses appear in the input 1B of the circuit 74 123. ‘The 

duration of the output pulses is equal to the width of the data pulses. 

In such a way the 'lock' pulse makes precise timing of data output through 

the 7408 circuit fran D, to Dg. The 'lock' pulse is at the end of 

every group of 21 clock pulses, see Figure 68, where particular data 

are located. These eight data outputs are connected to the'Ascii' input 

of the decoder, which is already described in the Chapter 5. 

The System Grounding 

To obtain the best performance a good system ground is required. 

All grounds should be connected to a conmm ground point, normally near 

to the power supply. All logic circuits are connected to a ground cir- 

cuit. In the case there are relays, motors and other noise generating 

devices all are wired to a separate ground network connected to the 

common ground point. Standard noise suppression techniques should be 

supplied, i.e. diodes across relays, and capacitors across dc motor
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brushes. All mechanical parts such as panels, cabinet doors and chassis 

should be grounded with a third ground. A mounting frame is often used 

for this if good conduction can be made at points of contact. 

If some pieces of equipment in the system are left ungrounded they 

may carry transient voltages that will interfere with the rest of 

system. In the Figure 69 the three separate ground systems connected 

to a common point are shown which will eliminate noise on the ground 

signal. Heavy ground loads should be used on large systems to mini- 

mize any voltage drop along the ground line. 

7.12. Simalation and Programming 

The program used in the simulation technique is of the same pattern 

as the one used fran the tape reader. 

Before starting programming by switches, the electroplotter must 

be set to origin. All 'Origin offset' and 'Data' switches should be 

set to zero. 'Clear, 'Origin' and 'Servo on' switches should be pressed. 

Note that there is a one minute delay for the servo-power after the electro- 

plotter is first switched on. 

If, after pressing the 'start' switch the plotter fails to operate, 

the 'Clear' switch may have not been previously operated. 

For every new programme it must be started by 'Figure shift', 'New 

line' and then xX-blcok by signs + or - as shown in Figure . 

The plotter identifies 'words' i.e. numbers by counting from each 

new line. Therefore new line must be used at the end of each point or 

a set of values, but nowhere else. 

There must be no decimal point. The full number of digits must 

appear every time. 

Each word in a group represents a different variable and may be 

plotted to a different scale and different offset to any other word.
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On the figures 73, 74» 75+ 76+ 77-and 7g, are given six different 

geometrical pictures together with their associated programmes. Table 4 

shows the representation of Elliot 803 code, that is, how characters 

are represented by position of the switches. 

Manipulation 

Correct operation of the system interface is obtained by the following 

steps: 

1. Switch on plus five and minus six volts supplies. 

2. With the switch S,, 'Reset', set electronics to zero position. 1 

3. Set the 'Write-Read' switch to 'Write'’position. 

4. On the 'Poard of simulated switches fran computer', see Figure 1, 

start by programming with 'Data switches', fram 'l10' to '15'. The 

other switches ('Addresses' and 'Instructions') stay in the same 

* positions all the time. 

5. With the switch 'Memory in', see Figure 2, load a particular data 

into the memory. 

6. When the programme is completed, return to the first address at the 

memory using the switch 'Reset' and with the switch 'Write-Read' 

set in the 'Read' position and using the 'Start' button on the plo- 

tter command table start with the execution of programe. 

Figure 79 shows the photograph of interface components,
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CHAPTER VIII 

The Structure of the Central System 

If one mini-computer can control more than sixty different machines 

which are interconnected by various types of interfaces to it, then, 

this system can be called 'multi-system'. One of the most important 

and complex tasks of governing by the 'multi-system' is to determine the 

radical structure of the observing system. When such a system is con- 

sidered, then at first sight it seems justifiable to create a system 

which makes the control fram one ‘central point'. In such a system the 

complete information about the state of all the machines under the cont- 

rol and which feed back information, comes from the central point, for 

instance a mini-computer. The central point according to the information 

received about the state of the system produces the control action for 

each of the machines in the system. For inexperienced people such 

structure of the system would appear to be ideal because in this case 

the total information about the system is stored at one central point, 

but still exists the possibility of the most corrective calculations for 

the effective criterion and finding the solution which ensures the 

optimal control in action. Meanwhile in reality it is not easy to mat- 

erialize such a system. 

To perform an effective control, only for one object in the system 

it is necessary to obtain and feed in sufficient information, but for 

systems which comprise large number of objects the quantity of inform 

ation proportionally increases. For this reason it would be necessary 

in the central control point to assemble a large amount of varied inform- 

ation and ensure its modification. In this case it is very difficult
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to realise the target of the observing system, that is, to perform the 

working optimum regime of the system. 

In the system with 'central point' the task of finding out the 

working optimum regime ought to be solved in the space of rather larger 

dimensions which, in practice, results in even greater camputation 

difficulties. Even if it is possible to find the best working regime 

of the system, the time spent will have been excessive and the control 

commands gained with much delay. 

Some more Imperfections of the Central Control Point 
  

The system consisting of the central control point and an observ- 

ing structure, has a very ‘large inflexibility, because due to its adaption 

to the modifications which happen not in the particular parts of the 

observing structure but in the central control point, say, mini-computer. 

Also the reliability of the function decreases in this system. The 

errors occuring during the working of the system becames difficult to 

correct. The amount of correction depends on the state of the system. 

Thus the conclusion is, that the system with the central control 

point is unfavourable in reference to other available systems. 

The Hierarchical Structure 

The imperfections indicated in the system with the central control 

point can be considerably overcome by the hierarchical structure of the 

central system. A characteristic pecularity of the hierarchical struc— 

ture is the successive division of the system up to (upon) the sub- 

systems, between which are established the co-ordinations. 

The central device on the higher level governs the large units of 

the system from which every one has their own control part. Each of
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these units is divided into smaller sections, which are also equipped 

with corresponding control parts and so on up to the elementary part 

of the observing system, whose continued division into sections is 

without purpose. The essential characteristics which every hierarchy 

has is vertical arrangement of subsystems which canprise the overall 

system, priority of action or right of intervention of the higher level 

subsystems, and dependence of the higher level subsystems upon actual 

performance of the lower levels. 

Vertical Arrangement 

The hierarchy contains a vertical arrangement of subsystems, and 

then the system it seems is consisting of a family of interacting sub- 

systems as shown in Figure 70. The terms 'system' and 'subsystem' means 

a transformation of the input data into outputs. If the transformation 

is performed in actual time, the system is 'on-line system', if all 

operations are not performed simultaneously, with the operations of 

other blocks, then it is 'off-line system'. Figure 71 shows a four level 

diagram of a hierarchy where the lowest level unit IV need to solve 

relatively simple tasks, that is, they respond to the devices with lim 

ited capacity of the modification of informations. 

The task of the next higher level, in figure 2 are mits III, is to 

solve the problems which are only indispensible (necessary) for reciprocal 

adjustment of elementary units, that is, they do not require in detail 

the information about controlling objects. 

The same consideration is related to all higher levels in more 

general form, so that the unit on the first level (unit I) receive the 

most concrete (particular) information about the controlling system.
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Right of Intervention 

The operation of a subsystem on any level is influenced directly 

and explicitly fram the hijher levels, most often from the immediately 

superceding (higher) level. This influence is binding on the lower 

levels and reflects a priority of importance in the action and targets 

of the higher levels, so this influence will be referred to as inter- 

vention. 

In on-line systems, intervention usually appears in the form of 

changing parameters in the lower level subsystems. In off-line applic- 

ations, the problem or solution on any level depends upon the solution 

of the problem on the higher level. The problem on the lower level is 

well defined only after the higher level problem is solved. 

The important characteristic of multi-level systems is that the 

higher level unit do not completely control the activities of the lower 

level units. The lower level decision units have to be given same free- 

dam of action to select their own decision variables. These decisions 

might be, but are not necessarily, the ones which the higher level unit 

would select. 

It is essential for the effective usage of the multilevel structure 

that the decision units be given a freedom of action. A suitable division 

of decision-making efford amond the units on different levels should be 

established; only then can the existence of the hierarchy be justified, 

see Figure 72.
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CHAPTER IX 

Conclusion and Future Work 

Conclusions 

The design of a system interface which connects an on-line computer to 

an NC machine tool, for example, an electro-graph plotter, is feasible 

and such a system is practicable. 

In principle, the design of a’ system interface depends upon the control 

system of the NC machine tool. 

The advantages of the design system are: 

a) Two wires only, or 

telephone line or 

coaxial cable 

b) The distance between computer and electroplotter is not very impor- 

tant, because the carrier frequency is in simsoidal form. 

c) The input signal at the receiver side of 200mv is sufficient for 

the receiver to function. 

d) If a word site exceeding 16 bit (say 1024) needs to be used, only 

the frequency of the master oscillator has to be changed. 

e) Using a 'TV#age ' diode as oscillator can extend the range of 

transmission speed to the megacycle region. 

A conventional tape reader NC machine tool can be converted to operate 

fram an on-line camputer by a connection behind the tape reader. 

The development of system interface will largely depend on the avail-— 

ability of new electronic camponents, particularly the use of micro- 

processors, in interface hardware. 

The economics of a system interface must be carefully considered. This 

problem is unresolved at present; no satisfactory answers have emerged
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despite the large number of papers dealing with economic considerations. 

The design of a system interface, both the hardware and the progranming 

will require teamwork and will not be achieved by one man's effort. 

In this particular system interface TTL logic form was used for the 

electronic circuitry, which is more flexible, compared to DIL technique. 

Future Work 

Efforts should now be made to link system interfacing further inside 

the hardware of the machine. An adequate investigation at this problem 

could cut some expensive hardware in the machine, and purchasers' 

expenses could be considerably reduced. 

An inherent characteristic of the design approach was the lack of flex- 

ibility of the system architecture due to the use of hardwired techniques. 

To improve flexibility a microprocessor could be considered. 

In future work, the use of a microprocessor as a basic element of the 

system interface can give the following advantages: 

a) The designer may use the same component at each site and simply 

change the programme or Read-Only memory. 

b) The standardisation provides faster design time, is more economical, 

enables the system to adapt easily to changing requirements and 

requires less maintenance and documentation. 

c) Parallel operations such as data acquisition are done at the tem 

inals while the master camputer manages and analyses the current 

data. 

d) The new terminals may be added without disturbing the rest of the 

system.
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By employing microprocessors in the machine interface progranme control 

is simplified. Displays are tailored to the process which can then be 

easier to follow. 

The operator may select the data and machines to be displayed in 

the format he desires. The data may be displayed cyclically, selectively 

or in entirety. 

By using microprocessors the system hierarchy becomes a great deal more 

flexible. The system consists of camputer, interface and machines of 

various degrees of significance.
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APPENDIX T 

BOOLEAN ALGEBRA AND COMPUTER LOGIC 

Boolean algebra has certain basic operations, 

just like any branch of mathematics. Boolean algebra uses 

binary digits O and 1 to define logical decisions. 

OR Operation 

OR operation may be defined by two integers 

I and J by the statement: 

If I or J equals 1, then the result is 1. 

Otherwise the result is zero. 

The plus sign is used to represent OR. 

Truth Table for an OR gate 

  

  

auBUrS OUTPUTS = 

I J IT+dJ 

oO 0 Oo 

oO 25 ib 

di Oo i 

aL i L        



GRE 

The symbol for an OR gate is: 

x — 

INPUTS B NX OUTPUT = 

ee or ine ree ee 

The output will be 1 (true) if any one of the inputs has 

the value of l. 

AND Operation 

The AND operation, for the two integers I and 

J, may be defined by the statement: 

If I and J are both 1, then the result is 1. 

Otherwise the result is zero. The dot is used to indicate 

the AND operation. 

Truth Table for an AND gate 

  

  

  

TNEUTS OUTPUT = 
= 7 Teed 

0 0 ° 
0 a o 
1 0 o 
1 1 zl         

The symbol for an AND gate is: 

  

A . 
\ OUTPUT = INPUTS B , Nea 

Ca.  
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The output will be 1 only if all the inputs 

have the value of 1. 

The NOT function 

The NOT function specifies that the output 

will always be the inverse of the input 

NOT 1 

NOT O u H 

Inverter 

The gate that produces the NOT function is 

called an inverter, The symbol for a NOT gate iss 

OUTPUT = A 

InpurT = 1 +4 OUTPUT = 0 

INPUT = 0 OUTPUT = 1 

The EXCLUSIVE OR function 

The EXCLUSIVE OR function differentiates 

between inputs which are identical and inputs which are 

different. The output value is 1 when the input terms are 

different and 0 when the inputs are the same.
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Truth tables for two-input EXCLUSIVE OR gate 

  

  

  

TNEUTS OUTPUTS = 
A B AB + AB 

0 0 0 
0 1 1 
1 0 a 

il 1 0       

The symbol for an EXCLUSIVE OR gate is 

gh OUTPUT = 
INPUTS AB + AB 

wo 

NAND_and NOR Operations 

By combining an inverter with an AND gate or 

an OR gate, two additional logical operations are possible. 

The grouping of an AND gate followed by an inverter is 

called a NOT AND or NAND gate. The symbol for a NAND 

gate is pictured below 

A OUTPUT = 
ht ABC 

c   
If all the inputs have a value of 1, the output 

is 0, and if any of the inputs have a value of 0, the output 

will be 1.



  

  

  

  

INPUTS OUTPUT = 

Nesta ABC 

Ou Ono) 1 

Oo. SO an i 

one se 1 

0 aaa? fea 1 

ee Orem 1 

vig 00) ak 1 

Lop deseo ls 

Lessin a 0       

The grouping of an OR gate followed by an 

inverter is called a NOT OR or NOR gate. 

a NOR gate is 

A. 

INPUTS B 

c. 

If any 

output will be 0. 

The 

of the inputs have a value 

  

INPUTS OUTPUT= 
  

B Q 

A+B+C 

  

  r
P
R
r
P
R
r
H
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oO 
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F
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F
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F
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F
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R
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symbol for 

OUTPUT = 

A+B+C 

of 1, the
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DE MORGAN'S THEOREM 

In computer design, logic gates are combined 

to produce any desired output from a set of known inputs. 

De Morgan's theorem is a valuable aid in designing such 

combinations, An elementary form of this theorem is: 

A.B os ka 8 

which states that the inverse (or NOT) of the combination 

A AND B is equivalent to the separated ORed inverses, 

A second form of De Morgan's theorem is 

AvBe. 5B 

by judicious application of this theorem, logic equations 

can be put into an easily implemented form. Suppose, for 

example, it is desired to implement the equation: 

F = (A.B) + (A.B) 

entirely with NAND gates. Note that this is the EXCLUSIVE 

OR operation described earlier. First we negate both sides 

of the equation: 

(A.B) + (A.B) 3]
 

" 

Then apply De Morgan's theorem: 

F=aA.B . (A.B)
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‘the only logical operators left are ANDs (i.e. no ORs). In addition, 

all but one AND is covered by negation (or NOL). Negating both sides 

ef the equations gives: 

F = (A.B) . (A.B) 

This equation is quite easy to implement with NAND gates, The corr 

esponding circuit is: 

  

    
  

  

  

  
    

A rae 
- (A.B) 
B 

A — 
(A.B) 

B 
    

Comparison of the circuit diagram with the last equation shows how a 

logic function can be built up a block at a time. There are no rules 

concerning when to use De Morgan's theorm. Each designer is left to 

his own ingenuity and experience.
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APPENDIX IT 

Cyclic Redundancy Codes 

Introduction 

Cyclic redundancy codes are used in data transmission between the 

transmitter and the receiver. The purpose of this code is to realise 

error detection and correction of transmitting data. An understanding 

of the codes are based on a minimal mathematicl background. 

Basic theory 

Coding theory treats data mathematically in polynomial fom. A 

polynomial is a summation of various powers of one or more variables, 

with a coefficient attached to each term in the summation, for instance 

ax? + bx PCE ed 

and in this cyclic code, all coefficients are binary and there is only 

one variable x, which is present only to permit mathematical treatment. 

The coefficients a, b, c, d are the real data. 

The highest power of x is attached to the most significant bit, 

while decreasing powers go in order with bits lesser significance. For 

instance, the binary number 1100110011 can be represented as.a polynomial, 

with the left most element of the number the most significant: 

exter extent 

where the least significant bit is O; thus, since = 1, and it is 

without an attached variable. 

In particular, the binary case, all numbers are mapped into either 

Oor il. Since -1 is mapped into +1, addition and subtraction operations
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are identical. In this fact lies all basic manipulations of binary 

cyclic codes. 

Division of one polynanial, D(x), by another G(x), produces a 

quotient polynanial, Q(x), and usually a remainder polynomial, R(x), 

if the division is not exact. 

D(x) = Q(x) . G(x) + R(x) 

See examples: 

(a) Se eee < Pare ee eed 

Sev aex? 

  

Roe ec + ce x 

ext tx tx 

ete txtl 

Beene oc fol 

3 +xt¢1) @+xe¢x+) = QO) . Glx) 

(b) Bs en ise ee eee et eee 

x tet e 

  

4x ex = R(x) 

2 
R&) = tO ++ x41) 4 +x +1) 

Q(x)G (x) + R(x)
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The redundancy bits 

A basic coding concept is to modify a polynomial that represents 

a train (number) of data so that is is exactly devisible by another 

polynomial, the divisor is called the generator polynomial G(x). This 

modification is done appending certain calculable bits, called redund- 

ancy bits, to the data train. These extra bits are essential in any 

error detecting and correcting code, because they distinnguish code 

words containing errors from other code words. Redundancy bits are 

determined by dividing the data polynomial by the generator G(x), poly- 

nomial and adding the resulting remainder to the original data polynamial. 

Since, in the binary arithmetic system, the sum and difference are the 

same, adding the remainder to the data is equivalent to subtracting it. 

In the equation 

Dix) =Q(x) . G(x) +r), 

where the remainder, R(x) is substracted from both sides, the right 

side becomes a product of polynomials: 

D(x) = Rix) = Ot) . G&) 

This product is divisible by G(x), since that is one of its factors. 

Therefore, the division and addition forms a new polynomial that is 

always exactly divisible by G(x). Such polynomials correspond to code 

words; the remainder comprises the redundancy bits. 

If the camplete polynamial code word to be transmitted or stored 

is designated C(x), then 

C(x) = D(x) +R) = Qh) . Glx) 

When data with redundancy bits attached, T(x), are received or fetched, 

they may be divided again by G(x). If the remainder is O, all bits are 

assumed to have arrived unaltered. The error could be such that the 

disturbed polynomial is still divisible by G(x) . This disturbance would 

constitute an undetectable error.
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Any disturbances in the received polynomial can be represented by 

an error polynomial, E(x). When E(x) is subtracted fram the received 

polynanial, Z2(x), or equivalently added to it, the result is the sum of 

the correct data and redundancy polynomials: 

T(x) = Z(x) -E(x) = Z(x) +E(x) 

Obviously, any attempt at error correction requires that this 

error polynomial be found. 

The Accomplishment, of cyclic redundancy code 

The circuits to perform the division may be implemented from 

standard logic canponents or are available in chip form. All such cir- 

cuits follow the same basic principle, to produce remainder after 

division by G(x). Anything exactly divisible by G(x) is to 0, G(x), 

of course, is exactly divisible by itself, and so is camponent to 0. 

For instance, polynomial 

Gx) =x +x te exit Oe 

Set g(x) = O and solve for x; 

Pax te ttt tl 

Then, whenever x occurs, it may be replaced by all lower order terms 

of the generator polynomial. 

In a register of (m+ 9) elements, each element represents a memory 

for the coefficient for one power of x, see figurea. If all register's 

elements are set to O, and a 9 bit data polynomial is loaded into the 

first nine positions and shifted right, each shift multiplies the 

polynomial by x. 

The parallel loading of successive data polynomials followed by a 

right shift forms the entire polynomial. Successive characters are 

added, modulo 2 (the binary case), which in logic is simply an exclusive 

or.Higher powers are created by early data.
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For each bit that overflows from the x° position, a feedback sub- 

stitution of congruent terms for x can be made, see figureb. Over- 

flow from x8 may occur with every shift after the first. This enables 

the register to have only nine elements; the remainder of the division 

process is found in the register after all the characters have been 

loaded. It is transmitted or stored as the last character of the record. 

If feeding back output of the x register position is puzzeling, 

remember that shifting is equivalent to multiplication by x; for a bit 

to enter the feedback loop, a shift is required, transforming 2 into x. 

Lowest order term of the polynomial is x, whereas when all data 

have been entered, the arrangement of figure a will have entry in x°. 

This can be corrected in either of two ways: 

(a) by simply shifting the data one more, with no input after the last 

entry is made, or : 

(b) by premultiplying all bits by x. 

Premultiplication is done by entering all bits cne position to the right. 

One recovery of data from a transmission channel or from storage, 

an identical circuit is used on the receiver side, because division by 

G(x) is still central. If, after division, the remainder is not O, an 

error has been detected.
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Bus Signals 
nals on the bus have two states, low and high, which correspond respectively to 

nominal voltage levels of 0 and +2.7 volts. Any level between ground and .4 volt is interpreted as low 
any level more positive than 2.2 volts is interpreted as high. The level listed for a signal in the 

following table is the voltage level on the line when the    inal represents a 1 or produces the indicated 
function. A low signal is indicated in the prints by a bar over its name. 

Signal 
Dso 
to 

Dss 

DATAO 

to 
DATAIS 

DATOA 

DATIA 

DATOB 

DATIB 

DATOC 
DATIC 

STRT 

CLR 

IOPLS 

SELB 

SELD 

AG 

Direction 

To device 

Bidirectional 

To device 

To device 

To device 

To device 

To device 

To device 

To device 

To device 

To device 

To processor 

To processor 

Level 

Low 

Low 

High, 

gt 

High 

High 

High 
High 

High 

High 

High 

Low 

Low 

Device Selection. The processor places the device code (bits 

10-15 of the instruction word) on these lines during the 
execution of an in-out instruction. The lines select one of 62 
devices (codes 01—76) that may be connected to the bus. 

Only the selected device responds to control signals generated 

during the instruction. 

Data. All data and addresses are transferred between the 

+ processor and the devices attached to the bus via these 
sixteen lines. 

For programmed output the processor places the AC 
specified by the instruction on the data lines and then 
generates DATOA, DATOB or DATOC to load the data from 
the lines into the corresponding buffer in the device selected 
by DSO-S, or generates MSKO to set up the Interrupt 
Disable flags in all of the devices according to the mask on 
the data lines. For data channel output the processor places 
the memory buffer on the data lines and generates DCHO to 
load the contents of the lines into the data buffer in the 
device that is being serviced. 

For programmed input the processor generates DATIA, 

DATIB or DATIC to place information from the corres- 

ponding buffer in the device selected by DSO-5 on the data 

lines, or generates INTA to place the code of the nearest 

device that is requesting an interrupt on lines 10-15. The 
processor then loads the data from the lines into the AC 

selected by the instruction, To get an address for data 

channel access the processor generates DCHA to place a 
memory: address from the nearest device that is requesting 

access on lines I-15 and then loads the address into the 
memory address register. For’data channel input the pro- 
cessor generates DCHI to place the data buffer of the device 

being serviced on the data lines and then loads the contents 

of the lines into the memory buffer. 

Data Out A. Generated by the processor after AC has been 
placed on the data lines in a DOA to load the data into the A 

buffer in the device selected by DSO-S. 

Data In A. Generated by the processor during a DIA to place 
the A buffer in the device selected by DSO—5 on the data 

lines. - 

Data Out B. Equivalent to DATOA but loads the B buffer. 

Data In B. Equivalent to DATIA but places the B buffer on 

the data lines. 
Data Out C. Equivalent to DATOA but loads the C buffer. 

Data In C. Equivalent to DATIA but places the C buffer on 

the data lines. 

Start. Generated by the processor in any nonskip IO 
instruction with an S control function (bits 8-9 = 01) to 
clear Done, set Busy, and clear the INT REQ flipflop in the 

device selected by DSO—-5. 

Clear. Generated by the processor in any nonskip 10 
instruction with a C control function (bits 8-9 = 10) to clear 
Busy, Done and the INT REQ flipflop in the device selected 

by DSO-5. 

10 Pulse. Generated by the processor in any nonskip IO 

instruction with a P control function (bits 8-9 = 11) to 
e special function in the device selected by 

al is for custom applications).    

Selected Busy. Generated by the device selected by DSO-S if 
its Busy Mag is set. 

  

ted Done. Generated by the device selected by DSO-S if 
its Done fag is set. 

Table 2



RQENB 

INTR 

MSKO 

DCHR: 

DCHA 

DCHMO 

DCHM1 

DCHI 

DCHO 

OVFLO 

IORST 

To device 

To processor 

To device 

To device 

To device 

To processor 

To device 

To device 

To processor 

To device 

To device 

To device 

To device 

Low 

High 

Low 

Low 

High 

High 

High 

High 

=90'— 

  

Request Enable. Generated at the beginning of every memory 

cycle to allow all devices on the bus to request program 

interrupts of data channel access. 

In any device RQENB sets the INT REQ Mipfop if 

Done is set and Interrupt Disable is clear. Otherwise it clears 

INT REQ. ; 
In any device connected to the data channel RQENB 

sets the DCH REQ Mlipflop if the DCH SYNC fliptlop is set. 
Otherwise it clears DCH REQ. 

Interrupt Request. Generated by any device when its INT 
REQ flipflop is set. This informs the processor that the 
device is waiting for ah interrupt to start. 

    

   

Interrupt Priority. Generated by the processor for trans- 
mission serially to the devices on the bus. If the INT REQ 
flipflop in a device is clear when the device receives INTP, the 
signal is transmitted to the next device. 

Interrupt Acknowledge. Generated by the processor during 
the INTA instruction. If a device receives INTA while it is 
also receiving INTP and its INT REQ flipflop is set, it places 
its device code on data lines 10-15. 

Mask Out. Generated by the processor during the MSKO 

instruction after AC has been placed on the data lines to set 

up the Interrupt Disable flags in all devices according to the 

mask on the lines. 

Data Channel Request. Generated by any device when its 

DCH REQ Mipflop is set. This informs the processor that the 

device is waiting for data channel access. 

Data Channel Priority. Generated by the processor and 

transmitted serially to the devices on the bus. If the DCH 

REQ flipflop in a device is clear when the device receives 

DCHP, the signal is transmitted to the next device. 

Data Channel Acknowledge. Generated by the processor at 

the beginning of a data channel cycle. If a device receives 

-DCHA while it is also receiving DCHP and its DCH REQ 

flipflop is set, it places the memory address to be used for 

data channel access on data lines 1—15 and sets its DCH SEL 
flipflop. 
Data Channel Mode. Generated by a device when its DCH 

SEL flipflop is set to inform the processor of the type of data 

channel cycle desired as follows: 

DCHMO = =©DCHM1 

om) O(H) Data out 

od) 1(L) _ Increment memory 

ib O(H) Data in 
1(L) 1(L) Add to memory 

_In addition to performing the necessary functions internally, 
the processor generates DCHI and/or DCHO for the required 
in-out transfers. 

Data Channel In. Generated by the processor for data 

channel input (DCHMO = 1) to place the data register of the 

device selected by DCIIA on the data lines. 

Data Channel Out. Generated by the processor for data 

channel output (DCHMO-1 #10) after the word from 

memory or the arithmetic result has been placed on the data 

lines to load the contents of the lines into the data register of 

the device selected by DCHA. 

Overflow. Generated by the processor during a data channel 

cycle that increments memory or adds to memory (DCHM1 = 
1) when the result exceeds 26 — 1, 

10 Reset: Generated by the processor in the [ORST 
instruction or when the console reset switch is pressed to 
clear the control flipflops in ail interfaces connected to the 

bus. This signal is also generated during power turnon,
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IN-OUT BUS SIGNAL CONNECTIONS 

H_ High B Bidirectional P From device to processor 

L Low D_ From processor to device 

Panel External Panel External 

Signal Level Direction Pin Bus Pin Signal Level Direction Pin Bus Pin 

CLRt H D ASO K 2 DCHMO L Er BI7 d 27 

DATAO L B B62 ow 3  DCHMI L Pp B2l) :¢ 28 

DATAI L B B65 «2 4 DCHOt H D B33. oh 29 

DATA2 L B B82. AD 5 DCHPIN L DS A94 b 30 

DATA3 L B B73. AB 6 DCHPOUT L D* A93 

DATA4 L B B6l v 7 DCHR L P B35 j 31 

DATAS L B BSvient 8 DSO L D A772. X 32 

DATA6 L B B95 AE 9 DSI L D A68 V_ +33 

DATA7 L B BSS n 10 DS2 L D A66 U 34 

DATA8 L B B6O ou 11 DS3 L D A46 H 35 

DATAY L B B63. x 12 DS4 L D A62. = S 36 

DATAI0 L B B75 AC 13 DSS L D A64 T 37 

DATAI1 L B BS8 os 14 INTAT H D A40 D 38 

DATAI2 L B BS9 t 15 INTPIN L D* A96 

DATAI3 LL B B64 y 16 INTPOUT L D* —A9S bce 

DATAI4 L B BS6 p 17. INTR L P B29) =f 40 

DATAIS L B B66 AA 18 IOPLST H D Al44 Y 41 

DATIAt H D A44. OF 19 IORST+ H D A70 W 

DATIBT H D A42. E 20 MSKO L D A38 C 43 

DATICT H D AS4 M = 21 OVFLOt H D B39 I 44 

DATOAt H D A58: P 22 RQENBT L D B41 m 45 

DATOBt H D AS6 N 23 SELB L P A82 a 46 

DATOCt H D A48 J 24 SELD L P A80 Z. 47 

DCHAT L D A60 R_ 25 STRT+ H D A52 LL 48 

DCHIt H D B37 k 26 Poweron +5 D B 49 

TABLE 3 

425
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Ascii code - Elliott 803 code- 
output from needed for 

computer Electroplotter 

Frare cop. CHARACTE: TAPE COD: CHARACTER, 

87654.221, 5.32). 
RUN OUP ° RUT OUP 

& ZERO © ZEROF 6S 
a aN F.35.| 
2 2, F.S, 
3 | is. 
4 i F.5, 
> 5 F.S. 
6 6 Eis) 
T Tt F.S5. 
8 8 Bec: 
o 9 F.S. 
+ + F.S. 
2 - F.S. 
SPACE SPACE 
/ F.S. 
CAR RET CAR RET 
NEW LINg LN FEED 
ERASE L SHirT 
TAB 
Dec PT ecco DEC P.F.S. 
END/TAPE ‘ ‘ 

e} | 0) 2 £ F.S. 

je} fo} | oe fo 4 % FS. 

dle. ( ( F.S. 
ie) 1 O) |@e id ) ) F.S. 

a} |! * * F.S. 
le et? z F.S. 

¢ : 3 F.S. 

le}ie}| & & F.S. 

aecat| * 7 ORS: | eae oie 
1e} |e |e. a 2 sve 

SUieeiLlcaae @  F.S. 
FIG SHIFT.                         

  

  

Table 4
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Fig. 37. The block diagram of the receiver.
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Fig. 70. Vertical connection into the hierarchy system.
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