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SUMMARY 

Extensive research on the dynamics of heat exchange between two 

fluids has been carried out in the past with orientation mainly towards 

the industrially important situation of a single variable process 

operating in the high turbulent flow region. 

The need for a more general understanding of the phenomenon and 

the wider requirements of more recent processes justified the investigation 

of heat exchange under multivariable conditions and at lower Reynolds 

numbers, particularly in the transition and laminar regions. 

Based upon the experience and results reported for the turbulent 

regime the techniques of analysis were extended to investigate the region 

of present interest. This meant treating the system as a linear one with 

combination of the simultaneous disturbances by superposition as required 

by linear system theory. 

Two mathematical models were developed for the purpose, based on the 

description of the process by a set of four partial differential equations. 

The first model, representing the system in the time domain, is an explicit 

numerical algorithm applicable to countercurrent and parallel flow schemes 

under single or simultaneous flow disturbances. The effect of these 

disturbances on the heat transfer coefficients can be chosen as the exact 

ones given by the current’ correlations or as the corresponding linearised 

ones. This model also includes the dynamics of the control valves 

regulating the flow rates. The second method representing the system 

in the frequency domain is a linearised version of the same set of 

sa
 

differential equations, expressed as a transfer function, and also 

applicable to the case of countercurrent and parallel flow schemes, under 

single or double variable operation. Both models were evaluated by



computer for relevant operating conditions. 

To test the models, a liquid-liquid 1-1 shell-and-tube heat 

exchanger was operated under several sets of conditions, and the 

experimental results indicated that: 

(i) 

(ii) 

(4ii) 

The superposition of two flow disturbances in the heat exchanger 

can be simulated adequately by use of linear system principles 

in both the time domain and the frequency domain. 

Although in general the data collection at low Reynolds numbers 

has a larger degree of uncertainty, the process dynamics in this 

region of the time domain can be described satisfactorily by the 

model proposed, for both single and double variable operation. 

The quality of representation in the frequency domain was less 

satisfactory for the tube-side outlet temperature and had severe 

limitations for the shell-side outlet temperature. The fact that 

this representation was based on a fully linearised set of 

convective equations, as required for application of the Laplace 

transformation, makes it less useful in a region where thermal 

diffusion assumes greater significance.
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CHAPTER 1 

STATEMENT OF THE PROBLEM 

Extensive research has been conducted into the dynamic analysis 

of heat exchangers subject to single variable disturbances, but very 

little on the case of Simi Ian cous disturbances. This work is an 

attempt to extend to the multivariable case, the principles which 

govern the response of liquid-liquid heat exchangers disturbed by a 

single variable. Thus in the same way that most of the previous 

analysis has been done using basically linear techniques it is thought 

likely that the multivariable case can be analysed by the application 

of the superposition principle which is also a linear concept. The 

present work examines this possibility. 

The insight and conclusions obtained in this work can be 

generalized to all flow systems of the distributed parameter type which 

can be described by mathematical structures of the type developed here. 

The specific objects are: 

(1) Deduction and development of a mathematical model for a liquid- 

liquid, 1-1 shell-and-tube heat exchanger considering the arrange- 

ments of countercurrent flow, parallel flow, heating (hot fluid 

in tubes), and cooling (hot fluid in shell) for the cases of 

disturbances in shell flow and tube flow, either individually 

or simultaneously. Furthermore the work aimed to examine the 

superposition of these disturbances relative to their separate 

effects. 

(2) Development of digital computer simulation for the model in both 

the time domain and frequency domains, versatile enough to cover



the several combinations of conditions previously mentioned. 

(3) Construction and assembly of an experimental system able to 

realize the characteristics of the model as closely as possible 

within the available means. 

(4) Development of experimental techniques and collection of 

experimental data for the different sets of conditions in order 

to verify the adequacy of the mathematical model. 

(5) To analyse and compare experimental and simulated results, draw 

conclusions about the quality of the model, its implications 

and limitations, and to present suggestions of areas deserving 

further research. 

The areas of work previously defined and their corresponding 

relationships are presented graphically in Fig.1.1 which is a block 

diagram of the range and sequence of analytical and experimental work 

achieved during this project.
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CHAPTER 2 

INTRODUCTION 

Almost every physical system of practical importance when represented 

by a rigorous mathematical description becomes too complicated to be 

thoroughly analysed. On the other hand, if the description is made too 

schematic, the resulting analysis may be misleading or inadequate. It 

is necessary then, to reach a compromise between the complexity of the 

model and the level of insight needed for the system. 

It happens that most real systems are nonlinear when rigorously 

examined and therefore the well-established techniques developed to 

analyse ideal linear systems do not apply to them or apply only in a 

restricted manner. The study of such systems requires therefore, the 

use of the less evolved nonlinear techniques which generally lead to more 

complicated procedures, or the 'linearization' of the description in 

order to make it suitable for breatment by linear techniques. It is 

the requirement that any description of a real system must be solvable 

to render it useful that compels the analyst to compromise. 

In general, the behaviour of a system is described by a set of 

differential equations whose nature reflects the nature of the system 

and whose solution allows prediction of the response of the system to a 

given disturbance. Unfortunately, the practical analytical solution of 

differential equations is, so far, restricted to a relatively few simple 

cases. Most current differential equation solutions require an undeserved 

amount of work, if solvable at all, and in many cases the solution itself 

is so involved that it cannot be used immediately. 

The computer is then the alternative. Since the advent of computers



(both digital and analog) great progress has been achieved in the 

solution of mathematical models which were impossible or too difficult 

to solve analytically or by manual numerical methods. However, since 

analog computers can only operate on one independent variable at a time, 

partial differential equations cannot be solved directly and the 

'discretisation' technique must be employed. Digital computers on the 

other hand, by means of adequate numerical methods can solve any type 

of differential equation very BeRiCt ently: and though the programming 

takes more time and effort than the ‘patching' of the same problem in 

an analog computer, the powerful numerical techniques introduced, very 

often more than offset those inconveniences. 

Modelling of heat exchange equi pment of the distributed parameter 

type has followed the general trend previously described. The relatively 

simple process of heat transfer that takes place in an ordinary heat 

exchanger has to be described imposing several simplifications of a 

hydrodynamic and thermodynamic type in order to obtain a tractable 

mathematical model. The heat transfer phenomenon in a tubular heat 

exchanger is, strictly speaking, a complex process since heat is transferred 

by the combined mechanisms of conduction, convection and radiation 

from and to fluids moving with non-uniform velocity profiles, with 

spatially varying properties, across a medium of more or less comp lic ated 

geometry and whose properties also change with position. Obviously a 

mathematical expression that exactly fits the previous description 

becomes too cumbersome to be useful, so that general simplification like 

negligible heat transfer by radiation (and sometimes by axial conduction), 

constant physical properties of the media and flat velocity profiles are 

generally assumed, if operating conditions of the prototype reasonably



allow, to attain a more practical mathematical expression. 

The cause-and-effect relationship, the really useful form of 

mathematical description, is obtained by the solution of the model, 

stage at which three alternatives are available: Mathematical 

analytical solution, numerical solution and analog solution. In general, 

the simpler the model the larger the possibility of finding an analytical 

solution, but the more restricted the description of the system. The 

numerical solution, however, can cope with descriptions of variable | 

complexity but instead makes necessary a digital computer to carry out 

the calculations as soon as the complexity of the model increases the 

number of calculations required to reach a solution. Finally, the 

analog solution requires the use of an analog computer or the construction 

of specialised analog devices, themselves very specific analog computers. 

If the solution of the parameter distributed model of such a heat 

exchanger is attempted in an analog computer, the system has to be 

simulated by a series of lumped parameter modules (equivalent in some 

way to the use of finite differences instead of derivatives in the 

numerical approach). Furthermore, if the model involves some nonlinear 

relationships and a rather large number of modules is necessary to ensure 

accuracy, then the number of hardware components (operational amplifiers, 

multipliers, potentiometers, function generators) might be exceptionally 

large. 

A thorough study of heat exchanger dynamics includes its analysis 

in the time domain and in the frequency domain since both areas yield 

complementary information of the general system behaviour. The frequency 

domain analysis makes use of the Laplace transform technique which is a



linear system concept and therefore requires that any model including 

nonlinear relationships be linearised before the Laplace transform can 

be applied. Within this context, the frequency response results ought 

to be considered as an approximation. 

The analysis in the time’domain is a more direct procedure that 

makes use of the finite differences approach when the numerical 

solution is necessary. Such a solution of a set of partial differential 

equations, like the one developed to describe the heat exchanger used 

in this work can be of great versatility to represent a wide range of 

operating conditions and to include a considerable amount of detail. 

Since one limiting factor of the quality of a model lies in the 

quality of its parameters, special attention was put on the choice of 

the film coefficient correlations, particularly the shell side 

correlation where no definite agreement has yet been reached.



CHAPTER 3 

PREVIOUS WORK 

In this chapter a comprehensive review of the literature so far 

generated on the dynamics of heat exchangers is presented as the 

foundation of the present work. The papers and reports are analysed 

with emphasis on the most significant contributions to the field from 

the point of view of mathematical treatment and experimental techniques, 

as well as the degree of agreement reached between these two aspects 

of studying the problem. 

Due to the importance of finding appropriate correlations for the 

individual heat transfer coefficients on both sides of the heat transfer 

wall, a review of some important works carried out on this subject is 

also presented. 

3.1 DYNAMIC RESPONSE 

The analysis of the dynamic behaviour of a heat exchange process 

can be classified in several ways, by no means exclusive of each other: 

(i) According to the type of thermodynamic model proposed; 

(a) Convective model, when all the heat is transferred by the 

convection mechanism, 

(b) Dispersion model, when part of the heat is transferred by one 

or several forms of diffusion mechanism, besides the 

convective transfer. 

(ii) According to the type of mathematic structure: 

(a) Exact model, linear or nonlinear, 

(b) Linearized model.



(iii) According to the type of condition disturbed: 

(a) Temperature forced, which yields linear models when the 

effect of temperature on the physical properties of the 

fluid is neglected, 

(b) Flow forced, which yields varying parameter models. 

(iv) According to the domain of the solutions proposed: 

(a) Time domain solutions, which yield the transient response 

of the system, 

(b) Frequency domain solutions, which yield the actual frequency 

response of the system. 

The time domain solution can be achieved by several methods 

(a) Direct analytical integration of the mathematical model 

proposed, if mathematical complexities allow, 

(b) Analog simulation in a passive or active analog computer 

by 'lumping' of the distributed components of the 

exchanger, 

(c) Digital Computer simulation by a numerical procedure based 

on 'discretization' of the continuous variables of the 

model. 

The frequency domain solution is obtained by Laplace transformation of 

the differential equations that describe the system operation, and 

replacement of the Laplace operator by the complex frequency jw. 

(v) According to the experimental technique used: 

(a) Transient testing when a noncyclic signal is used as 

disturbance,
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(b) Sinusoidal testing when a sinusoidal signal is used, and 

(c) Pulse testing when an analytical pulse is used as disturbance. 

Because many of the papers reviewed cover several classes within those 

defined above and analyse different types of cause-effect relation- 

ships over a wide variety of conditions, it is not possible to 

segregate them into groups according to a specific characteristic, 

without significant entanglement. It is a fact that each single 

work could be classified in most of the groups and therefore the 

review would become very repetitive and dispersed. 

3.1.1 The Most Convétional Approaches 
  

It is understandable that after the initial steps toward 

development of a continuous quantitative process technology by Mason 

(63), Haigler (40) and Bristol et al (7), the first works properly 

on heat exchange dynamics approached the subject by analysing the 

"percolation' problem in which heat is exchanged between a solid 

surface and a fluid stream flowing along it. Profos and Diss (77) 

studied this process in the case in which the excitation of the system 

was the fluid inlet temperature variation. 

Takahashi (87) extended the analysis to typical heat exchange 

processes of the parallel, counter-current and mixed types. He 

classified the processes into four cases; 

(1) Both fluids unmixed (parallel and counter-current flows); this 

is the case that considers the whole system to be of the 

distributed parameter class; 

QQ) One fluid mixed (i.e. lumped); 

(3) Both fluids mixed; and
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(4) Percolation. 

.The model he formulated for the first case would consider four 

different solutions. 

la. Completely neglected shell and tube wall capacities; 

1b. Neglected tube wall capacity only; 

re. Inclusion of both wall capacities, with conductivities considered 

infinite in the transverse direction and zero in the axial 

direction; 

1d. Same as 1c but with finite shell wall conductivity. 

Partial differential equations were set up to represent each 

stream and each wall (when not neglected) for each case; then after 

assuming constant system parameters, the set of partial differential 

equations was solved for the steady state (thus yielding a set of 

ordinary differential equations) and several transfer functions of 

the form 

F(jo)= OUTLET TEMPERATURE OF THE COLD FLUID 
INLET TEMPERATURE OF THE HOT FLUID (3.1) 

for changes with position were obtained. The author compared the 

properties of the heat exchange process by the vector-loci method for the 

three combinations of supply, demand and velocity ratios. The effect 

of solid capacities was also shown and although no extensive 

experimental data was Lepeuned this work was a significant advance on 

the unified study of heat exchange process dynamics. 

Shortly afterwards Gould (36) presented a thorough and systematic 

analysis of the behaviour and control of the heat transfer process, 

stressing the fact that these systems are usually described by nonlinear 

partial differential equations whose analytical solutions are facilitated
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by linearization techniques. Since procedure restricts the application 

of the linearized equation, he introduced a systematic lumping technique 

which greatly reduced the effort involved in the solution (37). 

The general equations of convective heat transfer elements were 

deduced and applied to specific systems, their solutions appearing as 

transfer functions. Along with the theoretical considerations, Gould 

presented experimental evidence taken on a small heat exchanger, and 

developed analogs on a lumped basis to study the operation of various 

types of controls. His lumped equivalent included the system dead 

time by the use of the 'dead time extraction'method. A quick estimate 

of the number of lumped sections was found by determining the number 

* 
of heat transfer units in the exchanger, defined as 

N = U.A./W.C (3.2) 

This worker found also that for gases and two-phase fluid systems the 

general equations can be solved analytically only under severe 

restrictions, whereas in 'composite' systems the response is dominated 

by the behaviour of the liquid side and dynamic effects due to the 

gas or the two phase flow can be ignored. 

Rizika (78) developed a procedure to find the thermal lags in 

distributed systems, applied to the cases of a fluid (vapour phase) 

flowing through an insulated pipe, and the parallel flow heat exchanger. 

He set up partial differential equations for the components of an element 

of the heat exchanger and solved them by Laplace Transformation, so 

obtaining the response in the complex s-domain. By further inversion 

of the model of flow in an insulated pipe - for the case of a step 

* Symbols not defined in the text conform with the nomenclature key 

given on page225
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function disturbance - he could present the solution in a graphical 

form relating the three-dimensional system of normalized temperature- 

time-distance. Proceeding in the same way for the case of exponential 

temperature disturbance to the same model, a partial plotting of the 

solution was obtained. Rizika's idea was to reduce the amount of 

calculations when solving for a particular set of conditions, as his 

numerical examples proved. 

Rizika's solution in the time domain, obtained in terms of an 

infinite series using a Bessel function of the first kind, made it 

clear that analytical procedures even for fairly simplified systems 

have to resort to a great deal of numerical manipulation in order to 

get the final results. Therefore the contribution of Dusinberre (20) 

on numerical methods for the prediction of transient phenomena in pipes 

and heat exchangers was very appropriate. By dividing the distributed 

system into several lumped sub-systems, Dusinberre presented in tabular 

form a method of numerical solution using one of Rizika's previous 

examples as illustration. 

At the same time Debolt (18) analysed the dynamic characteristics 

of a steam-water tube and shell heat exchanger by actually taking the 

experimental frequency response and transient data. He further 

constructed an electromechanical analog for simulating the heat 

exchanger and compared test saute with those obtained from the actual 

exchanger. The simulation proved to be a basically sound method for 

predicting the performance of any prototype. Debolt's experimental 

results, reported up to a frequency of about 12 cycles per minute 

(1.26 radians per second), indicated that a the average tube side flow 

(water) was increased, the corresponding Bode diagrams were gradually
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displaced upwards, the shell side fluid (steam) being kept at the same 

constant pressure. All the curves were smooth and continually 

decreasing with the exception of those corresponding to the lowest flow 

(2.4 gpm) which showed one resonant peak in both gain and phase. The 

analog simulation run for the flow of 6.0 gpm was able to predict 

resonant peaks. 

By this time the advantages of frequency response for analysing 

and synthesising chemical process control systems had been acknowledged, 

and the variety and frequency of works on the subject started to increase. 

Up to this stage the main concern of the authors was the development of 

transfer functions out of the differential equations describing the 

system, so that most of the results reported were in the frequency domain. 

Cohen and Johnson (15) analysed a double pipe heat exchanger of 

the 'composite' type (steam in shell and water in tubes) under temperature 

disturbances. With moderate simplifications they represented the system 

by a set of two linear partial differential equations that after Laplace 

transformation and further simultaneous solution gave the expression 

-Lb/V 
Tr I at ce ut e +50. (3.3) 

o
}
m
 

where a and b are groups enclosing the Laplace complex operator, s and 

the physical parameters of the system. Equation (3.3) represents the 

total response of the outlet water temperature at position L to the 

multiple disturbances of steam temperature and inlet water temperature, 

When each disturbance was considered separately the corresponding 

transfer functions were 

) (3.4)
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and 

tt = 6 (35) 

from which it is clear that in the case of a single variable 

disturbance the transfer function is independent of the type of forcing. 

They approximated the system by a dead time component and two 

non-interacting RC stages, and though this approximation showed a closer 

agreement with the experimental data, it did not predict resonant peaks 

as the theoretical model did. 

In a contemporary paper Mozley (69) published the analysis of a 

concentric tube liquid-liquid heat exchanger under temperature 

disturbances. His approach was based on lumping the properties of the 

streams at their midpoint conditions so that his model was based on a 

set of ordinary differential equations. Mozley also developed a passive 

(without internal energy sources) electrical network simulation of his 

exchanger which included effects of the tube wall in one and five stages 

of lumping. Data for the response of outlet cold water temperature to 

changes in inlet cold (annulus) and inlet hot (tube) water temperature 

were compared with experimental results. The agreement of the five stage 

lumped simulation was, as expected, better than the totally lumped model. 

Since the first attempts to simulate a distributed system by 

electrical analogs (ould pebeit and Mozley) there has been much 

progress leading to the present simulations in sophisticated analog 

computers which while keeping the same basic approach, are far more 

versatile and powerful. 

By that time it became clear that the efforts were directed towards
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a compromise between the degree of complexity a model should present 

and the accuracy of its representation. Leonhard (61) had presented 

a method to find transient response from frequency response for a 

control loop, with a moderate amount of calculating work, and within 

the same context of reducing undue work Paynter and Takahashi (73) 

published a new method to evaluate the dynamic response of counterflow 

and parallel heat exchangers. Their paper provided a rigorous basis 

for setting up working equations for the transfer functions of heat 

exchangers, from design data. In their treatment,after defining the 

simultaneous equations of the system, the authors expanded the 

corresponding Laplace transform solutions in the form 

De 2 a 3 
oe ae. oe cti@ere carotene 

G(s) #< (3.6) 

where 5 = In (S.S. change in output/S.S. change in input) 

Th = Mean delay of step response relative to distance- 

velocity lag of tube side response (L)) 

Te Dispersion time of step response relative to Ly 

T, = Skew time of step response relative to Ly 

n " Complex Laplace transform variable 

the value and significance of this representation being indicated in 

another paper. This equation and the actual transfer function of 

the system are expanded in a series in terms of gs and the parameters 

of (3.6) are determined by comparing corresponding terms. These 

parameters appear as functions of the partial differential equation 

coefficients, the simplest relationship being when the solid capacities 

are neglected and the thermal capacitances and velocities are equal for 

both fluids. By relating the new parameters in terms of conventional



es 

relative statistical measures like coefficient of variance 

perl eT (3.7) 

and coefficient of skew 

3 3 
a= e IT (3.8) 

it is possible to select suitable elemental blocks or combinations 

of them to represent the original system. 

From the original development of equation (3.6) the frequency 

response of the exchanger may be found after putting s = ju, by the 

relationships 

6-% Too Biri sei ee! 9116 
Amp1. |G | a (3.9) 

and 

Phase/ GQ)=--T w + S T a. - (3.10) a eS cusps: 6 , 

According to the authors, although the formulae appear somewhat involved, 

the numerical evaluations of the parameters from design data are generally 

simple. 

The experimental data they presented for step response and frequency 

response show fair agreement with their predictions, being in general 

on the lower side. 

3.1.2 Pulse Testing 

An interesting paper by Lees and Hougen (60) demonstrated how the 

‘transient response to a given pulse can yield the frequency response of 

a system by suitable manipulation in accordance with the Fourier transform 

theory. The pulse, they stated, must maintain continuity of the input
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and its first derivative and its duration must be comparable to the 

characteristic time of the system under test. They used the displaced 

cosine pulse function to test a small tube and shell heat exchanger with 

water through the U-tube bundle (two passes) and steam in the shell. 

Fig.3.1 shows the functional diagram used which, with small variations, 

is typical of most of the dynamic response experiments. 

The data from the pulse disturbed system were converted to frequency 

response data following the methoddescribed by Drapper, Mc Kay and Lees 

(19). The results indicated that the pulse tests yielded smoother and 

more regular data than the actual sinusoidal tests. No theoretical 

predictions were available to check agreement. 
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Fig. 3.1 Functional Diagram of Experimental System 

The importance of the Lees and Hougen paper is in the considerable 

reduction of experimental work, produced by the technique presented. 

Later on Hougen and Walsh (44) made a comprehensive presentation of 

the method substantiating it by a good deal of data obtained by
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application of the pulse technique to several operating real systems 

and to two systems simulated by analog computer. It was evident that 

properly conducted pulse tests on real systems yielded frequency 

response data in excellent agreement with those obtained by direct 

sinusoidal forcing. From the data obtained by testing several instruments 

and items of process equipment it was concluded also that simple linear 

forms can be used to describe their dynamics within normal operating 

conditions. 

Cima and London (13) studying the gas-turbine regenerator problem 

approached the transient response of the two-fluid heat exchanger via 

an electrical analog since the purely analytical attack was unsuccessful 

due to mathematical difficulties. They proposed a set of non-dimensional 

parameters to characterize the system: four normally used for steady 

state heat exchanger behaviour and four more unique to the transient 

problem, but all of them related to the performance of the exchanger 

by the following functional equation: 

*k o* os 
Ty? Ty? To: ep ea o(FA, N, Eda oe 185 O45 R Cc) 

S.S. Parameters Transient Parameters () 

(3.11) 

where the letters of the left hand side represent relative temperature 

differences corresponding to the hot (H) and cold (C) streams, and the 

metal wall (w). They are dimensionless, and the e's are further 

defined as the generalized effectiveness for either fluid or the ree 

of the actual heat transfer rate to the maximum possible as limited by 

thermodynamic considerations. Also 

FA denotes flow arrangements
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N = A.U/C.W, Number of transfer units 

C fGeaass Capacity rate ratio of fluids 
min 

x = x/L, dimensionless flow length 

Qe” = 0/8 4. dimensionless time 

oe Oa as dwell time ratio 

R- Se Rooe eR » heat transfer resistance ratio 
min max 

* 
c..s C,/C ea? wall capacity ratio. 

By operating on these parameters the simulation was greatly 

systematized and a substantial reduction of effort achieved in the 

analog work. 

The same year Paschkis and Hlinka (72) made a detailed study 

of electric analogs to investigate the behaviour of heat cxalwban: They 

presented RC circuits for steady state conditions, including the case 

of a three fluid exchanger, and RC circuits for transient conditions. In 

this last case a circuit element (module) represented one section (lump) 

of the exchanger. Their ensuing analysis of lumping errors gave three 

methods to improve the results: 

(1) extrapolation procedure; 

(2) uneven lumping; and 

(3) treating each section as a separate heat exchanger. 

This last procedure led to the estimation of a correction factor based 

in the use of log mean temperature rather than average temperature which 

produced exact answers for the steady state and improved the results 

for the transient conditions. 

The pure crossflow heat exchanger dynamics was studied by 

Flaherthy (30). He set up equations of the output mean temperature as
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functions of the input temperatures, in the frequency domain. The 

Laplace transforms of the transient responses were then approximated by 

an inverse transformable function which had definable properties of the 

exact function in real time and which allowed the calculation of the 

time response of the output mean temperature. In this procedure he made 

use of the Moment Approximation Method which allows calculation of a 

number of approximations of a function to represent the actual system. 

Any order of complexity is obtainable. 

Most of the data reported by Flaherthy are given by a series of 

graphs relating a group of charactistic parameters in terms of the heat 

transfer units on both sides of the transfer wall. The final results 

indicated that the response of heat flux in the shell side to any input 

of tube side temperature is identical to the response of heat flux in 

the tube side to the same kind of input of the shell side temperature. 

Another particular problem in the field, the dynamic response 

of heat exchangers having internal sources, which includes the hetero- 

geneous nuclear reactor, was tackled by a team of investigators. Clark, 

Arpaci and Treadwell (14) studied the coolant temperature response as 

a function of space and time for the case in which the energy generation 

rate was disturbed in step-change fashion; Arpaci and Clark (1) analysed 

the dynamic response of the heat transfer surface temperature and the 

fluid-surface temperature difference to the same type of disturbance; 

Arpaci and Clark (2 ) extended the analysis to the cases in which the 

disturbance was a linear step change (a ramp) and an arbitrary time 

rate of change. 

Finally Yang, Clark and Arpaci (99) investigated the behaviour 

of the heat exchanger having a sinusoidally time-dependent rate of
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internal heat generation, reporting results for both the transient and 

steady-periodic regime. In all four papers of this team extensive use 

of graphical representation of intermediate results is made, and the 

experimental data showed favourable agreement with the analytical 

predictions. 

The subject of heat exchange dynamics was treated formally in 

text books for the first time by Campbell in his "Process Dynamics - 

Dynamic Behaviour of the Production Processes' (10) in which he devoted 

one chapter to deal with the subject, making emphasis on different 

arrangements. He derived the general equations (from basic principles) 

for convective heat transfer, working out the response to an impulse 

disturbance. 

Catheron, Goodhue and Hansen (11) reported their study of the 

control of a steam-to-water shell and tube heat exchanger. It included 

two parts: determination of the exchanger dynamic charactistics, and 

practical operation of the system under several control arrangements to 

keep the outlet water temperature at a set value. The usual disturbances 

were fluctuations in either the flow rate or the supply temperature of 

the water. 

They developed transfer functions relating outlet water temperature 

to changes of steam admission, expressed as steam valve area and found 

that they closely pretitted the experimental data. For the case when 

the control system was studied by frequency response of the open loop, 

no mathematical model was proposed. 

The same year Masubuchi (64) extended the basic model originally 

proposed by Profos and exactly analysed the dynamic characteristics of 

1,2,3 ..2n, 2n +1 pass heat exchangers. He found that the characteristic
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equation governing the heat exchange process in each multipass device, 

and therefore the corresponding transfer function involving the roots 

of that equation, never goes beyond third degree as long as all tube 

passes are identical and there is only one shell pass. If the number of 

tube-passes approaches infinity the flow pattern tends to the crossflow 

heat exchanger. 

Masubuchi also modelled the multipass heat exchanger in an analog 

computer using the lumping techniques, by then a current procedure. 

TUBE LUMP SHELE LUMP 

Tso 

  

Fig.3.2 Lumped Parameter Model of a 1-2 Pass Heat Exchanger 

His experimental results showed favourable agreement with the analytical 

predictions and remarkable similarity between the responses for shell- 

side disturbances and the corresponding responses for tube side 

disturbances. 

The experimentation indicated that for purposes of feedback 

control the choice of flow pattern is extremely important as the parallel- 

counter-current flow produced very stable shell response to step changes 

in set point, whereas the countercurrent-parallel pattern, under the same 

conditions, produced unstable response.
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It can be seen that four types of major disturbances are possible 

in an ordinary heat exchanger as variations of 

(i) tube fluid temperature, 

Cit) tube fluid flow rate, 

Gis) shell fluid temperature, and 

(iv) shell fluid flow rate. 

A systematic research on the effect of those disturbances on the dynamics 

of heat exchangers was conducted at the University of Saint Louis: 

Morris (67) studied the effect of the first disturbance using two full 

size industrial prototypes under pulse testing. The frequency response 

found by Fourier analysis of the pulses was almost identical to the one 

predicted by the transfer function, based on two first order partial 

differential equations. In his results, published later, Morris (68), 

indicated a very significant effect of the reversal heads, and showed 

that a single pass model with logarithmic-mean-temperature-difference 

correction factor provides an excellent approximation of the more 

complicated multi-pass model. No resonance effects were detected in 

this work so supporting the belief that baffles tend to 'wash out' this 

phenomenon. 

Hriber (45),using the same equipment as Morris studied 

disturbance type (iii), applying also the pulse data reduction method. 

His results indicated excellent agreement with those of direct frequency 

response testing, proving once more pulse testing to be a very reliable 

method. This work confirmed that simple linear approximations of the 

performance functions, with parameters calculated by conventional methods 

provide good. representation of the more complex distributed heat exchanger. 

Vincent (93), once more using pulse testing, examined the effect
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of disturbance four (variation of shell fluid flow rate) on the 

behaviour of the exchanger. By applying the Taylor dispersion theory 

he developed a mathematical description of the form 

2 or afr ar 
Ot aera (3.12) 

which he did not attempt to verify with experimental data. His analysis 

of experimental problems seems very useful to new workers. 

Within the same line of thought Hearn (42) went through the 

analysis of a baffled shell and tube heat exchanger subject to shell 

flow forcing, by performing Fourier analysis on the input pulse and the 

pulse response. In all the works using this technique the frequency 

response is obtained from the performance function, defined for the 

experimental data as 

co 

} : -2joiAt fey OCLAt De At 
PRea = - (3,13) 0 = A 

J (édtJe 230°C At 

i=] 

with O(iat) and I(iat) being the output and input functions read from 

the experimental curves at intervals At apart. From these data gain 

ratio and phase lag for the Bode plots follow directly. 

Some of Hearn's data suggest resonance inflexions rather than 

peaks in the high frequency region, apparently overlooked by him. On the 

other hand he oe suggests a second order non-interacting lumped parameter 

approximation after verifying that the pulse direction (upwards or down- 

wards) has little effect on the experimental time constants. 

Iscol (48) temperature-forced commercial heat exchangers with one



O96. 

shell pass and an even number of tube passes, alternately feeding cold 

and hot water into the tube inlet. This approach proved successful as 

the agreement between analytical and experimental results was excellent. 

The limiting factors of the upper frequency were the gain of the recorder 

equipment ea the 60 cycle hum. Iscol suggested the use of a filter to 

pick the desired harmonic from the actual input and output thus reducing 

the amount of experimental work. 

Edwards (22) made a study on a flow forced concentric tube heat 

exchanger, actually taking frequency response data and correlating these 

results with a model obtained from a linearized set of differential 

equations. He proposed a type of steady state harmonic analysis based 

upon the lumped parameter representation to approximate the describing 

function of the system. 

Cohen and Johnson (15) used a steam-water double pipe heat 

exchanger and the well established method of partial differential 

equation linearization followed by Laplace transformation, to illustrate 

their theory of distributed parameter processes. For the first time, 

they maintained that the total response to simultaneous forcings of both 

vapour temperature and inlet water temperature fluctuations should be 

the sum of the individual transfer functions, each multiplied by the 

appropriate forcing. The different condition of the two individual 

responses is indicated by the frequency response loci shown in Fig.3.3. 

Although no experimental data were presented for the case of simultaneous 

forcings, the results reported for the individual forcings were in 

general in good agreement with their predictions. 

Hsu (46) developed digital programs to compute the frequency 

response of 8 transfer function of a 1-2 heat exchanger under inlet
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Fig.3.3 Frequency Response Loci of a Steam-water Heat Exchanger 

temperature forcing. He covered a frequency range from 0.03 to 0.002 

cycles per second and produced sinusoidal temperature variations by a 

specially designed sine wave generator. His experimental data indicates 

that the heat capacities of tube and shell walls cannot be neglected 

in the analysis. The agreement with predicted results is good for 

the phase lag but only fair for the gain. 

The following year Hsu and Gilbert (47) undertook a very useful 

task of collecting and systematically presenting the differential 

equations and the transfer functions of a wide variety of heat exchangers 

(lumped, distributed, composite) with the most common flow arrangements 

and the most usual simplifications of the system. Some models were 

taken from the literature and others were deduced, adopting a common 

nomenclature aud ‘trying to unify as much as possible the information 

available on the subject. Their aim was to provide other workers in the
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field with a 'bank' of functions obtained by rigorous mathematical 

analysis and valid under the assumptions underlying the differential 

equations of the particular system. 

Vincent, Hougen and Dreifke (94) extended the study initiated 

by Vincent (93) on the effect of mixing in a heat exchanger. They 

pulse-disturbed the inlet temperature of one fluid stream while the 

other side of the exchanger was devoid of fluid, so that the mixing 

effect could be evaluated. The time data were reduced to frequency 

data by known procedures and compared with those predicted from the 

simplified mixing theory. They concluded that the parameter pL/4D 

appears to characterize the mixing which occurs in both shell and 

tube streams. 

Law (59) in an excellent paper discussed in detail condensing 

vapour to liquid and liquid to liquid heat exchanger dynamics; 

analysed the resonance effect for temperature and velocity forcings, 

and approximated the transfer functions by superimposing the resonance 

peaks on an otherwise smooth frequency response. A detailed appendix 

showed the actual deduction of the transfer functions for co-current 

and countercurrent flow arrangements. 

Law's theoretical models were supported by experimental data 

from other workers,showing good agreement. He was able to predict 

the magnitude of the resonance effects based on an intermediate 

dimensionless group. 

Following his reasoning, for the case of temperature forced 

and countercurrent flow, the first frequency to show a resonant 

peak has a period of 

re L/V. a L/V, Stet, Se (3.14)
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where 

Tp is tube side residence time 

st is shell side residence time 

There will be a peak in the frequency response of the outlet 

temperature of the other fluid whenever the residence time is a 

multiple of the period of the sinewave, i.e. when 

z = Ct, + t3)/n (a8) 23) : (3.15a) 

For the case of co-current flow, a similar argument indicates 

resonant peaks of periods 

Be = Cr - ane (nS 12.) (3.15b) 

and there will be no resonance peaks in the outlet temperature of a 

fluid to its own inlet temperature variations. 

For the case of velocity forcing, both co-and countercurrent 

flows will show resonance at 

P = t /n Ce 2 8 ) (3.16a) 

for the shell side outlet temperature under tube side forcing, and 

Pm +s fn oh, hae oes. ) (3.16b) 

for the tube side outlet temperature under tube side velocity 

disturbance. 

Equivalent expressions were obtained by Stermole and Larson 

( 86 ) in their work with a ‘composite’ exchanger, also approximated 

by ordinary differential equations.
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3.1.3 The Analytical Solution 
  

So far the equations describing the dynamics of flow forced 

heat exchangers had been solved only in their linearized form. 

Solutions obtained in this manner guarantee good accuracy only if 

the magnitude of the flow disturbance is small compared with. the 

magnitude of the steady state flow rate. Koppel (55) presented the 

first successful analytical solution of the single equation model 

and compared it with the approximate linearized solution for a step 

change in velocity. His method makes use of the concept of the 

characteristic equation in which the partial differential equation 

that relates the temperature with time and distance is converted 

into two ordinary differential equations which are then solved 

simultaneously. 

A graphical comparison of the true and approximate responses 

is shown in Fig. 3.4 in terms of normalized temperature times 

exp Pe vs normalized time for the particular case of Pi (1-b)a =F]. 

In this case Po is the number of heat transfer units at the steady 

state conditions, b is the exponent for velocity dependence of the 

heat transfer coefficient and a the dimensionless magnitude of the 

step change in velocity. 

3.1.4 Numerical Solutions 

As the 60's progressed the number of workson the dynamics 

of heat exchangers grew even faster with gradual increase of interest 

in the numerical solution of the models in the time domain. The 

main emphasis had been the solutions in the frequency domain, due to 

the mathematical difficulties of solving the differential equations
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Fig. 3.4 Comparison of Exit Temperature Responses, Exact and 

Linearized. 

describing the system, and the lack of successful numerical algorithms 

to solve them by computer. However as new numerical methods were 

developed, papers dealing with the solution of the exact models in 

the time domain started to appear along with papers applying the 

more conventional techniques. Among the former are significant 

the contributions of Keller (53), Herron (43), Privott (75), 

Rodehorst (79) and Beckman (4 ). 

Keller presented the theoretical and experimental study of a 

heat exchanger having internal heat generation under flow rate 

transience. A numerical solution of the model formulated in the 

time domain was achieved by the use of finite difference equations. 

The experimental work included measuring the dynamic performance
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of the system to the following flow transients: rising step change, 

rising exponential, decreasing ramp, decreasing exponential and 

sinusoidal. The analysis of the results indicated that major 

consideration must be given to the manner in which the heat transfer 

coefficient varies under dynamic conditions. Keller made a stability 

analysis and a convergence analysis of his numerical technique to 

solve the model which included implicit and explicit relationships. 

It was apparent that although the implicit equations possess stability 

advantages, as compared with the explicit equations,for good accuracy 

small time and distance grid spacing is required. This spacing is 

approximately the stability requirement of the explicit equations. 

A striking finding of this work was that for fully developed 

turbulent flow, the local heat transfer coefficient becomes an 

irregular function of distance, along the main axis of the exchanger. 

The prediction of temperature response for non-periodic transients 

by a linearized model was only approximate. For sinusoidal forcings 

there was some indication that the heat transfer coefficient decreases 

with increasing frequency and increasing Reynolds number. 

It is convenient to mention at this point that Bundy (9 ) as 

quoted by Rodehorst (79) obtained some intriguing results when he 

tried to determine heat transfer coefficients by frequency response 

testing, with inlet temperature-sinusoidal forcings. He constructed 

a mathematical model of the system and from it he formulated an 

analytic expression for the amplitude ratio as a function of frequency 

and heat transfer coefficient. He was then able to determine a value 

of the heat transfer coefficient at each frequency which caused the 

model to coincide with the data. These frequency dependent
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coefficients increased with frequency. 

However, Bundy's model (which neglected axial dispersion) was 

shown to be adequate for zero frequency (steady state) and increasingly 

inadequate with increasing frequency. Although it was impossible to 

obtain the referenced work to examine the analysis in more detail, 

the subject seems very interesting and worthy of further research. 

Herron in 1964working with a double pipe heat exchanger 

derived four models for the system: 

@) A constant coefficient model (constant velocities), 

(2) A variable coefficient linear model (velocities functions of 

time only). 

(3) A variable coefficient non-linear model (velocities and 

properties functions of time and temperature), 

(4) A wall capacitance model. 

Only the first model was suitable for analytical solution, 

and this Sg simple. Herron developed ES iies simulation of 

this model by a conventional numerical method but this was very much 

in error around the discontinuity of the function, when large 

increments of distance and time were used. He then, using the 

Douglas-Paceman and Rachford algorithim,(43) obtained very good 

results. 

The digital simulation of models 2, 3 and 4 was accomplished 

successfully by a similar procedure though it was estimated that the 

non-linear model may not be so different from the linear one to 

warrant the increased calculation time it usually requires.
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Privott (75) and Privott and Ferrell (76) with equipment 

similar to Herron's analysed the liquid-liquid heat exchanger forced 

by variations in the flow rates. They developed general and 

simplified mathematical models which were solved by an explicit 

numerical method. Using the Dittus-Boelter heat transfer correlations 

they could obtain excellent predictions of steady and transient state 

temperature distributions. The approximate linearized representation 

of the process predicts temperature responses generally in substantial 

error for even small changes in fluid velocity. 

In the sinusoidal analysis the maxima and minima of the 

periodic responses of the general system have substantially different 

amplitude ratios and phase lags, bracketing the data generated by the 

approximated model, and the smaller the amplitudes of the sinusoidal 

forcing functions the nearer the responses corresponding to maxima 

and minima of the non-linear response. 

They also solved the general model on two Pace TR-48 analog 

computers using six distance nodes (lumped stages). The transients 

of this analog simulation agreed very well with the digital simulation 

and the steady state values agreed with the analytical solution. 

The contributions of Rodehorst (79) and Beckman (4 ) are 

especially significant because they discarded the long used assumption 

of negligible heat transfer by diffusion in the axial direction. Their 

models are then sets of second order partial differential equations of 

the type indicated by equation (3.12) in which the second order 

derivative terms account for the diffusion contribution. The dispersion 

effects of the Taylor, eddy and molecular type are lumped in a term 

such that
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B= bh) +, + dy ; (3.17) 

The approach of Rodehorst makes use of a two-equation model, 

one for the fluid and one for the wall to describe the transient 

behaviour of the heat exchange for the case of turbulent flow of 

water in an insulated pipe, including the axial dispersion. After 

being normalized, the equations are formulated into finite difference 

form using the Crank-Nicholson analogs obtained by centering the 

equations at the distance-grid points but at the midpoint of the 

time grid, 
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Fig.3.5 Finite Difference Grid in Rodehorst's Integration. 

After the complete system of finite difference equations is 

written, the resulting set, in matrix notation is: 

A Ty + 3B Ty = De (3.18) 
~ ~ ~ 

where A and B are the coefficient matrices of the simultaneous set, 

and Tg and T,, are the corresponding fluid and wall temperature 
~ 

vectors, and D 
~ 

£ is the driving temperature vector. This bi-tri
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diagonal matrix is then solved by an appropriate algorithm. 

The results indicated that the representation was adequate 

and that the axial dispersion has a very significant effect in the 

unsteady state turbulent pipe flow. 

Rodehorst's work started to explain the findings of Bundy (9 ) 

and concluded that the heat transfer coefficient correlations usually 

used for the steady state regime hold for mildly transient conditions, 

and that the dispersion theory of Taylor (88,90) should be used for the 

prediction of the axial heat transfer dispersion coefficient for 

conditions of Reynolds number above 30000. 

Beckman (4 ) developed a more complete model of four second 

order partial differential equations to describe a double pipe heat 

exchanger in the following two versions: 

(i) A constant coefficient model (applicable to temperature 

disturbances only) and 

(Gis A variable coefficient model with heat transfer coefficients 

and dispersion coefficients changing with velocity. 

Because not enough boundary conditions could be drawn from the 

operating conditions of the system, Beckman made use of the 'extended 

model' concept to draw the missing information. According to this 

concept, assuming one ‘inside extension' to one end of the physical 

exchanger and one ‘outside extension' to the other end, allowed the 

first derivatives of the respective temperatures at some distance 

from the real exchanger, if large enough, to be considered zero. 

Using the original set of equations plus those derived from 

energy balances around the ficticious extensions and all the initial
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Fig.3.6 Extended Model Concept 

and generated boundary conditions, Beckman had a set of equations 

that could be transferred to a set of simultaneous difference 

equations using the Price-Varga-Warren analogs in order to digitally 

simulate it by an implicit method. 

The numerical simulation proved effective when compared with 

pulse testing data whereas the sinvoidal testing data exhibited 

erratic behaviour at high frequencies. On the other hand the 

dispersion coefficients obtained were one order of magnitude larger 

than the isothermal values reported in the literature. 

Although an analog simulation by the lumped parameter approach 

proved good enough to accurately predict transient responses, the 

conventional controller tuning methods were unable to provide settings 

which carried out satisfactory feedback control of the system. 

The inclusion of the dispersion term in Beckman's model though 

an improvement from the theoretical point of view was not so for the 

experimental results since he had to correct the predicted coefficient 

by factors as large as fourteen.
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Parallel with the previous works directed to find the integral 

relationship between temperature and time, which gives an indication 

of the system performance directly, more studies based on the 

transformation technique continued, shedding more light on this 

complex subject. 

For example, Isom (49) worked in the liquid-liquid heat 

exchanger under flow variations, his most significant achievements 

being: 

C The dynamics of outlet temperature are the same regardless 

of which flow is varying, with the exception of 180° 

difference in phase between shell flow driving and tube 

flow driving, 

(iis) Within the range of flows studied tube outlet temperature 

dynamics could be correlated in terms of tube flow without 

regard to the level of shell flow and vice versa, 

(iii) Resonance was observed in the shell side only for one shell 

flow, indicating that this effect is not significant for 

baffled shell, as Morris had found previously. 

An analog model with eight sections failed to show resonance 

as well. 

A similar investigation carried out by Stermole (85) 

found that the effects of wall capacitance and heat transfer 

coefficient. variations have little effect on the frequency response 

predictions but the changes of the latter significantly affect ie 

transient response. In addition, Stermole found that descriptions 

of partial differential equations with constant coefficients were
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good for frequency response over all frequencies tested but good for 

transient response only in the case of Small vat tect ount On the 

other hand descriptions of ordinary differential equations with 

variable coefficients represented the transient response adequately 

for both large and small variations but represented the frequency 

‘response adequately only at low frequencies. 

Some studies on heat exchanger dynamics were made when they 

were used as examples to illustrate the more general theory of 

distributed parameter systems. They are useful since they help to 

understand how studies carried out specifically for heat exchangers 

can be extended to other important distributed systems like tubular 

reactors. Among them are worthy of mention the works of Mc Cann (66), 

Gaither, Mc Cann and Taft (33), and Friedley (32) who developed an 

approximate method to predict the dynamics of plug flow processes, 

asymptotically correct for both high and low frequencies. 

The flow variations in a heat exchanger are extremely important 

from the control point of view since most of the time it is by flow 

manipulations that the automatic control is carried out. That is why 

much more work has been reported on the subject. 

Finlay (24), Finlay and Dalgleish (26) and Finlay (25) from 

the National Engineering Research Laboratory reported different 

aspects of the behaviour of a 1-2 pass heat exchanger, that was 

modelled as a distributed system, as a sectionally lumped system and 

as a totally lumped system. Although a totally lumped model is a 

very crude approximation to a distributed system, since it is unable 

to distinguish between countercurrent and parallel flow, its predictions 

were in reasonably close agreement with the experimental data. The
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sectionally lumped model is a closer representation but the purpose 

of ‘lumping' - to simplify calculations - is lost because the 

results of this model must be obtained by complex vector summations. 

Axon (3 ) and Stainthorp and Axon (84) analysed a five-pass 

steam-heated exchanger to variations in steam temperature and flow 

rate, and process fluid inlet temperature and flow rate. 

One such exchanger can be represented by the following block 
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RUSS S67 Block Diagram Representation of a Five-pass Heat 

Exchanger Including Reversal Chambers. 

Their models started from simple concentric tubesand gradually 

removed simplfications to include difference in the passes and the 

effect of reversing chambers. The experimental data suggested that 

the five-pass model could be simulated by a one-pass model. 

In another steam-heated exchanger, this time a double pipe
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one, Yang (98) tested a two-equation model, one for the tube liquid 

(coolant) and one for the wall, and solved it in the frequency 

domain and in the time domain for the cases in which the disturbances 

in the liquid flow rate were step changes, linear increase (ramp), 

exponential change and sinusoidal variations. Because the resulting 

solutions were involved expressions, several parameters had to be 

correlated in graphical form to ease the application of such solutions, 

in a way analogous to the works of Arpaci et al., and Yang (97). 

Kamman (51), Stermole (85), and Kamman and Koppel (52) made 

further contributions by comparing linearized and exact models of 

a flow forced 'composite' heat exchanger. 

Fisher (27) used four different sized heat exchangers of the 

concentric tube type to compare their dynamics when flow-disturbed 

between Reynolds numbers of 4000 to 20000 and Prandtl Numbers from 

5.OF tO. 40.0; 

This work was followed by papers by Fisher and Kadlec (28) 

and (29). In the first one they investigated che effect of 

Reynolds and Prandtl numbers on the frequency response of the 

exchanger, reaching the conclusion that as either of these parameters 

increase for both shell and tube disturbances, the attenuation and 

phase shift of the tube outlet temperature increase whereas the 

corresponding ones of shell cathe temperature decrease. They 

detected resonance, which proved most prominent under conditions of 

low velocity, low frequency, long exchangers, large equivalent 

diameters and low metal-to-contained fluid-heat capacity ratio. 

In the second paper the same authors studied the effect of
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size of the exchanger on its frequency response characteristics, finding 

experimentally that as the flow area of dynamically similar heat exchangers 

decreases, the attenuation and phase shift of the outlet fluid temperature 

increases and is greater when the fluid is being forced. Their 

predictions proved good for relatively large exchangers operated at a 

Reynolds number above 20000 but tended to be smaller for smaller 

exchangers, so limiting the applicability of a generalized model. 

3.1.5 Synopsis 

This survey of the literature on heat exchange process dynamics 

is not intended to be exhaustive. The purpose has been to show the way 

in which the field has developed, the specific problems that investigators 

have tried to solve and the methods they have used to tackle them in 

different cases. It has been also the intention to look in perspective 

on the state of the art at the moment of starting the present work, 

which obviously must be based on the body of knowledge previously 

accumulated. 

A lot more than mentioned in the above text has been done. The 

reviews of Williams and Morris (96) and Rosenbrock (80) are good sources 

of additional information as well as the bibliography presented by 

Hariott (41) and Gould (38) in their respective books, in the chapters 

devoted specifically to heat exchange dynamics. Two additional papers 

by Koppel (56) and (57) have been significant contributions to the theory 

of this field,as well as the attempt by Thal-Larsen (91) to generalize 

the description of heat exchangers response by the concept of normalized 

parameters. 

From all the previous information it is concluded that 

(1) A large amount of work has been published on many aspects of 

‘heat exchange dynamics,
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(2) Several analytical techniques have been used successfully 

to predict the dynamics of heat exchangers in the time and 

in the frequency domain, 

(3) Practically all work done is concerned with single-disturbed 

processes. 

Therefore, there is a well defined need to analyse the heat 

exchanger as a multiple-disturbed system, in order to identify the 

mechanism it follows to combine disturbances from different sources, 

and how they affect the behaviour of the heat exchange process. 

This thesis is concerned with the investigation of this 

problem by extending to multi-disturbances the techniques which were 

previously developed for single-disturbance situations. 

Sm 2. HEAT TRANSFER COEFFICIENT CORRELATIONS 
  

The convection heat transfer theory is based on the concept 

of heat transfer coefficient and whenever a calculation by this 

mechanism is made 'a priori', the resistance to the heat flow has 

'to be estimated from the conditions of the process by means of 

semi-empirical correlations using dimensional analysis. An extensive 

amount of research has been done in attempts to make those correlations 

as general and reliable as possible amidst the huge amount of 

conditions that are possible when different physical properties are 

combined with different geometries in a wide variety of orientations. 

So far the success has been moderate but a fair degree of certainty 

has been achieved in estimating the heat coefficients of fluids moving 

in turbulent and viscous regimes within tubular enclosures. 

In most of the heat exchange-process dynamics studies previously 

carried out, the experimental prototypes have been of the concentric
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pipe type, in which both individual heat transfer coefficients of 

interest can be calculated by similar expressions of the type 

mentioned before. Although almost any particular value from a 

correlation can be made to fit a particular set of conditions in 

steady state, by the use of correction factors, it is the real 

suitability of the correlation, as tested by the range of conditions 

covered by a transient test that makes the prediction useful. 

This consideration is even more critical in the case of shell 

and tube exchangers, as the one used in this work, particularly for 

the correlation of the shell side heat transfer coefficient. 

3.2.1 Tube Side Heat Transfer Coefficient 

Formulae have been published for this case since the late 

years of the last century when Graetz, as cited by Whitaker (95) 

gave the solution for laminar flow in a pipe. Sieder and Tate (82) 

modified the expression to include the effect of temperature on the 

viscosity of the fluid to yield 

Nu = 1.86 (Re.Pr B/D) Ge oe (3.19) 

This correlation is satisfactory and widely used today for laminar 

flow, with physical properties of the fluid evaluated at the mean 

bulk temperature, except Ho which is evaluated at the mean wall 

temperature, 

For turbulent flow, Whitaker gives an expression of the same 

type and slightly different ones have been proposed by Perry (74) 

and Kern (54). 

In the transitional zone the situationis less clear and no 

definite correlation has attained general acceptance.
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In spite of this, it can be said that the tube side heat 

transfer coefficient can be correlated with relative ease since the 

geometry of the system is simple and the flow patterns are easy to 

estimate. 

So 22 Shell Side Heat Transfer Coefficient 

The serious problem arises with this correlation because of 

the relatively complex geometry of the space, the complex flow patterns 

and the uncertainties introduced by the fitting of the solid components, 

namely tubes, baffles and outer wall of the shell. The problem has been 

studied extensively, though the success has been limited. From the 

Co-operative Research es on Shell and Tube Heat Exchangers at the 

University of Delaware three comprehensive reports, eleven published 

papers and twenty six theses have stemmed during the span of sixteen 

years - see Bell (5) - most of them devoted to the analysis of heat 

transfer and pressure ivan across structures of the type found in a 

baffled tube and shell heat exchanger. Short (81), Tinker (92) and 

Bergelin et al.(6) in particular have made significant contributions. 

Probably the best analysis of the flow pattern is that given 

by Tinker (92) who divided the fluid stream into four paths defined by 

Gi) The main path of the fluid, 

(ii) baffle=tube clearance, 

(iii) shell-baffle clearance and 

(iv) peripheral tube bundle - outer shell space, 

as indicated in the following diagram.
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Fig.3.8 Flow Distribution in a Baffled Shell-tube Bundle Space, 

According to Tinker Model. ° 

The City and Guilds College prepared for The British Ship- 

building Research Association Report No.148 (1955) a correlating 

equation which takes into account most of the significant geometric 

factors of the shell and is therefore the most comprehensive and 

descriptive for a quick rating of a heat exchanger, (reference 8). 

It must be remarked, however, that this equation (presented 

and discussed in the next chapter) takes no account of the by-pass space 

between the bundle and the shell, the fourth flow both of Tinker's model, 

though Emerson (23) recommends it only second to the more involved step- 

by-step method given by Bell (5 ). 

In any case, the shell results have to be viewed with great care 

since the model used still neglects other factors. From the analysis of 

local heat transfer coefficients, Narayan (70), Gay and Williams (34), 

Gay and Roberts (35) and others have found that the coefficient not only
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changes axially due to the effect of temperature on the properties 

of the fluid, but also changes radially due to the changes in 

velocity, and not in a regular shape, but rather by zones.
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CHAPTER 4 

THEORETICAL PRINCIPLES 

4.1 THE HEAT EXCHANGER MODEL 

This chapter deals with the theoretical concepts involved in the 

development of the mathematical model representing the system studied 

in this work. It covers the analysis of the heat transfer phenomenon 

in the liquid-liquid shell-and-tube heat exchanger, the current 

simplifications made to facilitate its solution and the deduction of 

the set of simultaneous partial differential equations that describes 

such a process. It also presents the principles and methods of 

analysis used to find the frequency response of the exchanger and the 

alternative approach by pulse testing followed by data reduction using 

the Fourier Transform technique. 

4.1.1 The Heat Exchange Process 
  

Several mathematical descriptions of the heat exchange process 

that takes place in a liquid-liquid concentric-tube heat exchanger have 

been derived in the past. The procedure followed consists of making 

heat balances around a differential element of the exchanger. The 

resulting description may consist of one to four partial differential 

equations depending on whether one overall heat balance or individual 

balances for each fluid and wall are carried out, and whether 

contributions of one or both walls to the overall dynamics of the 

exchanger are significant enough to be taken into consideration, i.e. 

when the thermal capacitance of the walls is large compared with the 

heat throughput of the exchanger. 

Four mechanisms of heat transfer are possible in the process of
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transferring thermal energy from one fluid to another in a heat 

exchanger: 

(i) Heat transfer by bulk flow or forced fluid convection, 

(ii) Heat transfer by conduction across solid walls, 

(iii) Heat transfer by radiation, 

(iv) Heat transfer by dispersion or thermal diffusion, which includes 

conduction within the fluids. 

In most cases the contribution of the first mechanism is very 

important by itself whereas the contributions of the last two, 

very difficult to evaluate individually, are combined by a semi- 

empirical procedure under the concept of heat convection. In this case 

the description of the process consists of a set of first order 

differential equations. Some workers (4,79), however, have developed 

models considering the contribution of dispersion separately, in which 

case the description of the process becomes a set of second order 

differential equations. 

Since the main purpose of this investigation was to analyse the 

way in which the heat exchanger combines signals, the description 

leading to first order equations was adopted. It was estimated that if 

some allowance is made for the fact that in the baffled shell-and-tube 

heat exchanger, the fluid outside the tubes does not move parallel to 

the tube axis but along some elaborate path between parallel and pure 

crossflow patterns, in which the fluid moves perpendicular to the tube 

bank, then this exchanger could be approximated by a modified description 

of the concentric tube heat exchanger. 

The main difference between the two types of exchangers, from the 

point of view of modelling, consists of the rather complex hydrodynamics
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of the shell side fluid flow which leads to the consideration of 

several factors not present in the concentric tube device. Such 

factors (see Fig.4.1) are: 

(i) Leakage between tubes and baffles (A) 

(ii) Leakage between shell and baffles (B) 

(iii) Short circuiting between tube bundle and shell (C) 

(iv) Baffle spacing (D) 

(v) Baffle cut (E) 

(vi). Tube distribution pattern in the bundle (F). 

All these factors are very important because they contribute to 

the definition of the effective heat transfer coefficient of the 

shell side and therefore must appear in the correlation used to estimate 

this coefficient. 
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' Fig.4.1 Shell Side Fluid Flow Pattern 

They are included by redefining the fluid velocity in the shell 

side and they affect the heat transfer coefficient by correction factors 

that incorporate the geometric characteristics of the flow path.
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4.1.2 The Heat Transfer Correlations 
  

The correlation chosen from the literature to evaluate the 

shell side heat transfer coefficient was that derived by the City 

and Guilds College for the British Shipbuilding Research Association (7 ), 

equation (4.1), with all properties evaluated at the average bulk 

temperature of the stream 

is <2 he ee ae (4.1) 
s s s (=) di 2) ies 93 

B 
where 

hd 
_ _s 0 , Nusselt Number (4.2a) 

NU Soe 
s k 

Re.=(v.pd./p.); Reynolds Number (4.2b) 

Pr > (Copo/k.)> Prandtl Number (4.2c) 

CHe/ by)» Viscosity ratio 

2. 3 (do/D,) (P - di)/P, tube arrangement factor (4.2d) 

Fy AL / (A, + A.)> clearance ratio (4. 2e) 

- | 0.6 
Fe {h, +) 255) [21,/(L,-L,)] }/Ly> end space factor 

(4.2£) 

In this correlation the mass velocity,Vv.p., is evaluated making 

use of a ficticious flow area equal to the harmonic mean of baffle 

window area, minimum and maximum real crossflow areas between 

baffles (see equation 4.16). 

The corresponding correlation to evaluate the tube side heat 

transfer coefficient depends on the type of flow. Since no extreme 

conditions exist in the exchanger, the Dittus-Boelter correlation 

is applicable for the turbulent regime (Re>10000). 

a 0.8 n 
Nu, 0.023 Re, Pry (4.3)
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Where the Nu, Re and Pr groups are defined in a similar way 

to those in the shell side correlation, with properties also evaluated 

at the bulk temperature of the tube side stream. 

The exponent n is 0.4 for the heating condition or cold fluid 

in the tube, and 0.3 for the cooling condition, although some workers 

suggest a single value (0.33) for both conditions. 

For the transition region (2100 < Re < 10000) the accepted 

correlation is 

‘3 0.14 213, Nu, = 0.116 (Re'/3-125).Pr!/3(y/p 0.1 + (D/L) 

(4.4) 

And for the laminar regime (Re < 2100) the corresponding exinaa siden 

is 

1/3 Nu, = 1.86 (Re.Pr.D/L)/3(p/u),0° 4 (4.5) 

A more specific correlation for water was obtained from the 

data of Eagle and Ferguson (21) reported in graphical form by Kern (54) 

in British units, which after conversion to c.g.s. units gave 

h = 0.0000304 (T + 70) .00 ont aan sc (4.6) 

with T, temperature in degrees centigrade and V, velocity (cm/s) of 

the water inside the tube. This heat transfer coefficient was used 

in this work with better results than those obtained by the use of 

other correlations. The use of equations(4.4) and (4.5) lead 

always to results lower than the experimental ones, so that the 

application of equation (4.6) instead of them, for the experimental 

conditions of this work implied a better prediction of the system 

behaviour.
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It must be stressed at this time that equations (4.1) and (4.3) to 

(4.6) were originally developed for steady-state conditions, i.e. 

when velocities and physical properties of the fluids are time 

invariant. However their use has been extended in the past for 

moderate deviations from the steady state conditions by several 

workers without noticeable adverse effect on their results. Hence 

the previously mentioned correlations for heat transfer coefficients 

were adopted in this work to calculate both steady state and transient 

temperature profiles. 

4.1.3 Process Simplifications 

Before setting up the mathematical model of the process it 

is convenient to define the simplifications made to it in order to 

obtain a description suitable for analysis and solution without 

undue effort. These simplifications are: 

C£) There is no exchange of heat between the exchanger and the 

surroundings. This was accomplished in practice by insulating 

the exchanger from the environment with asbestos lagging. 

(ii) Neither heat generators nor heat sinks are present within the 

exchanger; that is to say viscous dissipation is negligible 

and the mechanical energy, mainly kinetic and potential, is 

also negligible, compared with thermal energy throughput. 

(iii Due to the moderate temperature gradients, axial diffusion and 

conduction are negligible. The theory indicates that this is 

the case when flow velocity is high, but becomes less so as 

the velocity decreases. This assumption was cautiously 

adopted with the intention of finding a practical limit to
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(v) 
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its application. The results are discussed in Chapter 7. 

The properties of the fluids and metal walls are independent 

of the temperature gradients within the exchanger. This 

simplification can be justified because of the moderate 

gradients along it and because the properties of the 

materials can be evaluated at an overall average temperature 

so that the effect of the difference between the real and the 

used temperatures on the overall behaviour of the exchanger 

tends to cancel out. 

The radial temperature distributions are averaged so allowing 

the temperatures of both streams to be defined as the bulk 

or 'mixed cup' temperatures. The concept of flat temperature 

profile in tubular flow requires a high degree of turbulence 

and therefore its application has been restricted to Reynolds 

“numbers larger than 10000. In the baffled shell-and-tube heat 

exchanger, the shell side flow is characterised by the effect 

of frequent changes of direction and hs successive 

accelerations and decelerations caused by the restrictions 

and expansions of the flow path, resulting in a turbulent 

regime extended well below the limiting Reynolds Number set 

for similar tubular conduits. On the other hand the small 

diameter of the tubes in the bundle, makes the development of 

sharp temperature profiles more significant when the bundle 

instead of the tubes is considered. It is therefore true 

that for the same level of Reynolds Number the overall 

temperature profile of the bundle is much sharper than that 

found in an equivalent tube carrying theJsame mass flow as 

the bundle (see Fig.4.2).
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Fig.4.2 Effect of Subdividing the Flow, at Fixed 

Reynolds Number on the Spread of the Temperature 

Profile. 

Each tube is then surrounded by an environment of fluid 

whose temperature changes gradually and uniformly in the 

direction of the main axis of the heat exchanger but is 

constant in the transverse direction. It can be noticed 

that besides the effects just mentioned, the shell fluid 

travelling in a sinusoid-like path induces an oscillating 

rate of heat exchange, and therefore of temperature variation, 

due to its partially 'folded' trajectory along the tube 

bundle, thus creating regions of high and low heat transfer 

. rate within a single section between baffles. Because one 

region of high transfer is followed by a region of low transfer,
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such deviations tend to cancel out and their net effect is 

to produce a gradually changing 'mixed' temperature in both 

streams. 

The effects of buoyancy are negligible in both streams and 

only forced convection of the fluids is considered. 

The effects of radiation and radial conduction in the fluid 

are considered as included in the local heat transfer 

coefficient. This is justifiable since in the experimental 

origin the local coefficient is deduced with this consideration 

in mind. 

The heat transfer coefficients are direct functions of the 

fluid velocities via Reynolds number and within moderate 

changes of velocity the functionality is linear. In practice 

this is so because the gradual changes of individual heat 

transfer coefficients with variations of fluid velocity 

permit one to assume a linear relationship within moderate 

ranges of variation. Mathematically this is achieved by a 

linearisation procedure explained in Section 4.1.6. 

Mathematical Description 
  

With the previous simplifications established, the mathematical 

description of the process can be carried out by simple heat balances 

around 

walls, 

the differential element of heat exchanger shown in Fig.4.3. 

The heat balance is carried out for both fluids and both 

according to the general equation, 

Heat Accumulation = Heat in by Bulk Flow + Heat in by Exchange 

~- Heat out by Bulk Flow - Heat out by Exchange 

(4.7)
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Fig.4.3 Differential Element of Heat Exchanger 

Assuming countercurrent flow and the hot stream in the tubes, the 

individual balances ,where prime (') designates dimensioned variables, 

become 

For the tube fluid 

at" 
2 ' 1 = ! ’ ' ' ’ ' ' 1 ! ! mt NAR “dz' pC, = GC, c,[t (2',t')- TR] -G)C,[T', (2's ta2',t') -TH] 

= ie te tate ' 2nNR, Az hy “(T, 4 ] (4.8) 

The z'-co-ordinate is chosen to agree always with the tube flow 

direction. 

For the tube wall, 

2 2 oT ,,' 
a ‘ ' pia ae ! ! Dee ' Nx[R, Ry ]- az'p,,C,, oF 2mNR,Az'h,' [T,' - T,,"] 

~ 2NRoAz'h' o[T._' Be T,'] (4.9)
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For the shell side fluid, 

Ole 

m[D,/4 - MRD] 0, Cp —ger = Gy'Cp[T)"(z'thn",t!') - TH] 

+ 2nNR, Az'h,'. [T etyt) 

- Gy'C, [T,'¢z',t') - tT, 

- nD, Az'h,' [t,' - oo] (4.10) 
= 

And for the shell wall, 

é x-[D,° es D1”): a2, C, aon = nD, Az'h,' (T,'-T,") (4.11) 

By expansion. of the functions of (z' + az') using the Taylor Series, 

dividing all equations by ,z'and then letting Az' +0, the above four 

balances become 

  

  

  

  

vr. -G_'C Tet 20NRohe 
; Pee a. 
jae 45 az) ~ 2 rw? Vane? NaR, “pC, TNR, “p 40, 

ST 2th ho | 2mNR,h,' ot 
St! 75 2 9) oe > - Vaae oe Ly 

N(R," -Ry)p Cy AN(R"-R, “Dp Cy 

(4.13) 

qT..' G.ic6 qT,! 2xNR,h,' 2 ae 2 
eer Gat ime orate (ie as ‘ (T,'-T,') + 

WN 22 nh 2/P 9% 

KD. hh! Be a o a 5 7" y, ‘ (T, T. ) 

wee Or e~2 

(4.14) 
and 

‘1 Deh 
S it £3 (T,'-T ') (4.1 a 15) 4 2 ot (p2 -p2) +5.¢ :
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where 

tag [i ee 1 G, 1 Py and G, 5,V, e9 

Note that in these expressions 8) is the total transverse flow area, 

i.e. total transverse section of all tubes but So has a less clear 

meaning, depending on the way the fluid velocity is defined in the 

correlation used to estimate the shell side heat transfer coefficient. 

In this work S5 has been made a function of the net flow area through 

the baffled window, A the minimum crossflow area between baffles, ae b? 

and the maximum crossflow area between baffles, AW according to the 

expression. 

! 

1 ii 
os Den Aue (4.16) (oa as 

Ap 

On the other hand the coefficients of equations (4.12) to (4.15) are 

ratios of dimensional groups whose physical meaning is heat throughput 

divided by heat capacitance per unit length of the exchanger. For 

example the first coefficient of equation (4.12) is thermal throughput 

sy bulk flow of the tube fluid, divided by the thermal capacitance of 

the same fluid contained per unit length of the exchanger. Similarly, 

the first coefficient of equation (4.13) is thermal throughput across the 

inner surface of the tube wall, divided by the thermal capacitance of 

the same wall, per unit length. In order to keep this relationship clear 

and at the same time biline into the expression the velocity of the fluids 

we make use of the identities 

Ce Sy" ote” Nak, “V,' py (4.17a) 

and 

eae ovo! Pp (4.17b)
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If now constant Ky is defined as 

a eae (4.18) Se pe ae 2 ; 
nF D, -NR, ) 

the total shell side mass flow becomes 

Gi, = Ka D,“-NR,”) (4.19) 

Substituting the two expressions for G,' and G,' into equations (4.12) 

and (4.14) and simplifying the mathematical model of this heat transfer 

process becomes 

ree or Zhe 
  

  

  

1 1 1 Se eet - ———-(T,' -T') (4.20) ' ! ot Lge p,C)R) 1 w 
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aT, Sing aR 1 ! 1 ees ' ! 
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(4.21) 

ar IF. 2NR,h,' D.h,' 2 2 22, Lee3 ee ay Ets (T.'-T,')- —>—————__ ((T,, '-T_') ac. 2 WO teas 2 2 Wir 2; 2 2 s (D,"/4-NR," )p .C, (D,°/4-NR," pC, 

(4.22) 

and 

oT! Ape he! 
Ses Lyne hig ’ er se cts t. ) (4.23) a2 

(D,°-D,)p .c. 

This description is equally valid for the parallel fluid in which case 

the sign Va, in equation (4.22) is negative. 

The model just defined involves a set of four simultaneous 

partial differential equations with two partial derivatives of temperature 

with respect to axial distance and four partial derivatives of temperature
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with respect to time. In order to render the system soluble each 

distance-derivative requires one time-independent condition to be 

known for a given point in the heat exchanger, and the four time- 

derivatives require as many different temperature-distance relationships 

for a given time. The first two conditions correspond to the fluids 

inlet temperature, i.e. the boundary conditions of the fluid temperature 

in the limits of the exchanger. For the counter current case they are 

T,'(O,t ) T',(t') (4.24a) 

u T,'(L, t') T,'(t') (4.24b) 

For the parallel flow case the second condition changes to 

T,'©,t') * T,'(t') cis CAO) 

In this study the above three conditions are further restricted to be 

constant. 

The four temperature-distance relationships are the temperature 

profiles of the exchanger when operating in the steady state condition 

T, '(2',0) = T,'(2') (4.25a) 

Tag he 0) 8 fats (4.25b) 

T,'C2',1 d= T,'(2') | (4.25c) 

TeuCZuO y= Tice.) (4.25d) oO s 

It should be mentioned that the four previous profiles, which are valid 

for either countercurrent or parallel flow are determined using conditions 

defined by equations (4.24a) and (4.24b) as split boundary conditions 

or (4,24a) and (4.24c) as initial steady state conditions.
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4.1.5 Normalization of Variables 

In order to ease the analysis procedure and at the same time 

reach more general conclusions about the system operation it is 

convenient to express the variables as dimensionless groups by means of 

the following relationships: 

Pes ' z5 T,'(L) 
gt ome TIDE Gi (4.26a) 

T) (0)-T,, it) 

with -L-S)425.wss 

2 Zi/h (4.26b) 

= 1 ' cot I(L/V5 ) | : (4.26c) 

= ' ! Vv; V; IVs ) (4. 26d) 

with i = 1,2 

= ' | Vv Vo IV (4.26e) 

as ' Hy h,'/h, , (4.26£) 

With; ale, 5 

When these relationships are substituted into the real variable equations 

the following equations in terms of the normalized variables are obtained 

after some simplification. 

gT oT on he Pease Sy 
  

  

  

1 1 1"10 10 : ; 
—siv = C522.) (4.27) 

ot i SZ pC, R, wa 

' ' ! ' 

aT, — 2R Hy hy '(L/V)5') 2RoHohoy'(L/V) 9") 
= (T.-T .) + ——————- (T,-T ) 

pve (R 2 25 C Low (R 2 R 2) C 22 eg 

2, 1 Owe w 2 sk Py w 

(4.28) 

' ' ' a, aT, 2NRH bh, (L/Vj 4) D, Hah, (L/V, ) 

eo Yo fee 2 2 (Tt yh ag x <1,-T,) 
(D, /4-NR, def, (D, /4-NR, )P.Cy 

: (4.29)



The corresponding boundary conditions become 

and 

for 

for 

' 1 oT , 4D, Hah, (L/V, 6 ) 

ot 2 2 
(D, 2 A dp .C, 

T,(0,t) = T(t) =1 

T,(Lst) = T(t) 0 

counter-current flow; or 

T,(0,t) = T(t) = 0 
2 

parallel flow. 
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(4.30) 

(4.31a)- 

(4.31b) 

(4.31c) 

The steady state profiles or initial conditions for the solution 

of the unsteady regime are, then 

T, (250) = T, (2) 

7 A70))2 7 (2) 

T,(Z,0) = T,(Z) 

- <o,0) = U4) 
s s 

(4.32a) 

(4.32b) 

(4.32c) 

(4.32d) 

Furthermore, each variable coefficient of equations (4.27) to (4.30) 

can be decomposed into two factors: The one includes all constant 

parameters and the other, including the variation caused when the 

flow velocity changes, is the normalized heat transfer coefficient 

itself. 

! ' ae 2hj 9 (L/V,, ) 

1 a ciRy 

. 2Ryh,,'(L/V) 5") 

2 ae 
(Ry -Ry Do ww 

' ' Hi 2R hog (L/V,,') 

3 2 2 
(Ry “Ry dowew 

Denoting the constant factor by Ps (igs 

(4.33a) 

(4.33b) 

(4.33c)
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' ' é 2NR,h,, (L/V,5 ) 

P (4.33d) 
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(D, /4-NR, ) pC, 

Dok, ALA 

Fs a oe (4.33e) 
(D, [4 - NR, ) pC, 

AD Reeve €) 
is ea oD (4.33£) 

, (D <5 7 Cc 
2, AL Ps s 

Hence the general normalized equations of the model become: 
ts 

oT om 
1 ee oa + Vv, ~ PiH, (Ly-T)) (4.34) 

aT 
ae = PH, (T,-T ) = PH, (T,-T,,) (4.35) 

Ae Vi Vak oT, gt ery = Be (Lt + PoH,(T.-T,) (4.36) 

aT. 
ee P.H,(T,-T.) (4.37) 

4.1.6 Linearisation Procedure 
  

With regard to the type of disturbance applied to the system this 

general model may be linear if only the input temperature vector changes 

or non-linear if the disturbances are applied to the input flow vector. 

The first type of disturbance does not affect the heat transfer 

coefficient, provided the effect of temperature changes on the properties 

of the materials can be neglected, and therefore the equations of the model 

are of the constant coefficient class. 

The non-linearity in the case of flow forcing is due to the fact 

that the heat transfer coefficients are related to fluid velocities by
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the fractional power defined in the correlations of equations (4.1) for 

shell side and (4.3) to (4.6) for the tube side, depending on the value 

of Reynolds Number. That relationship is of the general form 

h' = qv'™ (4.38) 

for real variables or 

H=V (4.39) 

for normalized variables. 

However, by making use of the Perturbation Theory, the general 

equation can be linearised for the case of flow forcing, if the 

magnitude of the velocity deviation allows. This is done by expressing 

all variables in the equations representing the transient conditions 

as the sum of a steady state component plus a deviation component. For 

example, in normalized variables, 

T= Te + Th (4.40a) 

v= + YD ; (4.40b) 

H = A * Hy (4.40c) 

When these last two expressions are substituted into the heat transfer 

correlation it is easily seen that 

ot Ree n 
H = We + Vy) = (1+ Vy) (4.41) 

Making use of the binomial expansion valid for all Vp < 1 and 

neglecting powersof V_, the following linear relationship is obtained 1)” 

H=l+n i. (4.42) 

This linearised expression is substituted into the model equations,
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all the products of deviations are neglected and then the corresponding 

equations representing the steady state condition are subtracted from 

those representing the transient conditions. After further re-arrange- 

ment and simplification the linearised model is 

or 3 iD. °*1p at 
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(4.44) 
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(4.45) 

at sp 
“3 = Pe(Toy-T ap? + 2p P6 (Tao -T 59? (4.46) 

The details of this deduction for a concentric tube heat exchanger model, 

have been presented in ref. (75). The linearised model is presented here 

for completeness since the analysis in this work was devoted to the 

general case, described by equations (4.34) to (4.37), with boundary 

conditions of equations (4.32a to d). The numerical solution, presented 

in Chapter Five, made possible the continuous updating of the coefficients 

as the flow rates changed. The correction for temperature variation was 

approximated by evaluating the properties of the fluids at the mean point 

of the exchanger. 

4.2 FREQUENCY RESPONSE ANALYSIS 
  

The analysis of a system by its quasi-steady state response to 

sinusoidal disturbances of different frequencies, generally called
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‘frequency response analysis' has proved vers useful in describing 

the general dynamic behaviour of the system. The conceptual simplicity 

of the method and its relatively unsophisticated experimental 

implementation have made it a widely used method in many areas of 

control engineering. 

It has, however, a significant drawback: strictly speaking it 

can pater be applied to invariant parameter linear systems, i.e. those 

which can be described by linear differential equations with constant 

coefficients, because only they can be directly Laplace transformed. 

The operation of Laplace transformation on a mathematical description 

in terms of deviation real variables, T(t) and V(t), changes the domain 

of the description, usually time as shown,to the domain of the complex 

variable s of the transform. If the mathematical description is of the 

form 

att) + a(t) + ate) +o... ta T(t) = vie) (4.47) 

where T and V are the state function and forcing function respectively, 

the operation of Laplace transformation on both sides of the equation 

gives 

2 n = (a, + a,s + aS t+ wee. + as ) T(s) = VCs) (4.48) 

From the previous equation the advantage of using deviation variables 

in the mathematical description of the system is evident; the resulting 

differential equation in time, equation (4.47) after being transformed 

becomes immediately an algebraic equation in s without regard for the 

initial steady state of the system, since all initial conditions are 

zero and the coefficients, a, tres 4), are constant. 

By definition (17) the cause-and-effect relationship in the
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complex domain, characteristic of the system, is given by the ratio of 

the Laplace transform of the output to the Laplace transform of the 

input and is called the transfer function of the system. 

From equation (4.48) it is found to be 

Ta) [ 1 
ts) 2} G(s) (4.49) 

2 
sg Aree: 2 a,s ah ays ote a as 

ie 

For the particular case in which 

  

v(t) = A sin ot (4.50) 

and consequently 

A Vis) ==" (4.51) 
Vy) 

o +s 

It is shown in several texts (17, 41) that the frequency response of 

the system is obtained simply by replacing the operator s by the complex 

angular frequency jw in the transfer function, 

1 

tye Hea + a_(jo)") 

  =.6( jo): =   (4,52) 
a, + a, (jo) o a. ( 

Since G( jw) is a complex quantity its conversion to polar form results 

in the definition of Magnitude and Angle 

i 
  

  

Magnitude =]- |- | e¢ jo) 
i a e+ a, (jo) + a,(jo) + ... + a (jo) 

(4.53) 

Angle = Zz - =£6( jw) 
a,t+ a, (jo) + a, (jo) fa ct a (jo) 

(4.54)
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These quantities correspond precisely to the inettade Ratio and Phase 

Angle that as functions of frequency describe the dynamic behaviour of 

the system. All that is needed for the method to be applicable is 

that each of the roots of the characteristic equation of (4.47) has a 

negative real part. That makes the complementary solution of the 

differential equation vanish exponentially in time and ensures stability 

of the system. 

As mentioned before, frequency response analysis cannot be spn ited 

directly to non-linear mathematical models because no transfer function 

exists for them. However an indirect application can be made if the 

models are linearized. Since linearization is an approximation technique, 

usually valid for small deviations from a given steady state, the results 

so obtained must be evaluated keeping in mind those restrictions. 

In the case of the analysis of the shell-and-tube heat exchanger 

under flow disturbances it becomes a time variable parameter system. In 

order to make its model Laplace transformable and at the same time keep 

as much resemblance as possible to the general model of equations (4.34) 

to (4.37), the dependence of heat transfer coefficients on their 

respective velocities was linearised according to equations (4.40b) to 

(4.42), and the complete set of equations was linearised using the 

principles of perturbation theory. 

4.3 PULSE TESTING AND FOURIER ANALYSIS 
  

The theoretical fundamentals of frequency response are very sound 

and elegant but although the experimental technique is easy in principle, 

it has the disadvantage of requiring a very long time to collect adequate 

information for a significant frequency range. This is a serious draw- 

back when analysing large and complex systems whose operating
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conditions are very critical and expensive, or when the testing period 

is bound to generate out-of-specification products. In these cases 

evident economic considerations make the use of sinusoidal testing 

questionable. 

Fortunately the development of the pulse testing technique (19, 

44) has greatly reduced the previously mentioned experimental limitations 

and makes it possible to obtain frequency response data with shift of 

part of the experimental effort to computer calculations. 

Pulse testing theory is based on Fourier Analysis. When the 

fundamental period (2P) of the Fourier expansion of a time function 

T(t) is increased, the discrete amplitude and phase spectra, which 

indicate the harmonic content of the expansion, tend to become in the 

limit continuous spectra. Under that condition the Finite Fourier 

Expansion becomes the Continuous Fourier Integral of T(t). 

T(t) = Pur Me) ~apet epg ae (4.55) 

for which the conditions of validity (Dirichlet's conditions) are 

(i) J |T(t)|dt must be finite, 

(ii) T(t) must have a finite number of discontinuities, 

(iii) T(t) must have a finite number of maxima and minima. 

Defining the expression within brackets in the previous equation 

as.9 (f), 

t.e., o(f) =! v(t) oe J2tfty, (4.56) 
—: oe 

it is seen that the time function T(t) can be considered as the sum of 

an infinite number of frequency components, each of an infinitesimal 

amplitude O(f)df . 6(f£) is the frequency spectrum of T(t), generally
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complex and therefore containing both amplitude and phase. 

T(t) and 6(f) are called a Fourier transform pair which can be 

related in symbolic notation as 

Of) = F[T(t)] (4.57) 

and 

T(t) =F [a£)] (4.58) 

The Fourier integral thus indicates a way of obtaining the frequency 

spectrum of a time function and vice versa. 

If a stable system is disturbed by a transient function v(t) 

a pulse for example, the response of the system is bound to be transient 

as well. The input function and the output function can be Fourier 

transformed to find their frequency content and a further relating of 

the two frequency functions ought to give the characteristic frequency 

response of the system. 
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by Transient Pulse Analysis. ;



mip o. = 

This last information is obtained from the Relating Function, defined as 

  

5 ~j2nft 
F[T(t)] 3 T(te 7 dt 

Relating Function = = —=5 ; (4.59) 
F[v(t)] j Woe Sat 

The two Fourier transforms are continuous functions of frequency 

expressed in complex form and therefore their ratio must also be a 

continuous function of frequency equally expressed in complex form, 

from which the frequency response of the system can be deduced. The 

method is described graphically in Fig.4.4. 

Since in practice, both forcing and response functions are made 

available as graphical records rather than analytical functions, the 

corresponding Fourier transforms have to be ebfventnared by summations 

of segmental Finite Fourier Transforms, defined by the functional curves, 

along the time axis. Under these conditions the functions are Fourier 

transformable where in addition to being continuous, they go to zero 

for sufficiently positive or negative values, of the independent 

variable. 

The summation can be carried out by several methods, the most 

accurate being, perhaps, by the trapezoidal approximation of the curve. 

By this method the area under the curve is divided into trapezoidal 

segments of the same width as for graphical integration, and the 

Fourier transform of each segment is found. The Fourier transform of 

a complete transient function is then approximately equal to the summation 

of the Fourier transforms of all segments under the curve. 

The fact that each trapezoidal segment can be replaced by two 

overlapping isosceles triangular pulses, as shown in Fig.4.5 makes the 

approximation easy to obtain since the Fourier transform of any isosceles
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triangular pulse, in non-dimensional form, is 

(k+1)At 

FTP = f I(kAt)en2 2nft a. a 

(k-1)At 

(k+1)At 4 

= ee Sen EtnS) TkAt)e J 27Ft a, (4.61) 
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Fig.4.5 Trapezoidal Approximation of a Transient Function. 

In the last two equations I(kAt) is defined as the isosceles triangular 

pulse function, existing within the limits of the integral with height 

T(kAt), while 
: 2 

Sees is the Fourier transform of the unit isosceles 
nfAt 

triangular pulse function. 

Using the previous results the approximation of the transient 

function becomes 

co 

2 
Forced = f rere I? Fat =[SEREAE] «2 acnatye JE ge 

ee nfAt eal 

(4.62) 

Note that when At tends to zero the factor in brackets tends to unity
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and therefore the summation tends to the integral. As a consequence 

the relating function of equation (4.59) can be approximated by the 

ratio of the two summation Fourier transforms 

Sinx£(A t), 
rarer T(k( At), Je 1 (At) 

mE (At), Lad 1 1 
R.F.= 5 (4.63) 
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and by taking time increments of the same size for both summations 

the expression is simplified to 
oe 

) T(kat) eo dentk At 
k=1 RES is 

k=1 

  (4.64) 

This complex expression, then provides values of Gain and Phase Angle 6 

for each value of w = 2nf, according to the well known expressions. 

bts (4.65) 
eg at 2 2 

Gain = (R.F)F + RE 

and 

@= tan! (CRF), / (RP), 2) (4.66) 

where subscripts Im and Re stand for imaginary and real parts respectively. 

The results so obtained are by no means free from further evaluation. 

Since the method is an approximation it is necessary to find some 

criterion of certainty to judge whether the frequency response obtained 

characterises the system closely enough. Several sources of inaccuracy 

introduce errors that are in general more significant at higher 

frequencies.
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The maximum frequency for which valid results may be expected . 

depends mainly on the characteristics of the Fourier transformation 

of the input and the relative magnitude of the noise affecting the 

output signal. 

The magnitude of a pulse is defined as the area it encloses with 

the time axis and therefore depends on pulseduration and pulse 

amplitude. Theoretically only an impulse-pulse of infinitesimal time 

duration and infinite amplitude - has a uniform harmonic content that 

can excite the system with all its frequencies of constant amplitude. 

In all practical pulses, however, the amplitudes of the exciting 

frequencies diminish with the wavelength in a way that depends on the 

shape of the pulse as seen in Fig.4.6. For pulses of the same shape 

the usual frequency content is higher as they diminish in duration. 

It is worthy of note that pulses free from drastic changes of direction 

have the highest harmonic content. 
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The pulse function used in this work to collect experimental 

data was the Displaced Cosine Pulse Function (DCPF), number 4 in 

Fig.4.6, which besides being of high harmonic content can be 

easily produced by manual operation of a sinusoidal Function Generator 

No rules can be formulated about which must be the characteristics 

of a pulse function for analysing a given system, because many factors 

must be taken into account. The direct experimentation with the 

system under study and the careful analysis of the results are the 

best guide. 

In general the experimental effort must be directed to 

(i) Use of input pulses of short duration compared to the response 

pulse duration. 

(ii) The magnitude of the pulses must be 

acceptable signal to noise ratio in 

(iii) If the input pulse induces a change 

system, the effect of its magnitude 

investigated. 

enough to produce an 

the response. 

in the parameters of the 

on the output pulse must be
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CHAPTER 5 

METHODS OF SOLUTION 

The basic idea in developing a mathematical model of a physical 

system is the representation of its operating variables by numerical 

relations that enable the analyst to study the effect of different 

conditions and parameters on the perforianies of the system without it 

being actually operated. 

In order to reach this stage, the differential equations that 

represent the mathematical model must be solved, i.e. integrated to 

yield an adequate form for the 'numerical operation' of the described 

system, 

The general model derived in the previous chapter can be solved 

in two ways, and each way by several techniques 

(i) Solutions in the time domain 

(ii). Solutions in the frequency domain 

The two types of solution provide complementary information. Thus 

the one yielded by the frequency analysis, though very important for 

purposes of design and control, cannot replace the information provided 

by the time domain solution, since it is this fundamental time domain 

information in terms of the system real variables that gives the actual 

performance of the operating process. 

5.1 TIME DOMAIN SOLUTIONS 
  

There are three normal time domain solutions: 

(i) Pure Mathematical Analytical Solution, sometimes with computer eyaluation 

(ii) Analog Solution, implemented in passive or active analog computers 

(iii)Numerical solution, Hsually implemented in a digital computer.
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These three methods of solution find the relationship between the 

actual dependent variables of the system in terms of the independent 

variables, in this case temperatures of the fluids and walls of the 

heat exchanger in terms of axial distance and real time. Although, from 

the theoretical point of view the three methods should give the same 

results when applied to a given model, they are usually somewhat different 

due to Ligttat! one like the accuracy or sensitivity of the analog computers 

and the deviations introduced by the numerical technique. 

5.1.1 Analytical Solution 

The mathematical or analytical solutions are based on ordinary 

mathematical procedures, whose complexity depends on the type of equations 

to be solved. For the steady state, when distance is the only independent 

variable, the model becomes a system of ordinary differential equations 

with constant coefficients, which is relatively easy to solve. Under 

the restriction of steady state, valid for any time less than zero, 

equations (4.34) to (4.37) become 

dT, 
a” P(t -T)) (5.1) 

0 = Port, -t.) + P,(T,-T,) (5.2) 

aT, 
ova =P, (I, -T,)+P,(T,-To) (5.3) 

0= P,(T,-T.) (5.4) 

since the derivatives with regard to time are zero and the normalised 

v's and H's are unity. 

From equations (5.4) and (5.2) it is evident that 

(5.5)



a 

and 

w Pot? Ll PotP, 
aD   T) (5.6) 

This last equation indicates that the tube wall temperature is 

the weighted average of the temperature of the two fluids on either 

side of the wall. 

On substituting equations (5.5) and (5.6) into the differential 

equations (5.1) and (5.3) these become 

aT P_P 
a ake 3 

23 

‘and aT pe DE 2°4 
a WNP ape (T, - T,) (5.8) 

One? 3 

The solution of this set of simultaneous ordinary differential equations, 

according to the conventional calculus is of the form 

eee 

T) = A,e + Aye (5.9) 

T, = Bye + Boe (5.10) 

where the A's and B's are constants defined by the boundary conditions 

and the r's are the roots of the characteristic determinant of the 

system. 

After some algebraic manipulations it is found that 

r) =0 a (5,27) 

P,P, mS 

WROCE+P.)  PStP 2 VK, (P5t+P,) es 
  

(S322) 4 i 

This deduction was based on the original countercurrent flow element of



the exchanger. When a similar procedure was followed for the 

parallel flow element only the sign of the shell velocity is 

changed and for this case the second root is 

ge ae aD ade. 
2 PotP, VK (PotP, 

Considering both heating and cooling processes in co-current and 

countercurrent flow, the four sets of boundary conditions give rise 

to four different sets of solutions. They are presented in Table 

5:1 in which 

  f= Pp. t+ it (5.14) 

and the T's and z are normalised variables according to Section 4.1.5. 

  

  

  

  

  

  

  

              

STEADY STATE SOLUTIONS 

PROCESS HEATING COOLING HEATING COOLING 

Boundary T, (0) =0 T, (0) =] T, (0) =0 T, (0) wt 

Conditions Tye) =] T,(1) = 0 T,(0) =1 T,(0) #10 

* ona r Lie ae 32 

Peeeiike Of e 2 -1 fe hig e 2 - 1 f-e 

Zs oe r f£-1 f-1 T, (2) fe a 1 a n 1 

- Lae i ea Toe 
Profile of 7 2 a1 £(e 2.6 Z fe 2 1 T5z 

ir im f-1 f(1-e ) 
T,(z) = oc 2, i fe 24 

Equations (5;45a, -b) €5<16a,b) 05 -178,b) (5.18a,b) 

TABLE 5.1 STEADY STATE SOLUTIONS FOR DIFFERENT BOUNDARY CONDITIONS 
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It is important to note that for the particular case in which tr) = 0, 

which is only possible in countercurrent flow, 

ee 
  =a (5319) 

the corresponding solutions become indeterminate. In this case equations 

(5.7) and (5.8) take the form 

dT, 

=a (T,-T,) (5.20) 

and 

aT, 
a0 = a(T,-T,) 

(5.21) 

‘a' being constant. Straightforward analysis indicates that the 

temperature profiles of the two fluids are then parallel lines of 

constant slope 

T) =l--—-z (5.22a) 

a ner ee Clee) (5.22b) 

for the cooling process. 

Similarly for the heating process, the corresponding profiles are 

ule. 
T) “7 2 (5.23a) 

et 
T, ate (lt+az) (5.23b) 

This particular condition in which r, = 0 is important because it 
2 

actually corresponds to the case in which the thermal capacitance of 

both streams are equal, i.e., 

C101ViS) = CP Vo85 (5.24) 

*; and §, being the net (or equivalent) flow transverse area on the two 

sides of the exchanger. If the same fluid is used in both streams, then
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the above situation arises simply when both mass flows are equal. 

The equations of Table 5.1 together with equations (5.22) and 

(5.23) give the normalised temperature profiles of the fluids along 

the heat exchanger for all possible combinations of operating conditions. 

Used together with equations (5.5) and (5.6), they completely describe 

the temperature distributions in the fluids and metallic walls of the 

heat exchanger in the steady state. These distributions are all that 

is needed to start the solution of the appropriate transient regime 

cases. 

The solution of the mathematical model for this regime by 

analytical procedures is, however, far more difficult and was not attempted 

in this work. It was thought that it would be preferable to obtain a 

numerical solution using proven techniques than to try to get an 

analytical solution that itself might have to resort to a computer. 

The procedure followed was to find the four analytical temperature 

profiles of the steady state and to use them to start the transient 

solution stepwise by applying an explicit numerical algorithm. This is 

discussed later in this chapter, in section 5.1.3.1, and the digital 

computer program developed out of it is presented in Appendix B. 

5.1.2 Analog Solutions 

Once more, in solving mathematical models by analog computers ,it 

is the constant coefficient steady state models which are more easily 

solved and with less hardware. Besides that, the steady state description, 

as presented in equations (5.1) to (5.4), is directly programable. The 

procedure requires that the temperature functions be integrated along 

the axial distance, and since the operating variable of the computer is
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real time, time has to be used to represent axial distance of the 

exchanger. The integration is allowed to proceed until it reaches a 

scaled point in time equivalent to the total length of the exchanger. 

The use of nonlinear components, like multipliers, dividers and 

function generators, extends the capability of the analog computer to 

deal with variable coefficient models, still of the single independent 

variable type, at the expense of reduced accuracy, since in general 

these nonlinear components work based on approximation principles. The 

transient regime solution of a model with two independent variables is 

made possible by the 'lumping' technique. In this case it implies that 

the heat exchanger is divided into a series of several modules in which 

one of the independent variables is assumed constant within the limits 

of each module at given stepped values. That is equivalent to replace- 

ment of the distributed parameter system by a series of lumped parameter 

"sub-systems' which will be close enough to the original if the number 

of 'lumps' is high enough. In spite of some conflicting reports in the 

literature it is estimated that an acceptable degree of representation 

is achieved with six or more modules. That, however, greatly increases 

the number of components needed for a given patching, with the result 

that rather large computational facilities are required to solve even 

simple models. In the absence of sufficient hardware the use of the 

analog computer was restricted toate steady state solution based on the 

normalised equations (5.1) to (5.4). The block diagram for this case is 

presented in Fig.5.1 which as indicated by the equations, consists in the 

solution of two simultaneous ordinary differential equations with constant 

coefficients.
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Fig.5.1 Analog Computer Block Diagram of the Heat Exchanger Steady 
State Solution. 

5.1.3 Numerical Solution 

Since no analytical solution is available in the time domain for 

the heat exchange system discussed in this work, the numerical solution, 

which has proved to be the most successful for distributed parameter 

systems, is used here. This method is essentially based on the 

"discretization' technique that Shnaieta in replacing the derivatives 

of the equations in the model by the ratios of finite differences of 

the corresponding variables so converting the continuous differential 

equations into an approximate set of finite difference equations. The 

large amount of arithmetical operations generated by this conversion is 

very aptly handled by the use of sequential electronic calculators. 

In physical terms the 'discretization' is equivalent to the 

division of the two-dimensional space defined by the two independent
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variables, time and axial distance, into discrete sections within which 

the functional variables are kept constant. With regard to the whole 

domain of the independent variables, the functional variables then change 

by steps produced in the limits of the 'discretized' sections. 

The approximation of partial differential equations by finite 

difference equations is discussed in detail in several texts; thus 

Lapidus (58) and Smith et al (83) among others have presented the 

deduction of the most common forms of approximation, namely the forward, 

central and backward differences for first order derivatives and the 

central difference for second order derivatives. The method is based on 

the expansion of the functional variables by Taylor Series and subsequent 

truncation of the higher terms with the corresponding generation of 

truncation error. 

The central differences are more accurate than either the backward 

or the forward differences because the terms neglected are of higher 

order, i.e. the truncation error is smaller, all other conditions being 

equal. For this reason the central differences are preferred whenever 

possible. 

It is possible to use central differences in the distance direction 

since for each constant time a complete temperature profile along the 

exchanger can be estimated. It is not possible, however, to use central 

differences in the time direction because any time-point calculation 

must be based on previous time calculations. For convenience then, a 

backward finite difference is adopted for the time derivative approximation. 

The approximations in the two directions are 

a(2,t)., Tlatdz,t)° + TCz-Azt) 
= 

ve = i + O(Az) (5'225))   

and '
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arce.t) Ts 3) Ths t= At) 2 
Tega ap + O(At) (5.26)   

where it can be noted that the truncation errors are third and second 

order respectively. 

If the plane z-t is divided into a mesh whose intersection points 

each define a value of temperature, the co-ordinate of any point in the 

plane can be expressed in terms of the steps Az and At and the integer 

subscripts i and j. 
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Fig.5.2 The Distance-time Plane. 

By further dropping the steps from the notation and omitting the 

truncation error terms, equations (5.25) and (5.26) can be rewritten 

as 

oT G, 4) | TCUi4+ly = TCU-14) 

az i 2Az 
  (5.275 

and
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oT (i, j) T(i,j) - T(i, j-1) 
ys Te a (528) 

Since any temperature evaluation can be done using values previously 

found, it is convenient to retract the distance derivative approximation 

: : 7 : : gh i) ; one step in the time direction so that instead of » the quantity 
oz 

used is 

oT(i,j-1)  TCitl,j-1)-T(i-1, j-1) 
a = DAz C5529) 
  

This allows the development of one explicit algorithm since each new 

point value can be obtained from previous evaluations. 

When equations (5.18) and (5.19) are substituted into the general 

normalized model, equations (4.34) to (4.37) become 

  

Mi (Gi: »j)-T ii 3j-1) T (i+1 »j-1)-T Ci-1 »j-1) 1 1 ye 1 s 
At i 2Az 

P)H, (j-1)(T G ,§-1)-T, (4 ,j-1)) 

(5.30) 

T_(4,5)-T (45-1) 
POH, (§-1)[T, C4 oj-1)-T (i, J-1)] + 

  

At 

PAH, (§-1)[T, (4 j-1)-T (i, j-1)] (5.31) 

Lee Gt. 9j)-T Ga »j-1) — (itl »j-1)-T Gi=1 »j-1) 2 2 ie wo Cat 2 : 
At OFN2 - Iz 

P,Ho(5-1)(T, (4, j-1)-T, (4, j-1)] 
P.H4(j-1){T,(1,J-1) - T,(4, 5-1] (5.32) 

T,(455)-T, (i 55-1) 
gore PoH,(j-1)- (1, (4, §-1)-T, (4, j-1)] ¢5 43) 

It is obvious from them that the four distance-time temperatures can be
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expressed as 

T, (i+1, j-1)-T, (i-1> j-1) 
ge ice gee teas a aN T, (4 4) T, (4, j 1)+At [ v,63 1) ve +   

Pages) AP Adres ty" (5.94) 

T (4,5) = T(h,$-1)+ae-[ PW (4-1)(8, (45-11, (45-1) ) + 

PH, (5-1) (1, (i, 5-1)-T, (i, 5-1) )] (5.35) 

T,(i+1, j-1-T, (1-1, j-1) 
Ti.) = T,(i,j-1)+4 [K wv, (5-1) i 

  

2 tz 

PAH (5-1) (TG, j-1)-TG4, j-1)) + PoH,(j-1)(T.(i,j-1)-T,(i,j-1))] 

(5.36) 

T,44.5) = T.G,j-l)+e . PoH,(j-1) -[(T, (4, j-1)-T (i, 5-1))] 

(5.37) 

These last four equations together with the initial conditions from the 

steady state analytical solution, equations (5.10) and (5.11) or 

equations (5.13) and (5.14) together with equations (5.2) and (5.4) 

comprise the numerical scheme used to solve the mathematical model. 

Since the steady state solution provides the four initial temperature 

profiles and the scheme is explicit in the time and distance directions, 

the transient solution can be started with the information available and 

proceeds thereafter in sustained stepwise form. 

5.1.3.1 The Digital Computer Algorithm 
  

The digital computer program developed to solve the liquid-liquid 

1-1 shell and tube heat exchanger model by finite differences approximation
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was written in Fortran IV and run in the computers ICL 1905E of Aston 

University and ICL 1906-A of the Manchester University Regional Computer 

Center (UMRCC) with only minute changes. This algorithm considers 

all possible combinations of the following conditions: 

(i) Fluid flow pattern: co-current and countercurrent, 

(ii) Heat flow pattern: cooling and heating, 

(iii) Origin of disturbances: tube flow, shell flow and both, 

(iv) Type of disturbance: step change and sinusoidal change. 

In addition, the results can be obtained in terms of real variables or 

normalised variables. 

The disturbances mentioned are only those investigated in the 

experimental work since any type of analytical time-dependent function 

can be simulated with the subroutine that enters the perturbation into 

the simulated system. 

Because of the wide range of operating conditions that can be 

simulated, the model can be regarded as a generalized representation 

of the heat exchanger under flow disturbances. 

The main idea for the development of the algorithm corresponds to 

the one presented in the previous section, i.e. the steady state 

analytical solution is found to set the initial temperature profiles and 

from them the successive temperature profiles at each time step are 

constructed using the relationships given by the finite difference 

approximations. 

The physical properties of the materials, water and copper, were 

taken from the current literature. Although to some extent all 

properties are a function of temperature, that functionality is only
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significant in the case of the viscosity of water, and to a lesser 

degree its thermal conductivity. The following correlation of water 

viscosity in terms of temperature was taken from Perry (74). 

x 
p = 1/{2.1482(T-8.435) + [8078.4 + (1'-8.435)7] * ecth20 te (5538) « 

The corresponding correlation for conductivity was deduced from 

data from different sources for the range of interest (0-100°C), 

k = 0.001419 + 2.216 x 107° “ (5.39) 

To find the stream average temperatures to evaluate the properties, 

the equation presented by Mc Adams (65) was used, 

T, CIN) + (a. - 1), (IN) 
  T, (OUT) = aes (5.40) 

where 

a, = EXP[U A (1 - z)/W,C,] | (5.41) 

and z = Weyl, (5542) 

In these last three equations subscripts h and c stand for hot and cold 

streams respectively. 

The corresponding value of T (OUT) was found by heat balance. 

For the particular case in which Wc. ees z = 1), the previous 

prediction becomes 

T, (IN) + a,T (IN) 
T,, (OUT) = ar (5.43) 

6 

with 

a. =U A/W Cc (5.44) 6 h 

All the different possible conditions were encoded with numbers that are 

defined at the beginning of the program, so allowing easy selection of 

the appropriate path for each solution.
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In the case of step perturbation, with no oe eed valve effects, 

fluid velocities, heat transfer coefficient and the partial equation 

coefficients were modified only once, according to the linearised 

relationship defined by equation (4.42), but in the case of sinusoidal — 

perturbation, those parameters were updated each time a temperature 

profile was completed, using the subroutine DISTURB. When the dynamics 

of the control ie taken into consideration the updating was done 

until the effect of the transient response of the valves was negligible. 

Because the distance derivative is approximated by central differences, 

the nodes placed at the extreme ends of the heat exchanger make it 

necessary to evaluate one temperature value beyond the physical limits 

of the system for each evaluation of T) and T,; as, seen in Fig. 5.3. 
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The procedure requires then, the extrapolation of the temperature profiles 

to levels ¢1)and{+1)in each time step, to make possible the evaluation 

of the following profile. In the program this is done by simple linear 

extrapolation, extending the curves one step on both ends of the heat 

exchanger 

Dit ah = ay (5.45a) 

Saat 2T - Tel (5.45b) 

The listing of the program is presented in Appendix B and the block 

diagram is included in the following three pages. 

The behaviour of the model itself was evaluated by analysing its 

response for several types of disturbances and conditions of either 

one and of both flow rates. The results are shown in Figs. 7.1 to 7.11. 

They indicate that the model responded in a logical form to all types of 

disturbances and conditions used for testing, and was able to cope with 

the particular situations that required a different approach, as found 

by the analysis for the steady state condition (section Balsls 

The quality of the model, expressed as the accuracy with which it 

represents the physical system behaviour, is discussed in section 7.5. 

  

5.1.3.2 Convergence and Stability 

The criteria of convergence and stability are fundamental for any 

numerical algorithm. The first criterion implies that the numerical 

method approaches the exact solution of the differential equations as 

the size of the independent variable steps approach zero. The second 

one means that the errors introduced by the approximation do not increase 

as the calculations progress. For an explicit method the stability is 

very critical since errors tend to be carried forward from one calculation 

to the next so making the solution diverge as well as unstable if the
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Figure 5.4 -Flow diagram of the time domain computer algorithm. 

fart) 

INI TIALISATION 
PROCEDURE 

  

    

        

  

READ OPERATION DATA 
AND PRINT HEADINGS 

  

      
  

CALCULATE PARAMET~ 
ERS RELATIVE TO RU+ 
NNING CALCULATION 

t SUBROUTINES 
ESTIMATE TENTATIVE 
OVERALL HEAT TRANS| 
FER COEFFICIENT 

{ Lyscrem] [rarcon] [szzcos | 
CALCULATES ourpur |__| 
TEMPERATURE AND 
RECALCULATE OTC Le 

1 
ESTIMATE P.D.E. 

COEFFICIENTS 

  

  

  

  

  
  

  

      
  

  

  

  

  

NORMALISE VARIABLES 
AND PARAMETERS 

ALCULATE COEFFTES. 
DF CHARACT. DETERM. 

  

  

  

  

‘IND ROOTS OF CHAR. 
ACTERISTIC EQUATION 

          

   

  

FIND PARTICULAR 
SOLUTION     
  

  

  

    
FIND CONSTS. FIND CONSTS, 

DF _ ANAL .SOLN. DF_ANAL.SOLN.       

  

      
WRITE INTERMED? 

RESULTS 

  

EVALUATE THE FOUR 
ee mow ee 
Ded» teMP. PROFILES     
 



= 94< 

  

lex TRAPOLATE PROFILES] 

    
    

  
     

       

   

  

WRITE S.S. 
PROFILES 
  ©) SINUSOIDAL 

    y EVALUATE THE   

      
      

    
  

  

          
  

      
      

VALVE RESPONSE ; SUEROUTINE 
sii "DISTURB" 

‘NON-LINEAR 
j 

UPDATE FLUID UPDATE FLUID 
VELOCITIES UPDATS FLUID VELOCITIES 

VELOCITIES 

i     
UPDATE Pabsie 

COEFFICIENTS 
acer serme SR   

  

EVALUATE NODE       

  

      Figure 5.4 -(Continued) ;



= 95 - 

  

EXTRAPOLATE 
PROFILES       

  

Figure 5.4 -(Continued)



On 

step size is not kept small enough. 

Unfortunately, there is not a fully analytical method to set 

criteria of convergence and stability for the solution of differential 

equations with coefficients that are functions of the independent 

variables as treated here. The most used approach is direct trial and 

error, using the computer. Obviously, for reasons of economy in 

computer time, the main objective of the analysis is to use the largest 

possible steps in the integration that can guarantee a convergent and 

stable solution. 

Several trials, done in this work with different step sizes, 

clearly indicated that the time step is the most critical for the 

solution. The values finally chosen were 

i At. 0.0833," (1/12)... abd. 

Az = 0.005, (1/200) 

of normalised units. These values were satisfactory for all perturbations 

and operating conditions reported, which included runs as long as 180 

seconds of real time. 

Die FREQUENCY DOMAIN SOLUTION 
  

The solution of the model in the frequency domain complements the 

analysis in the time domain. In spite of the methods available for 

obtaining frequency response from transient pulse (section 4.3) and from 

step response (71), the most widely used method follows the principles 

presented in section 4.2, which when applied to a nonlinear mathematical 

description, as the one obtained in this work, requires the linearisation 

approach (section 4.1.6) before performing the Laplace transforation on it. 

The single-flow-disturbed heat transfer process was analysed by Law 

(59) and the algorithm developed here for the two-flow -disturbed process
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‘follows basically his approach. However, & programming four of his 

transfer functions (those corresponding to the parallel flow in the 

previous reference) no satisfactory results were achieved. Subsequent 

deduction gave somewhat different expressions which yielded satisfactory 

computer results. 

The lengthy algebraic manipulations are omitted in this thesis, 

but the final transfer functions can be obtained from the corresponding 

computer program included in Appendix B, which was written keeping Law's 

nomenclature, whenever possible to facilitate comparison. 

The basic idea in obtaining the transfer function of the 

simultaneously flow-disturbed process was to consider it as the super- 

position of the individual transfer functions of each single-disturbed 

case. 

The resulting digital algorithm was applicable to any region of 

Reynolds number, for the countercurrent and parallel flow, and for the 

single and double disturbed processes. 

The behaviour of the frequency domain model was also evaluated 

for several sets of conditions presented in Figs.7.12 to 22197. and 

analysed in Section 7.2.2. The experimental results and the predictions 

of the model were compared in Figs.7.40 to 7.63 and discussed in Section 

7.6.
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CHAPTER 6 

EXPERIMENTAL WORK 

The experimental work of this research was conducted at the 

Department of Chemical Engineering of the University of Aston. A tube- 

afil-shell heat exchanger was designed for that purpose and with it an 

operating system was assembled to collect the data to test the mathematical 

model. The experimental procedure consisted in generating predetermined 

flow disturbances in either or both streams of the exchanger, previously 

running at steady state, and recording the responses of the outlet 

temperatures of the fluids. The data so obtained for several sets of 

operating conditions was compared with the equivalent solutions generated 

by the computer programs implementing the mathematical model of the 

process. 

6.1 EXPERIMENTAL SYSTEM 

The general layout of the capeceeuie system used in this work 

appears in Fig.6.1, and a listing of its components appears in Table 6.1. 

The main items of the rig are discussed in the following sections. 

Reference (39) presents a detailed description of the pneumatic function 

generator used. 

6.1.1. The Heat Exchanger 

The central piece of equipment was the heat exchanger, see Fig. 6.2, 

made in two sections of 60 cm length, joined together by eight 

symmetrically distributed screws around a flanged joint. Each section 

consisted of a copper shell of 10.24 cm I.D. and 10.62 cmO.D. The tube 

bundle had 37 copper tubes 0.79 I.D. and 0.95 cm 0O.D. arranged in 

triangular pitch, with eight baffles spaced regularly at 7.5 cm intervals
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and cut segmentally at 18.8% (segment cut of 1.9 cm height). The total 

heat transfer area of the exchanger was 11019 ed based on the tubes 

I.D. At a later stage in the experimentation 30 tubes were blocked to 

analyse the Ceenee of a change in the total heat transfer area, down to 

2085 cue on the process response. With this modification was also 

intended to have a substantial increase of the tube flow velocity so 

to transfer the operation of this side of the exchanger into the higher 

part of the transition region, without significant change of the total 

mass flow. 

To ensure a tight seal between the two sections and between shell 

space and tube space, rubber packings were used. The one used between 

the two sections, however, under the pressure of the tying screws, tended 

to creep into the tube bore and had to be rectified twice during the 

experimentation. The reason for having the exchanger built in two 

sections instead of one was the intended accurate fitting between the 

tube bundle and the shell to reduce short circuiting iy the shell side 

flow pattern. This close fitting is Btclede bateer achieved with 

smaller pieces of equipment. 

The cylindrical mixing chambers at both ends of the tube bundle 

had a volume of 275 one that accounted for most of the time lag in the 

measuring of the tube side temperature. 

The whole eiehanger whe insulated with 1/8" asbestos tape. The 

hot stream was water circulated in a closed circuit. It was heated 

in a 0.25 me tank by an immersed coil through which saturated steam at 

18 psig was passed. The tank was agitated by two 1/25 H.P, 2200 r.p.m. 

stirrers in order to obtain uniform heating and good heat transfer from 

the coil to the water. The temperature of the tank was regulated by a
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mercury thermostatic switch which operated a solenoid valve in the 

steam line. Because the action of this two-position controller caused 

a cycling usually of about dé3°c peak-to-peak amplitude in the temperature 

of the hot water, an additional glass vessel of about 0.02 - was added 

grace tue measuring point, TK3 in Fig.6.1, to smooth out such cycling. 

; : ; ° The result was a reduction in the amplitude to about 0.1°C. 

After going through the heat exchanger this stream returned to the 

heating tank. 

The cold water was taken from the mains at ambient temperature 

into two interconnected tanks of 0.175 ke each used as reservoir. After 

passage through the exchanger this water went to drain. 

Each fluid stream was driven by a 1.0 H.P. 2850 r.p.m. Stuart 

Turner centrifugal pump, regulated by a Cressall-Torovolt auto transformer. 

The flows delivered by the pumps were regulated by two direct action 

Introl, type 10-334 pneumatic valves of 3" plug. Because the plugs 

specified as 'linear' by the manufacturers gave an unsatisfactory 

characteristic curve, brass plugs were tailor-made in the departmental 

workshop to obtain a more nearly linear flow-displacement relationship. 

To reduce corrosion of the mild steel components of the system, 

borax was added to the hot tank at a concentration of about 400 ppm. “It 

effectively reduced corrosion and prevented scale deposition. 

6.1.2 Measuring Equipment 

The temperaturesof the streams were measured by thermopiles made 

.of five chromel-alumel thermocouples, provided with a cold function 

of melting ice in a thermos flask. The five elements of the thermopile 

were placed, using a 'T' junction, parallel to the stream direction and
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TABLE 6.1 

COMPONENTS OF THE EXPERIMENTAL SYSTEM 

  

  

CV; 
cv2 

DTl, 
DT2 

ETl, 

ET2 

FG 

HE 

M1, 

Pl, 
P2 

PG1 

PG2 

PM 

PRL 

PR2 

PV 

Rs 
R2 

SR 

ST 

SV   

Flow rate control 

valves 

Displacement 

Transducers 

DC Preamplifiers 

Function Generator 

Heat exchanger 

Mercury Manometers 

Cold and Hot water 

pumps 

Air Pressure Gauge 

Steam Pressure 

Gauge 

Suppression 

Potentiom. 

Air Pressure 

Regulator 

Steam Press- 

Regulator 

Pressure 

Transducers 

Cold and Hot water 

Rotameters 

Strip Chart 

Recorder 

Steam Trap 

Steam Solenoid 

Valve   

'Introl' %", Type 10-334 - Pneumatic Action, 
3-5 psig. Air: to open. Fuld life: 28 cm: 

10K Q coil circular rheostats, excitation of 

2 DG: 

'Comark Electronic Thermometers', Type 1601/1 
Ni Cr/Ni Al. Output O-1 Volt. 

Mechanical to Pneumatic Type, O-40 cpm. 
P-to-P. Amplitude, Frequency and mean value 
continuously variable. 

See section 6.1.1. 

U type, 100 cm. 

Stuart Turner gal Hi. Ps - 2350! ri. p.m. 
2000/850 gph at 15/45 ft.hd. 

0-200 psig, Bourdon type 

0-50 psig, Bourdon type 

"Croydon Precision Instr.', 'Cropico 

Galvanometer. 

'Negretti-Zambra' - 12/65 psi. 

‘Spirax Sarco', Type BRV, 20-60 psi. 

'S.E. Laboratories', Pressure to Voltage 
Inductive cell. Type D5749-20 and 

'Rotameter Mfg.Co.', Type C135S, s.s.float, 

5-50 L-/min. 

'Kent Mark 3 Electronic', Range 0-3 mv, 
Sixteen Measuring Stations. 

Spirax FY .155. 

'Dewrance' ASCO 3/8", 0-35 psi. 
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TABLE 6.1 Cont.... 

  

  

Tice 2: 
T3574 

TC 

TK1 

TK2 

TK3 

vl 

v2 

v3 

v4 

V5, V6, 
V7, V8 

v9 

vlo 

XY1 

XY2   

Mercury thermometers 

Transducer Converter 

Cold water tank 

Hot water tank 

Postmixer hot water 

tank 

Cold water valve 

Cold water valve 

Steam valve 

By pass steam valve 

Air regulation valves 

Air supply valve 

Air valve to FG 

X-Y Plotter 

X-Y Plotter   

'Gallenkamp', -5 - 105°C, 0.1°C div. 

'S.E. Laboratories' T/C SE 905/1. 

Two compartment, 350 lt. capacity. 

250 1t, heated by a 300 cm coil of 3/8" 
copper tube. 

20 lts glass aspirator. 

5" 'Prestex' stopcock BS59. 

'Hattersley' 1", Gate type, 250 psi. 

'Hattersley' %", Globe type, 200 psi. 

'Prestex' stopcock BS59, %", 

"Simplifix' gas taps D505 x /16/16. 

5" Saunders valve 

%" Saunders valve 

ICL Variplotter 1110, 8 ranges from 
5mv/cem to 10v/cm 

Jay-Jay Instruments, Type PL100. Five 
ranges from 50puv/cm to 500 mv/cm. 
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around a mercury thermometer immersed in it. This arrangement indicated 

in Fig.6.3 ensured a good representation of the bulk temperature of the 

stream. 

Hg THERMOMETER 
RUBBER BUNG 

         

  

FLOW 

10: ¢/J 
AND RECORDER “T" FITTING 

Fig.6.3 Location of the Measuring Thermopile in the Fluid Streams. 

The signals from the thermocouple were further amplified using a 

Comark, type 1601 electronic thermometer which works as a DC amplifier 

with gains of 24, 77 and 244. 

The signals from the amplifier were sent either to a recorder EAl 

Variplotter 1110 or a J-J X-Y plotter type 100, each with several ranges 

of speed and sensitivity to suit the experimental conditions. 

In order to monitor all the temperatures of the heat exchanger, 

single thermocouples were placed in all input and output points and each 

connected to two measuring stations of a 16 station Kent strip chart 

recorder which could scan one temperature every five seconds. At the same 

e
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time the transduced pressure of the function generator was also connected 

to eight measuring stations of the same strip chart recorder so this 

instrument could show at a glance the general behaviour of the system. 

Since the object of the experimental work was to study the response 

of the exchanger output temperatures to changes in the fluid flow rates, 

and these could be directly related to ie opening of the control valves, 

the valve stems were connected to resistive type ds eniab andi transducers. 

The signals so generated were used to give the corresponding record of 

the flow variations, assuming no time lag between stem position and flow 

through the valve. 

6.2 EXPERIMENTAL PROCEDURES 
  

The data collected during the experimentation was of three types. 

(i) Steady state data. 

(ii) Actual sinusoidal data. 

(iii) Pulse testing data. 

6.251 Steady State Data 

The first type includes the data taken to evaluate the steady state 

regime of the heat transfer process. It always preceded any other type 

of data collection and was performed by setting the temperature of the 

hot water tank to a given value, setting the pneumatic valves to a given 

position by regulating the pressure on their diaphragms, and allowing the 

system to run unchanged until all the temperatures and flows were constant. 

The information collected was the flows and temperatures of both streams 

with the corresponding scheme of flow, thus giving enough data to calculate 

the heat balance in the exchanger and its overall heat transfer coefficient.



- 107 - 

6.2.2 Sinusoidal Data 

The actual sinusoidal operation started from the steady state 

condition of a value manually preset near the mean value of the sinusoidal 

oscillation in the flow rate to be used. One frequency was set in the 

function generator while in 'standby' mode, as well as a peak-to-peak 

amplitude, and the required mean value. An appropriate combination of 

values V5 to V8 allowed the oscillating signal to be applied to either 

one or both pneumatic valves. 

In the cases in which the sinusoidal signals were used to obtain 

temperature-time information, time was measured with a stopwatch from 

the moment the Function Generator was changed to operating mode and the 

recorders were started immediately until several cycles indicated quasi 

steady state operation at the preset frequency. 

When the purpose was to obtain frequency response data, the system 

was allowed to run until all transients disappeared, which usually took 

a number of cycles varying with the frequency used. When the system was 

undergoing sustained oscillations, both signals, the transduced stem 

displacement and the output fluid flow temperature of either stream were 

recorded. 

Two methods were tried to record this data: since no double-pen 

recorder was available to record input and output signals simultaneously 

against time, the Lissajous curves were tried initially. This method is 

very useful because it allows recording of the two time-varying signals 

in one single curve independent of time and the attainment of the quasi- 

steady state condition is easily estimated by the superposition of 

consecutive cycles. During the recording one signal is connected to one
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axis (input to the X-axis, for example) and the second signal to the 

other axis. As time progresses the change of the two periodic variables 

describes a curve which is closed when the transients have died out. 

For sinusoid-like signals the curve is an ellipsoid. From the closed 

curve the values of gain and phase angle can be obtained easily. Fig.6.4 

indicates the equivalent information provided by Lissajous curves and 

sinusoidal time-dependent curves. 

Although this method is faster than the conventional time-dependent 

records and easier to apply, it is very sensitive to corruptions of the 

signals, especially noise and drift, which were notorious, especially at 

high frequencies. Only a restricted amount of useful data was obtained 

by this method. The recording of time varying input and output signals 

had to be done successively insteady of simultaneously. This was possible 

because the stability of the signal from the Function Generator was 

remarkably good and permitted the use of the cross-over point with the 

mean value, read in a mercury manometer, as the reference to synchronise 

the recording of all the signals. A typical experimental record by this 

method is shown in Fig.6.5. Once the record for one set of conditions was 

made, a new set was chosen and the complete procedure repeated. 

6.2.3 Pulse Testing Data 

Finally, the pulse data was collected starting also from a steady 

state regime. To produce the pulse the same Function Generator was used 

under manual operation. It was put in standby mode when at the lowest 

(or highest) point of the sinusoidal signal, by approaching such ae 

under operation at very low frequency and careful observation of several 

cycles. With the control valve (S) set at this pressure the required 

frequency was chosen in the Function Generator but kept in standby. The
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system was allowed to run until steady state condition was reached and 

then the Function Generator changed to run-mode for one full cycle, 

after which it was returned to standby. This type of operation produced 

a displaced cosine pulse function (DCPF) negative or positive, depending 

upon whether the steady state condition was reached at the highest or 

lowest point of the sinusoidal cycle. Simultaneously with the input, 

throughput was also recorded in a different X-Y plotter, previously 

synchronised to the same velocity as the one recording oe input, so that 

the two curves could be analysed on the same time basis. 

The procedure was repeated for several amplitudes and durations of 

the pulse for a given set of conditions in the rig, until results were 

considered satisfactory. 

6.3 EXPERIMENTAL PROBLEMS 
  

Several problems not fully overcome affected the collection of 

experimental data, the most significant of all being noise. Both electric 

noise and thermal noise were present in the system under analysis, and 

each caused noticeable contamination of the data. 

In all previous work where the heat exchanger was disturbed in a 

single variable manner, the static gain of the system was large enough to 

produce output signals whose noise to signal ratio was within satisfactory 

levels. When the frequency of the perturbation became very large, the 

attenuation produced by the process response on the output signals, 

reduced the ratio to levels at which distorted data was produced. The 

same was experienced in this work for those runs in which only one of the 

fluids was disturbed, but for the case of simultaneous disturbances the 

counterbalancing effect of both changes greatly reduced the static gain of
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the system, as can be seen by comparing Figs. 7.21/22 with Fic. 7.23" 

making it much less sensitive to the level of fluid flow rate variations. 

As a result, the recording instruments had to be set at very large gains 

even for the low frequencies, leaving all unsuppressed noise in the 

system more disturbing. 

Two general types of noise are usually found during the transmission 

of information within a dynamic system: normal-mode noise which is 

unwanted signals generated simultaneously with the desired signal, and 

is usually reduced by filtering the signal after the generation stage; 

and common mode noise which is a spurious signal generated by sources 

independent of the wanted signal. This type of noise can be reduced by 

several methods determined by the source of the spurious signal. In this 

work an example of the first type was the random variations in electro- 

motive force shown by the temperature recordings, caused by random 

temperature gradients within the fluid streams as a result of imperfect 

mixing. An example of the second type was the 'spikes' produced on the 

same recordings by the action of the sinusoid valve and other relays of 

the equipment. 

During the data collection the e.m.f. of the thermopiles was pre- 

amplified using an electronic thermometer provided with 3 scales 

corresponding to static gains of 24, 77 and 244. This pre-amplification 

chieice with the gain of the recorders and the multiplication of the 

thermopile was able to produce signals up to the order of 38.5 cm per 

degree centrigrade, equivalent to 0.19 cm per microvolt generated in an 

individual thermocouple. Obviously at such large gains the effect of 

electric and magnetic fields created by electric equipment and any 

deficiency in mixing of the fluid streams and polarization of the thermo-
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couples produced relatively large amplitude interference. 

The heat exehaneck 4k by many reasons a thermal noise generator: 

changes in the local heat transfer coefficients due to different local 

velocities and differential fouling of the metallic surface create 

temperature gradients on both sides of the tube wall that are easily 

picked up by fast and punctual measuring devices like the thermocouples. 

To reduce this noise the mixing chambers and the section of tubing 

immediately after the exchanger outlets were packed with a rolled 

metallic mesh to promote temperature homogenization of the fluid before 

réaching the thermopile, this was also placed in the stream so as to 

promote mixing (see Fig.6.3). Under all conditions the smoothest signal 

was the one of the shell side, perhaps because the outside geometry of 

the bundle promoted a much better mixing of the fluid and consequently 

a less noisy signal. 

To reduce the electric noise, besides grounding and shielding of 

the most critical pieces of the equipment, twisting of all two-lead 

connections and RC filtering were also used; although the effect was 

reduced, they did not suppress it completely. 

A method of filtering suggested by Chao (12) using an analog 

computer integrator suppressed the random noise, but did not smooth out 

the 50 cycle hum. 

Another factor that might have affected the data is related to the 

stirring of the hot water tank that tends to suspend in the stream tiny 

bubbles of air, later on released in the process. Although the equipment 

was flushed at high flows before a run was started, vents on both mixing 

chambers were frequently purged, and the second mixing tank (TK3 in Blige...)
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worked as an air trap, there is still a possibility that small bubbles 

could have developed on the inner surface of the tube bundle taking 

advantage of the low horizontal velocity of the streams, and so 

creating an additional resistance to the heat flow. 

Finally, the parallax error in reading the mercury thermometers 

adds a source of inaccuracy to the data. In spite of the systematization 

and care of reading temperatures, it was realised that a typical 

: Oo 
temperature reading could carry an error of + 0.1. 

6.4 RANGE AND SCOPE OF THE EXPERIMENTAL WORK 
  

Since the number of arrangements under which this process can 

be run is quite large when multivariable operation and more than one 

perturbation are considered, it was thought more important to donee biuee 

the behaviour under such different arrangements than to work over a 

' wide span of a few sets of conditions. The outcome was frequency 

response experimental results for each case corresponding to types of 

flow (2), types of process (2) and types of disturbances (3), for 

velocities in the range of 17.3 to 21.2, i.e. Reynolds number from 

T5952t0: 2905. 

The time response data could not be as systematic because 

frequency and amplitude of the perturbation introduced additional 

variety, making total data collection an overwhelming job. 

The range of conditions reported are shown in the following 

table.
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Table 6.2 Range and Scope of Experimental Work 

Range 

Conditions V,>cm/s V3,cm/s RN1 RN3 

S255 5 - 36 S38. = "3204 560 - 4750 |940 - 4080 

G/CuSaPiE 

Transient S. 
(Step Dist.) del = 62.2 41565 —- 20).4 588 - 8346 |560 - 3281 

D/T & D/B 

JE Be. ent R6:9 - 22:6 146.3 > 23.6 -$21046: 2996 11251 - 2202   D/S & D/B 
(Sinusoidal Dist.)            
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CHAPTER 7 

ANALYSIS OF RESULTS 

Vie INTRODUCTION 

In this chapter a discussion of the results obtained in the present 

work is presented. The discussion includes the analysis of each of the 

two models developed to represent the process, per se; the analysis of 

the steady state data, the dynamics of the control valves, the analysis 

of the data collected to verify the model of the transient response and 

finally the analysis of the data obtained for the verification of the 

frequency response model. 

Before starting the discussion it is advisable to summarise the 

ideas so far presented. It was proposed to investigate the behaviour 

of a tube and shell 1-1 liquid-liquid heat exchanger under simultaneous 

disturbances of its two fluid flow rates and, accordingly, to extend the 

theory and methods of analysis of single-variable disturbed heat exchanger 

‘processes to the case of similar multi-variable processes. An important 

consequence of the conditions of the experimental verification has been 

the collection of data in the region of transitional and laminar Reynolds 

number enabling analysis of the dynamics of this heat exchange process 

for the first time in these regions. It must be stressed that though 

the approach used has been based on techniques of analysis applicable 

for conditions of fully turbulent flow, with flat temperature and velocity 

profiles (an idealised situation), it is recognised that in going from 

the turbulent to the laminar regime the process undergoes changes in the 

magnitude of hydrodynamic and thermal effects rather than in the character 

of them, as is indicated by the conventional heat transfer theory which
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lumps all possible differences into the semi-empirical concept of 

convective heat transfer coefficient for the three regions in which the 

Reynolds number domain is divided. 

One mathematical model to represent the system in the time domain 

and another to represent it in the frequency domain were developed with 

provisions to consider a wide variety of operating conditions, including 

velocities in the turbulent, transitional and laminar regions. The 

transient response model can accept, with minor changes, any type of 

analytical disturbances and can incorporate the transient response of 

the valves used to regulate the fluid flow rates. The two models can be 

used to describe a single variable process or a double variable process 

by applying the linear superposition of signals. Also in the numerical 

solution of the transient model the flow disturbances to the system can 

be applied as the exact nonlinear effect produced by the relationship 

between fluid velocity and uegé transfer coefficient, or the more common 

linearised effect, very useful during the mathematical analysis of the 

process. 

A varied amount of experimental data have been collected to test 

those models. Thus in addition to the direct sinusoidal data taken to 

test the frequency response model, some data have been taken using the 

pulse testing method, followed by reduction into the frequency domain by 

use of the Fourier Transform technique. The experimental transient data 

has been collected for sinusoidal and step changes only whereas the model 

was also tested with a ramp disturbance. 

Vie2 THE MATHEMATICAL MODELS 
  

7.2.1 Time Domain Model 

The modelling of the process in the time domain resulted in a
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package that when run in the computer ICL-1906-A of the University of 

Manchester took a compilation time of slightly more than one second, and 

the execution time was roughly one second for each 130 to 150 seconds of 

simulated time. 

The tests carried out on the model, using step changes (linearised 

velocity-heat transfer coefficient relationship) and sinusoidal disturbances 

indicated that its general behaviour was as expected for all conditions intend 

All the tests using step function disturbances indicated clearly 

that the initial contour of the temperature responses follow the sluggish 

s-shaped curve characteristic of systems whose order is greater than one. 

PL SS seal LO, 7a" show how the amplitude of the disturbance affected 

the response of the system for both cases of single and double disturbed 

process. One feature found by inspection is that the temperature response 

of the fluid on which the perturbation is produced is faster and larger 

than the response on the other side, for similar levels of flow rates. 

This is in agreement with the signal flow concept by which the transmission 

of the perturbation from one stream to the other undergoes effects of 

attenuation and transportation lag due to the resistance and capacitance 

of the flow path. When the disturbances were simultaneous, the shell side 

  

* In order to simplify the identification of the test conditions, 

the following nomenclature was adopted for the figures. 

Parallel flow P/F 

c/C = Countercurrent flow 

H/T, H/S 3 Hot stream in tubes,in shell 

D/T, D/S, D/B = Disturbance in tubes, in shell, in both streams.
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Figure 7.1 —-Effect of single velocity step chan- 
ge magnitude on the outlet temperature respon- 

se of the heat exchanger. Case of counter~-current 

flow and hot stream in tubes. 
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showed always the most sluggish response, explained by the larger 

fluid thermal capacitance. 

A test carried out with a positive ramp signal in the shell side 

fluid indicates that as the flow rate grows continuously, the outlet 

temperatures after going through a constant rate of growth for some time, 

start to show signs of saturation by gradual levelling off as shown in 

Fig.7.9. This behaviour reflects the actual conditions, because the 

variations of the outlet temperatures as functions of the flow rate are 

always bound by the corresponding input temperatures which are approached 

asymptotically when either one of the flow rates increases without limit. 

The 180° phase lag between the tube temperature response and the 

shell temperature response are evident in all the cases analysed. Other 

features of the model indicated by the curves are 

(i) When the hot stream is in the tube, rather than in the shell, 

the corresponding temperature deviations are larger than in the 

opposite case due to the fact that the tube heat transfer 

coefficient is the limiting factor in the heat transfer process 

of this exchanger, and it is substantially increased when the 

average temperature of the stream is high, by the effect of 

viscosity on the Reynolds number. 

(ii) The countercurrent flow always shows larger deviations than the 

corresponding parallel flow because the former is a more efficient 

scheme. 

(iii) The two previous considerations are equally valid for the situations 

of only one velocity disturbed or for that of simultaneous 

disturbances, but the amplitudes of the second case are considerably
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smaller than those of the first. This decrease in the static gain 

of the process was already explained as the resultant of two gains 

of opposed sign and different magnitude in the exchanger. The 

experimental verification of this model effect is presented for 

comparison in Figs.7.21, 7.22 and 7.23. It must be noticed that 

since in the real system the two flow rates do not change exactly 

in the same way, the plots of one temperature against either flow 

rate do not exactly match, as seen in Fig.7.23. 

The overshooting presented in Figs.7.5 to 7.8 by the tube 

temperature response is explained by the difference of speed in 

the shell and tube responses when subject to single disturbances. 

Since the tube temperature responds faster, it reaches a high 

deviation before the opposed effect of the shell temperature is 

large enough to produce a significant attenuation of the overall 

response. By analogous reasoning, in the same figures, the shell 

response looks extremely slow at the beginning. 

(iv) A remarkable and apparently contradictory effect is shown by the 

model, for any set of conditions, under simultaneous disturbance 

operation: for any Sodleive change in the fluid velocities the 

output temperature of the hot fluid becomes higher and that of the 

cold fluid becomes lower. this, however conforms to the conventional 

heat transfer theory as demonstrated in Appendix D. 

Table 7.1 illustrates the previously mentioned characteristics 

for the case of perturbation amplitude equal to 1.0. The responses 

are given in normalised units of temperature
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TABLE 7.1 EFFECT OF SIMULTANEOUS STEP CHANGES OF THE FLOW RATES 
  

(AMPLITUDE 100%)0N THE TEMPERATURE RESPONSES 
  

  

  

  

  

  

FLOW CONDITION TUBE T. DEV. SHL T. DEV. 

H/T 0.042 - 0.050 
e7c 

H/S -0.033 0.039 

H/T 0.033 - 0.040 - 
P/F 

H/S -0.029 0.035             

In the response to sinusoidal disturbances, Figs.7.10 and 7.11 it 

is very clear how the amplitude and phase lag are functions of the 

frequency of the disturbance. They can be used to obtain the frequency 

response of the system by plotting each sinusoidal disturbance along 

with the corresponding time response and then measuring from the plots 

the respective gain and phase lag. Applying the same procedure for 

enough frequencies it is possible then to obtain the Bode plots for the 

temperature responses using only the time domain model, but at etn otdee bie 

cost of computer time. 

The simulations indicated that the response to sinusoidal disturbances 

reached the quasi-steady state smoothly and without much deviation, due 

to the absence of drastic changes of direction in the disturbance, that 

makes the simulation easy to build up and free from the overshooting 

caused by sudden 'jumps' in the driving function. 

It was noticedthat when the amplitude of the upsets is large enough, 

the responses show some distortion which is explained by the saturation
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effect discussed before. This effect was equally observed during the 

collection of experimental data. 

7.2.2 The Frequency Response Model 
  

The package developed to represent the system in the frequency 

domain, when run in the same ICL-1906-A computer required 7 seconds of 

compilation time - mainly complex arithmetic - and required 0.036 

seconds of execution to process a set of data through five decades of 

frequency with ten equally spaced points per decade, 

The tests on this model indicated that the frequency response of 

the output temperatures to flow disturbances present resonance points, 

under all conditions, for each frequency whose period is a sub-multiple 

of the residence time of the fluid in the heat exchanger. This means 

that as the fluid rate is increased for successive Bode plot evaluations, 

the resonace peaks are gradually shifted to the egiod of higher frequencies 

as indicated in Figs.7.12 and 7.13. 

One interesting feature of the simulated responses is that there 

is no significant difference in the gain plots when the temperature of 

the streams are interchanged, in spite of the notorious effect of the 

average stream temperature on viscosity, and therefore on the heat 

transfer coefficients, Fig.7.14. Figs.7.15 to 7.18, on the other hand, 

show that the Bode plots greatly depend on the relative values of both 

flow rates. 

When the frequency response of either one of the outlet temperatures 

was analysed for the effect of the origin of the disturbances, it was 

found that though at very low frequencies there was no difference, the 

curves started diverging as they moved towards the higher frequency region
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and were definitely apart after the first resonance peak, as shown in 

Fig.7.19 for the countercurrent flow case. In it the shell and tube 

responses are vertically spread out with the. highest peaks corresponding 

to the responses to simultaneous perturbations. However, the lowest 

gains for tube response and shell response correspond to the respective 

disturbances in tube and in shell flow rates. 

13 CONTROL VALVE RESPONSE 
  

In order to make a more realistic approach to the problem, closer 

to the normal operating conditions of the practical system it was decided 

to study the effect of the control valves, used to regulate the flow rate 

disturbances, on the transient response of the system, instead of trying 

to produce nearly ideal disturbances to match the analytical functions. 

This meant that the 'corrupting' effect produced by the inherent transient 

response of the control vales on the signals produced by the function 

generator was included in the model. It was then possible to compare 

the simulation of the process subject to the rail "distorted' signals 

with the simulation using the ideal perturbations as generated by the 

analytical function. In order to do this the analytical representation of 

the valves was obtained by studying the experimental data of step change 

responses applied to the valves. It was found that both valves can be 

represented by a critically damped second order differential equation 

whose characteristic time depends on the amplitude of the step and the 

direction of the change. Since trying to incorporate all detailed 

information for each set of data only would result in marginal Sonbavedenr 

in the fit, it was decided to adopt an average value, typical of the range 

of work, for the characteristic time and to use only one equation to
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describe the transient response of both valves to changes in either 

direction, see Fig./7.20. In the adopted description of the pneumatic 

control valves (see reference 16), 

/« 
Y = 1-(1 + t/<)e* C21) 

Y is the valve response (stem displacement) to a step change in the air 

pressure on the diaphragm, t, real time and + the characteristic time, 

estimated as 1.3 seconds. Y is normalised. 

Several runs carried out for step change disturbances were simulated 

with and without the inclusion of the valve's transient response. They 

are discussed in the section on time domain response, and in addition the 

frequency response of the valves is discussed in the context of the heat 

exchanger frequency response. 

7.4 EXPERIMENTAL STEADY STATE DATA 
  

Tables 7.2 to 7.5 present samples of the steady state data necessary 

to calculate the heat balance and the overall heat transfer coefficient 

for the conditions of parallel and countercurrent flows under heating 

and cooling operation. Because of the numerous calculated parameters 

included for each run, the data are presented in a double line for each 

run with the figures toward the upper left of each column one to six, 

corresponding to the tube side conditions and those toward the lower right 

corresponding to the shell side conditions. Column seven presents the 

calculated overall heat transfer coefficient, estimated from the individual 

heat transfer coefficients and based on the inside tube area, according 

to the expression 

Be ae OU (7.2) 
rc a he. k(r,-r.) : 

c ic Said. De:
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TABLE 7.2 STEADY STATE DATA - COUNTERCURRENT FLOW 

FLOW TEMP(IN) TEMP(OUT ) VELOCITY REYNOLDS | HEAT TRANS. Ou. tC U-DEV. % 
cc/sec °c °c cm/sec NUMBER COEFF. CAL. & EXP. Q.DEV. % 

369.0 50.0 33.4 20.4 2534 0.0310 0.0228 -5.42 
Diles LO) 26.8 19.4 1763 0.0721 0.024 -1.34 

369.8 a0e1 Bees 20.4 Zoli 0.0309 6.0235 S62 
461. 10-0 24.2 24.0 2113 0.0818 0.0248 0.34 

369.8 5020 31.4 20.4 2488 0.0308 0.0240 -5.91 
3D 10.0 22.5 23:59 2480 0.0911 O.0255 0.68 

36958 50.0 3122 20.4 2383 0.0307 0.0241 -5.53 
588. 10.0 Zu eT 30.6 2608 0.0943 — 0:0255 0.94 

Doda 50.1 So. 71 32.4 4076 0.0453 0.0324 mice? 
588. 929 Za ae 30.6 2724 0.0951 0.0330 0.39 

369.8 50.0 34.35 20.4 2556 O50322 0.0222 -5.16 
5125 10.0 28.95 635 E519 0.0650 020235 -2.42 

369.8 DOL 36.0 20.4 2598 0.0314 0.0212 -4.50 
230% 1LO%O 32.6 ies 1197, 020551 0.0223 -2.20 

369.8 50.0 38.6 20.4 26577. 0.0318 0.0198 -3.33 
158: 10-2 Slo Ce 859 0.0437 0.0205 -4.20 

15837 50:37 Syfeat 8.8 127 0.0160 0.0122 -1.23 
158. 21D 34.9 8.3 943 0.0436 0.0124 -2.26 

430.6 30:5 36.5 20D 3459 0.0392 0.0283 -3.8 
476. 21.0 32565 24.8 2750 0.0846 0.0294 0.48                   

* To identify data, see page 145, Section 7.4. 
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STATE DATA - COUNTERCURRENT FLOW H/S : 
  

  

  

  

  

  

  

  

  

  

  

                

TABLE 7.3 STEADY 

FLOW TEMP(IN) | TEMP(OUT) | VELOCITY REYNOLDS | HEAT TRANS. O.H. TC U.DEV % 
cc/sec °c °c cm/sec NUMBER COEFF. CAL. & EXP. | Q.DEV % 

515.4 21.85 32.25 28.4 2630 0.0352 0.0252 -9.85 
450.6 50.2 38.45 23.4 3674 0.0746 0.0280 1.84 

495.0 21.85 32.4 27.3 2531 0.0341 0.0341 io. 2 
442.0 50.2 38.5 23.0 3606 0.0738 0.0274 0.96 

467.1 21.8 32.6 25.8 2392 0.0326 0.0237 10.2 
430.8 50.2 38.65 22.4 3519 0.0727 0.0264 1-37 

435.0 21.8 7 24.0 2230 0.0308 0.0225 -9.8 
408.4 50.2 38.65 vi 3 3336 0.0704 0.0250 0.52 

409.0 21.75 32.85 22.6 2099 0.0293 0.0215 9 22 
384.9 50.1 38.6 20 .0 3140 0.0680 0.0239 2.53 

369.8 21.75 33.0 20.4 1901 0.0271 0.0200 -9.19 
352.0 50.2 38.55 18.3 2873 0.0644 0.0221 1.42 

320.9 21.7 33.1 7 7 1650 0.02415 0.0181 a 63 
315.5 50.2 38.65 16.4 2577 0.0602 0.0222 0.38 

254.3 21.65 33.5 14.0 1313 0.0201 0.0154 2.62 
278.1 50.2 39.4 14.5 2287 0.0560 0.0159 0.32 

vis 21.6 S37 12.0 1125 0.0177 0.0138 0.10 
246.4 50. 39.6 12.8 2028 0.0521 0.0138 LJ 

173.0 21.65 34.0 9.5 898 0.0148 0.0115 3.54 
176.9 50.1 38.1 9.2 1436 0.0428 0.0119 0.64     

* 

  
To identify data, see page 145, Section 7.4. 
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TABLE 7.4 STEADY STATE DATA - PARALLEL FLOW H/T 

FLOW TEMP(IN) | TEMP (OUT)| VELOCITY REYNOLDS | HEAT TRANS. | O.H. TC U-DEV. % 
cc/sec. °c °c cm/sec. NUMBER COEFF . CAL. & EXP.| Q.DEV. % 

387.6 50.2 35.8 21.4 2721 0.0326 0.0237 -2.84 
372.5 11.1 26.3 19.4 1774 0.0725 0.0244 21.43 

467.7 50.3 37.15 25.8 3325 0.0382 0.0265 =1.67 
372.5 11.4 27.9 19.4 1816 0.0728 0.0270 0.05 

555.4 50.2 38.2 30.6 3983 0.0440 0.0298 0.35 
373.9 11.0 28.9 19.4 1836 0.0731 0.0292 -0.42 

655.4 50.2 39.4 36.1 4751 0.0506 0.0321 1.25 
375.3 ee 30.4 19.5 1881 0.0735 0.0317 =f. 77 

653.8 50.0 36.7 36.1 4618 0.0498 0.0347 -0.39 
594.1 LO.5 25.2 30.9 2770 0.0961 0.0349 -0.43 

393.2 50.2 35.6 2-7 2754 0.03306 0.0239 -3.66 
372.5 10.6 26.1 19.4 1759 0.0725 0.0248 -0.59 

311.5 50.2 33.9 bPi2 2149 0.0271 0.0206 5.44 
372.8 10.6 24.3 19.4 1719 0.0722 0.0218 -0.51 

231.9 50.2 32.0 12.8 1572 0.0212 0.0170 -5.18 
372.5 10.6 22.05 19.4 1671 0.0718 0.0179 -1.06 

162.6 50.2 30.3 9.0 1085 0.0158 0.01345 “138 
372.5 10.6 19.6 19.4 1619 0.0715 0.0135 -3.54 

88.5 50.3 25.0 4.9 562 0.00947 0.0085 -18.14 
372.5 10.5 16.8 19.4 1557 0.0706 0.0104 -4.66             

* To identify data, 

  
see page 145, Section 7.4. 

    

S
O



* 
TABLE 7.5 STEADY STATE DATA - PARALLEL FLOW H/S 
  

  

  

  

  

  

  

  

  

  

  

  

  

FLOW TEMP(IN) | TEMP(OUT) | VELOCITY REYNOLDS | HEAT TRANS. OH. TC U.DEV. % 
ec/sec °c °c cm/sec. NUMBER COEFF. CAL. & EXP. Q.DEV. % 
527.2 9.2 21.7 29.1 2038 0.0316 0.0226 -8,19 

419. 50.0 34.5 21.8 3295 0.0663 0.0246 4231 
527.2 9.2 20.65 29.1 2010 0.0314 0.0217 ~6.54 

346. 50.0 32.65 18.0 2676 0.0589 0.0232 0.38 
525.7 9.2 17.75 29.0 1928 0.0308 0.019 2 

197. 50.1 26.8 10.3 1447 0.0416 0.0196 -2.52 
524.2 9.2 15.9 28.9 1875 0.0304 0.0171 i 

132; 50.0 22.85 6.9 933 0.0326 0.0169 -2.55 
124.9 785 27.0 6.9 521 0.0103 0.0818 -16.1 

131; 50.0 34.5 6.8 1032 0.0337 - 0.0098 5.33 
368.4 10.8 24.6 20.3 1509 0.0243 0.0185 -4. 66 

387. 50.1 a7. 3 20.2 . 3135 0.0642 0.0194 2.43 
368.4 10.7 25.6 20.3 1526 0.0244 0.0191 -6.38 

482. 50.1 39.0 25.1 3946 0.0734 0.0204 - 2.56 
500.8 10.5 23.8 See 2022 0.0309 0.0228 -9 39 

484. 50.0 36.6 25.2 3881 0.0732 0.0252 2.48 
487.8 10.45 22.6 26.9 1939 0.0300 0.0215 -8,1 

383. 50.0 34.5 19.9 3012 0.0633 0.0234 -0.31 
483.4 10.3 19.2 26.7 1835 0.0292 0.0185 -3.64 

199. 50.0 28.0 10.4 1472 0.0422 0.0192 e183                   

* To identify data, see page 145, Section 7.4. 
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In the data presented h, was calculated by the Eagle and Ferguson 

Correlation (equation 4.6) and hg was calculated by the B.S.R.A. 

Correlation (equation 4.1). 

In the same column, seven, the overall heat transfer coefficient 

obtained from the heat balance, was presented as UL; the experimental 

coefficient defined by the equation 

= QA AT, 3 (7.3) 

where AT) | is the logarithmic mean- temperature difference. “The last 

column of the tables includes the percentage deviation of the calculated 

overall heat transfer coefficient with respect to the experimental one, 

and the percentage deviation of the heat throughput expressed as the 

difference between heat input and heat output of the exchanger with 

‘respect to the average of thesetwo values. This last figure is an 

indication of how adiabatic the process is, since in general such 

deviation accounts for the heat lost to the environment by convection 

and conduction, in spite of the insulation used. By inspection of the 

data it is clear that the runs corresponding to the lowest flow rates 

show the largest deviations from truly adiabatic operation, because 

under such conditions any heat lost becomes more significant due to the 

smaller heat throughput. 

It is also noticeable that the countercurrent flow shows smaller 

deviations than the parallel flow because the logarithmic temperature 

difference tends to be higher for countercurrent than for parallel flow, 

other conditions being equal. 

The fact that the calculated overall heat transfer coefficient is 

always smaller than the experimental one, despite no allowance having
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been made for fouling factors is explained by the boundary layer theory. 

This states that when a fluid enters a tubular duct, a boundary layer 

starts to build up around the cylindrical wall as the fluid moves along 

the pipe until the flow regime, be it laminar or turbulent, is fully 

developed. Within the length required to ee this regime, called 

the entry length, the local heat transfer dock le lout can be considered 

proportional to the distance travelled by the fluid from the entry 

point, 1, raised to a negative constant, a, (reference 62). 

hee 1 
e 

(7.4) 

This implies that at the entry point h, has the largest possible 

value within the heat exchanger and then decreases continuously until 

the entry length is complete. After this point the value of h, is 

constant, as defined by the current correlation. From the expressions 

given by Foust et al.(31) to evaluate the entry length in the laminar 

regime, 

L, = 0.0575.d,.N,. (7.5) 

and in the turbulent regime, 

ot O25 
i Ce ae (7.6) 

it is seen that this parameter has a very wide range of variation for 

the particular exchanger and conditions used in this work. Furthermore, 

there is an important gap of information corresponding to the transition 

region for which no correlation is available. See data given in Table 7.6 

The previous considerations lead to the conclusion that the predicted 

tube heat transfer coefficient is always lower than the actual one because 

of the contribution of the larger local coefficients in the area within
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the entry length. Since no prediction could be done for the transition 

region and considering that the tube coefficient was the determining 

factor of the value of Ue; it was decided to correct hy. using as 

criterion the match between y and U.- The coefficient so corrected 

was used in the dynamic calculations. 

  

  

Nee Regime Le» cm 

120 Laminar 255 

2100 Lam/Trans. 95.4 

10000 Trans./Turb. 5.5 

100000 Turbulent O37           

Table 7.6 Typical Values of Entry Length as a Function of Reynolds 
Number as Applicable to a Tube of the Heat Exchanger 
used (di, Uso Ci), 

7.5 EXPERIMENTAL TRANSIENT RESPONSE DATA 

Figures 7.24 to 7.39, except 7.32, include some of the experimental 

results for different sets of operating conditions of the heat exchanger 

described in Section 6.1.1, together with the representation achieved by 

the model introduced in Section 5.2.3.1. 

The data include eight examples of response to step cWaiaes (81 be. 

7.24 to 7.31) and eight examples of response to sinusoidal changes 

(Figs .7.33 to’ 7.39) They further include nine cases of single variable 

“operation (Figs.7.24 to 7.26 and 7.33 to Gy daa seven cases of double 

variable operation (Figs. 7.27 to 7.31 and 7.38 to 7.39). Four runs
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were made with the reduced surface of the heat exchangeras explained 

during the description of the equipment. 

In order to help in the explanation of the real system behaviour, 

it is useful to resort to Appendix "C'" which shows the error introduced 

in the model when the effect of fluid velocity on the individual heat 

transfer coefficient is linearised by the binomial expansion (see 

equations 4.41 and 4.42). As is clear from the graph in the Appendix, 

the ences is a function not only of the magnitude of the velocity 

deviation but also of the constant n affecting the Reynolds Number 

in the heat transfer correlation. On the other hand the errors are 

always positive regardless of the sign of the deviation and the curves 

are very asymetric with respect to the zero deviation point, so that 

the progressive negative deviations produce errors growing with 

increasing speed, and as the deviation tends to -1.0 the error tends 

to infinity. The positive deviations, however, produce a moderate, 

almost constant increase in the error for deviations even larger than 

1.0, though the mathematical foundation of the expansion restricts the 

deviation magnitude to less than 1.0 in order to warrant convergence. 

The effect of these errors on the overall performance of the heat 

exchanger has to be sought in the overall heat transfer coefficient 

(equation 7.2), the more significant effect on this being from the 

changes in the limiting individual heat transfer coefficient. 

Besides the error introduced by the linearisation of the disturbance 

effect on the heat transfer coefficients, the model includes other errors 

such as the one introduced by assuming the viscosity of the fluid constant 

at the mean point temperature of each side in the initial steady state 

condition, and the obvious one produced by neglecting the diffusion
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term. The experimental profile, on the other hand, carried all the 

significant errors from the sources mentioned in chapter six, so that 

in some of the runs presented there is considerable divergence between 

the predicted and the actual results (Figs.7.24, 7.27, and 7.39). This 

fitting refers mainly to the levels of the initial and final steady 

states. 

For the transient section of the response the quality of the 

fitting depends on the accuracy with which the ancilliary et 

of the system are represented. The only one introduced into the model 

was, as mentioned before, the control valve represented by a critically 

damped system as shown before in Fig.7.20, with a characteristic time 

of 1.3 seconds. In consequence most of the step change examples 3 

present four different predictions identified by L, according to the 

following definitions: 

L = 0, linearised disturbance and no valve effects 

L = 1, exact disturbance and no valve effects 

L = 2, linearised disturbance plus valve dynamics 

L = 3, exact disturbance plus valve dynamics. 

From the Sieve it is clear that the introduction of the valve 

dynamics improved the quality of the prediction in the transient region 

of the response as shown in the step change tests for both single 

variable and double variable conditions. It also indicates that 

different characteristic times instead of the unique value used for 

all the cases in which the valve dynamics was included might have 

improved the representation. 

A close inspection of the response when the temperature started
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to move away from the steady state suggests that some 'channelling' of 

the fluid in the mixing chambers of the exchanger took place, since 

when the time lag was subtracted from the tube response, this curve 

partially overlapped the predictions which included the valve response. 

This effect was more significant in the experiments with the reduced 

surface of the heat exchanger where the 'active' tubes were placed at 

the center of the bundle and therefore the conditions for channelling 

were more appropriate (Figs.7.29 to 7.31). In the case of the shell 

responses the time lag was so small that its contribution to the 

measured response was ignored. It must be noticed at this stage that 

the transportation lag changes for the side in which the flowrate 

perturbation is produced, at a rate that is inversely proportional to 

the change of velocity and therefore the flowrate used to calculate 

the transportation lag must be that corresponding to the final steady 

state. 

Not all the responses agree with the predictions in the initial 

point. This is because, as seen in Fig.7.32, the initial point of the 

transient response corresponds to the last point of the initial steady 

state profile, predicted in the algorithm by the analytical solution of 

the model. Any deviation produced in this calculation is carried forward 

during the successive calculations (profiles 1 to 7 in the previous 

figure) in the transient state, until the final steady state is reached. 

It is noteworthy that most of the tests with sinusoidal disturbances 

gave a closer fit than those with step changes, except the one of Fig.7.39, 

. which shows a very large deviation in amplitude, attributable to the very 

large amplitude of the disturbance. The peak-to-peak amplitude of the 

sinusoidal perturbations in this case were 82.86% and 84.7% for the tube
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  Fig. 7.26 Effect of the Velocity - h.t. 

    

      

      

   
   

     
     

  

  

RNI = 621 (H!}=0:01823) 

Nz : RN3 = 328! (H3"0:0902) 

8 Se Vi = 7-2 AV! =186°92% S _ 
‘ V3 = 20:4 AV3 =2:-8°/o Sy 

. \. 

  
\ Lag. = O°-!l3s 

ss fr = 1: 8t 

aX N=. 37 

FT = 130cms 
FS = 392cm3/s_ [1 
TT(IN) =10-8°C 

ESHEN = 5O-1°C | 215 

TT(OUT)=35 - 49°C 

TS (OUT) #42-1°C   
  

~ 

" L=3 iN 

Relationship and the Dynamics 
of the Control Valve on L=0O 

the Shell Outlet Temperature 

Response, case of P/!, H/S, D/T. 

EXP SHELL RESPONSE -- 

o
r
l
d
 

    4 

a
 

T T T T vy, v t 

6 8 10 12 14 16 18 
Time, seconds 

SG. oe 28" 2 ae 30 (32-34-36



T
e
m
p
e
r
a
t
u
r
e
 

°C
 

T T t tT T tT T t t qT 

P/F, H/S,D/B Lag.=-O0:2!15 

a6 4 FT =1!28cm3/s N = 37 4 
FS=133cm9/s. ft = 144075 ee 
TT (IN) =10°5°C el ae os 

3751 | TSUIN)=50 °C SI ees 
TT (OUT) =27-85°C e a : 

ceo TS (OUT) =33-8 °C Aaa 
RNI = 588 (H}1=0-01405) , - 

7 é oe RN3 = 1015 (H3=0:04610) ee. 
4 . 

, 7 

am a VI = 71em/s AVI = 186+ 72% e 
V3 =6:9cem/s AV3 = 182 %o Y 7 

35:54 4 : ' ¢ 4 

SHELL RESPONSE 
35 4 i 

34.54 ’ 

34 41S Snr ’ 
Fi a 

33.54 4 

33 : 

  

      

    
          

   
     

       

Oo 2 4 6.3.8 10 2. 14 16 «18 
t y t T , 

Time.» seconds 

20 22 
T 

24 20 26-30 = 32 34 36 

Fig. 7.27 Effect of the Velocity - h.t.c. Relationship and the Dynamics of the Control 
Valves on the Shell Outlet Temperatire Response, Case of P/F, H/S, D/B. 

O
O
 

dae



  

      

   

  
  

  
  

  

      
  

31-8 T T T q T 

C/C 4 H/T. D/B 
FT = 213-S5cmys RNI=8346 (Hi= 00-1507) 
FS = 187°5cm4s RN3=1077 (H3=0-05177) 

1.$.$. TT(IN)=50°1°C Vi = 62:2 AVI=71°27°%o 
stay TS(IN)=21°9°C V3 = 79 88 AV3=79°88 Yo 

TT (OUT) = 41°85°C = 1 58 7A 

TS(OUT) = 31°4°C N = 7 
VU Lag. 0°15 8 
© 315-04 T T r t 

9 me 
a 

ae ww 
< 

t 

a 30-64 4 
Ee 
y 

EXP SHELL RESPONSE 
30:24 z 

eS as 

29-8 4 4 

t t T oe T T T ae T T 

2 6 Ke) 14 18 22 26 30 34 38 
Time 1 seconds 

7,28 Effect of the Velocity - h.t.c. Relationship and the Dynamics of Control Valve on the 
Shell Outlet Temperature Response, Case of C/C, H/T, D/B.



oC
 

T
e
m
p
e
r
a
t
u
r
e
 

43 

  

     
   
   

  

  

  

  

C/C.,H/T, O/B 

FT = 213-Scm3/s RNI = 8346 {Hl = 0-1507) 
FS = 187-°Scm3/s RN3 = 1077 (H3=0:05177) 
TT(IN) = 50-1°C Vi = 62:2 AVI= 71-27% 5 
TS(IN) = 21-9°C v3 9-8 AV3=79'88 Jo 

          

| EXP WITH TT (OUT) = 41: 85°C: off 2s. 1 S874 a 

TIME LAG TS(OUT)=3174 No = 7 

q ' T T T T T T 

oO 4 8 12 16 20 24 28 32 
Time.,seconds 

Fig:7.29 Effect of the Velocity - h.t.c. Relationship and the Control Valve Dynamics 
on the Tubes Outlet Temperature Response, case of C/C, H/T, D/B. 

ov 

>



42:07 

T
e
m
p
e
r
a
t
u
r
e
 

°C
 

  

41-6- 

41-2 4 

408 + 

40:04 

  

    
   

EXP TUBES RESP 

EXP WITH TIME 
LAG CORRECTION 
  

TS(IN)#2 2-40°C 

TT(OUT)= 39-8°C 

TS(OUT) =32:-1 °C 

RNI = 361! Hi=0:06879 

Vi = 27-3cm/s AVi=122°3°5o 

V3 = 5:3 cm/s AV3*105-1%%o     
  

CIC Hit. D/B A 

ele e 99.7 cas fl = 19356 
FS = 102 Bcm3/s Nw 7 
THIUN)=5 0:2 °C Lag.#!-65§ 

RN3 = 596 H3=0-362! 4 

      39°6 

  
Tt T t T u 

14 18 22 26 30 34 
Time, seconds 

2 6 10 

Fig.7.30 Effect of Velocity - h.t.c. Relationship and Control Valve Dynamics on the 
Tubes Outlet Temperature Response, case of C/C, H/T, D/B.



44 

43 

42 

4) 

T
e
m
p
e
r
a
t
u
r
e
 

°°
 ¢

 

40 

39 

  

  

EXP: FUBES 
RESPONSE 

EXP WITH TIME 
LAG CORRECTION 

  
      

  

    

    
  

FS. 

C/C, H/T, O/B RN! =3190 (Hl1=0-05995) 
FT = 82-9cm3/s RN3*560 (H3=0-03484) 
FS = 96-3cm2/s VI = 24-2 AVI=216-42°%o 
TETULN} © 50-2°C V3 = 5:O  AV3=148°91 %o 
TS(IN) = 22 7°C tt 2°053 

    
  

  
  

7 TOUT <= -42-79C Nose 7 

TS(OUT)=31°2°C Lag. = 1°315 

T T T T T ¥ T T : T 

2 6 10 14 18 22 26 30 34 

Time, seconds 

' Fig. 7.31 ffect of Velocity - h.t.c. Relationship and Control Yalve Dynamics on the 

Tubes Outlet Temperature Response, Case of C/C, H/T, D/B. 

e
9
9
9
 

b



- 167 - 

t ' .   ¢ rescore;   

i
—
 

an
ge
 

         
  

- as LP coh | 
age eS 

ee | 1 t™ 
Soa ee 

re 
net 

eae i 

etd ae a ae a Seeee als 

Oo . L 

Fig. 7.32 Scheme Showing Several Temperature Profiles 
in the Temperature-Distance-Time-Space During 

the Transient Response of the Heat Exchanger 

to a Step Change Disturbance of one Fluid 

Velocity.



  

    

  
  

    

' T T T T T T T q T T T 

CIC’. Bite fees 

FT = 410cm3 /s 
FS = 385cm3/s 

3 TT(IN) = 50+3°C 7 
mS (IN) S2 21.06 

TT(OUT) = 38-5°C 

ge TS(OUT) = 33-6°C ~ 
° 

T I q 1 

» 

3 
~ al oa 

. oS MODEL EXPERIMENTAL 

a 
E 
9 

e365 ] 

38:07 4 

q t T T T T T qT T a tT T T T + T T 

12°24 36248 60) 72. 84 756 iIOS= 120-132 144.-[56 168 180. 192. 20 

Time , seconds 

Fig. /33 Tubes Temperature Response to Sinusoidal Disturbance in Shell Flow Velocity (Freq. 

[
S
9
L
u
e
 

1.0 cpm).



T
e
m
p
e
r
a
t
u
r
e
 

°
C
 
  

P/F, H/T, O/T 

FT = 329 ens 
  

  

T r T T T FS = 311-3 en/s T T 
26°01 TT =50:2 °C TT(OUT) = 35°C 

TS =10-20C TS(OUT) = 26-0% 
FREQ-s! CPM 

AMP! = 0:2762 
       

     

      

    T T T + ' 

27OF 

EXPERIMENTAL 

> 
6
9
 

Coe 

ny
 

o ° 

25°C:   24-0 T T T T T T T T T T T T T T 

8 16 24 32 40 48 56 64 72 80 88 96 104 H2-- 

: Time, seconds 

    
Fig.7.34 Output Shell Temperature Response to a Sinusoidal Disturbance in Tubes Flow Velocity (freq.= lcepm).



T
e
m
p
e
r
a
t
u
r
e
 

°C
 

  

  

  

  

   
    
   

             
  

    
  

P/E. H/T, 07S 

FT = 329 cm?/s 
T io 2 329 cm?/s T T T T T T T T T T 

; TT(IN) =50-2°C 

: TS(IN) =10.2°C 4 

TTIOUT) = 34-95°%C 

36:04 TS(OUT) = 25°55°% 

AVS = 0.2688 

54 FREQ.= | CPM. * 1 

re EX PERIMENTAL = 
35:O- ~ 1 

57 A 

34:0 + = 

54 ; 

oO 8s 16 24 32 40 48 56 64 Te BO 88 96 104 N2 

Time, seconds 

Fig.7.35 Tubes Temperature Response to a Sinusoidal Disturbance in Shell Flow Velocity (Freq. = 1 cpm).



°¢
 

  

C/iC Ail, os 

~ 
tL
 

= 

      

4 FT = 410cm?/s < 

FS = 385cm3/s 

TT(IN) = 50:30°C 

40-0] TS(IN) = 21-50°C J 

TT(OUT)=38°8 

TS(OUT)=33°9 

AMPS = 0:122 
1 FREQ. = 0:5 CPM y 

T T T 

39°07 

T
e
m
p
e
r
a
t
u
r
e
 

EXPERIMENTAL 

  

38:°0- a 
T t t qT tT T r T ' T T T T , T 

15 30 45 60 TS 90 105 120 135 15O 165 180 195 WO 225 

Time, seconds 

      

Fig. 7.36b ‘ube Temperature Response to a Sinusoidal Disturbance in Shell Flow Velocity (Freq.= 0.5 cpm).



  

35.07 

85] 

? 
] Ww . 

T
e
m
p
e
r
a
t
u
c
 

a 1 

  

  

Cic. H/T. O78 2 

FT = 410cm3/s 
FS = 385 cm?/s 
TTUIN) = 50°3°C 
TSUIN) = 21-5°C 
TT(OUT) = 38°8°C 
TS(OUT) = 33°9°C 

AMP 3. = 0°122 
FREO O°5 

   

          

   

     

  

ee 
L
a
e
 

  

    
  

   
  

  

44 
EX PERIMENTAL 

32 9 

33.0- 

84 

‘6° o 7 7: T T i i 

20 40 60 80 100 ae. 140 160 
Time, seconds 

7.36b Shell Temperature Response to a Sinusoidal Disturbance in Shell Flow Velocity (Freq. = 0.5 cpm).



T
e
m
p
e
r
a
t
u
r
e
,
 

°C
 

  

      

        
  

T T T T 

od cic, HLT, 07S 4 
2s FT = 409:8cm2/s TT (OUT) = 38°5 

37 FS = 385:3cm3/s TS(OUT) = 33-6 4 

TT = 50°3°C AVS = °0-12176 

TS = 21°C t = 1:3629 
T if t 

4-4 

ft 

27 4 
~s 
to 

34-44 1 

87 

67 

47 EX PERIMENTAL 

27 

33.7 

a z 

8 t T T T t T T 

° 20 40 60 80 120 120 140 
Time, seconds 

Shell Temperature Response to a Sinusoidal Disturbance in Shell Fluid Velocity (Freq. = 
Eis. 7237 = 1 cpm).



ae 

sa 

wW
 

cy
 i 

in
 

w 
! 

1 

T
e
m
p
e
r
a
t
u
r
e
 

,
°
C
 

w dh
 ‘ 

. uw
 1 

  

  

P/F, H/T. O/B 

FT = 318cm°/s 
FS = 322°8cm?/s 

TT = 502°C 
ES 2-032 06 

AMP | 
AMP 3 

FREO 

0:2668 

O°2695 

1 CPM 

u 

      

  

  

     
   

      

  

    
  

EXPERIMENTAL     
After {5 

full cycles     
  T T T T T tT T T T T ' ' 

16 24 32 40 48 56 64 72 80 88 96 104 

Time, seconds 

O @ 

Fig. 7.38 ‘Tubes Temperature Response to Sinusoidal Disturbances in Both Velocities (Freq. = 1 cpm). 

Notice in the first 15 seconds how the predicted transients differ from the experimental 

quasi steady state. 

~ 
8
%
.



T
e
m
p
e
r
a
t
u
r
e
 

°C
 

  

      
  

  

    
      

3° °5 T T T T T T T T T T T 

oo 75-4 
~ 

Soe EXPERIMENTAL 
eo 

P/F, H/T. D0/B 

e 

FT = 306-6cm3/s 
Fee 

S'1FS = 316:Ocm3/s : 

TT(IN) = 50-2°C 

TSUN) = 10°2°C 

33°54) tr (OUT) = 34-6°C ‘ 

ES(OUT) = 25.46 

alAVIi = O0°4143 
ra 

AVS: "0: 4235 

FREQ. = | CPM 
32-5: 

a 

31°5 1 ; 1 , : 7 7 : . : 
  ' 

° 1o 20 30 40 50 60 790 80 90 100 No 120 

Fig.7.39 Tubes Temperature Response to Simultaneous Sinusoidal Disturbances in Both Fluid Velocities (Freq.= 1 cpm).



- 176 - 

and shell flow rates, respectively. 

In all other cases the fit was the better the lower the frequency 

of the oscillations because of the relatively smaller effect of the 

transportation lag on the response. On that basis the time lag was 

not subtracted from either of the cyclic responses. 

There is, however, in some runs (Figs.7.33 and 7.37) a gradual 

drift of the prediction from the experimental results, along the time 

axis. The analysis led to the conclusion that either the frequency 

of the input signal, from the function generator, or the speed of the 

recorder were slightly different from the value used in the calculations 

and therefore the prediction and the experimental curves tended to 

diverge as time went on. 

7.6 EXPERIMENTAL FREQUENCY RESPONSE DATA 

The output temperatures from frequency response data are presented 

in Figs.7.40 to 7.63. It is basically composed of Bode diagrams- 

normalised gain plot (even numbered figures) and phase angle plots (odd 

numbers) - for the twelve possible sets of conditions found by combination 

of the two flow orientations (parallel and countercurrent ) with the two 

process schemes (heating, H/S or cooling, H/T) and the three origins of 

the disturbances (in the tube flow, D/T, in the shell flow, D/S, or 

simultaneously in both flows, D/B). Most of the data were taken by 

conventional sinusoidal perturbation of the system followed by consecutive 

recording of the output temperatures, once the transient response had 

died out. The reference amplitude used to normalise the gain data was 

the one corresponding to the longest period in each test, usually at 

about 0.01 radians per second. In some tests this normalisation proved
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to be practically equal to the normalisation with amplitudes of lower 

frequency and therefore comparable with the model which was normalised 

with amplitudes of 0.001 radian per second. 

In a very few instances the measured input signal was the air 

pressure on the diaphragm of the control valves. For these cases the 

frequency response of the control valves was subtracted from the data 

collected; in the rest of the cases the lift of the valve stem was 

measured as the input signal so that no subtraction was necessary. In 

all the data reported, however, the phase delay produced by the 

transportation lag of the signal between the point where the liquid 

leaves the tube bundle and the point where it reaches the thermopile 

was subtracted from the measured phase lag. This subtraction was 

substantially larger for the tube side than for the shell side because 

of the contribution of the mixing chambers at the ends of the tube 

bundle. 

The total liquid hold up accounting for transportation lag in the 

tube side was 344 a and in the shell side was only 52 ae Based on 

the previous considerations, the data reported represents solely the 

heat exchanger behaviour. To facilitate comparison, the data was 

organised in a way that results corresponding to a test for simultaneous 

disturbances are placed between the results corresponding to test for 

single tube flows and single shell flow disturbance. Though conditions 

are not exactly the same, they are comparable. 

The first comment to be made on the data as a whole is that the 

‘fit between experimental results and the predictions of the model are 

only fair in some cases and poor in others. This fact does not preclude 

further analysis of the results in an effort to understand something more
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of the dynamics of the heat transfer process in the low Reynolds 

number region. 

From the close study of the data, it is evident that the 

experimental information consistently showed the same trends and 

relationships for both types of processes, and so did the model 

representation. 

While all predictions indicated resonance regions, very strong 

for both gain and phase angle of the cate response, and rather small 

and smooth for the shell response, the experimental data did not, 

partially because the frequency at which the first resonance dip 

appeared in the model, around one radian per second, was near to the 

upper limit of the experimental range. payout that the resolution of 

the recorders was obscured by noise and drift, enhanced by the increased 

gain of the instruments so that no reliable data could be obtained. In 

the tests in which the experimental results went beyond the frequency 

of the first predicted resonance dip, no significant deflection 

attributable to resonance was fully evident, though some indication of 

that effect seems to be shown in Figs.7.44, 7.54 and 7.58. 

This is not surprising, however, because several workers have 

reported before that heat exchangers with multi-tube bundles tend to 

wash out the resonance effect(25, 42). A plausible explanation of it 

is that since each tube has within the shell a position which is almost 

unique, except by conditions of axial symmetry, during the operation the 

temperature and velocity profiles of each tube vary from being slightly 

different, to being very different from each other, with the result 

that after the mixing chamber the signal measured is free from the 

extreme values which can otherwise develop in individual tubes.
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For all the conditions except those of Fig.7.50, the experimental 

results showed that the gain of the shell side temperature was lower 

than the corresponding tube side one qualitatively agreeing with the 

predictions. The phase lag, on the other hand, was almost always larger 

in absolute terms for the shell side response at most frequencies, its 

rate of change being rather irregular, causing it to cross over the 

path of the tube data, on some occasions. 

It is noticeable in most cases that the tube temperature response 

showed the largest divergence between experimental and predicted values 

of gain at some intermediate range of frequencies as shown by Figs.7.40, 

7.44, 7.45, 7.50 and 7.58. The best fit achieved corresponded to the 

conditions of Figs.7.42, 7.48, 7.52, and 7.54, which, as seen, included 

two sets of single variable operation and two sets of double variable 

operation. 

The representation of the shell outlet temperature response was 

poor enough to render the model inadequate to represent the shell 

contribution to the heat exchanger behaviour in the laminar and 

transition region. 

It is thoughtthat the difference in the quality of the representation 

between the shell and the tube behaviour is related to the configuration 

of the two spaces, among other things, the specific area of both sides 

being the factor to consider. 

Specific area, Aas is here defined as the total heat transfer area 

divided by the total fluid mass held within the corresponding side of the 

exchanger, 

A 
A state 

Chel) 
e VE Op 

The smaller the specific area, the greater the importance of thermal
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diffusion to convey heat from the body of the fluid to the heat 

transfer surface and therefore the poorer the description by an 

algorithm which neglects such effect as the one used here. 

Evidently this may seem to contradict the claim made during the 

analysis of transient response that the heat transfer of the shell 

side seems better described than the heat transfer of the tube side, 

but it must be emphasised that such description refers to a static 

condition, which does not take into account the dynamic variation of 

temperature gradients which occur during sinusoidal perturbation in 

which faster responses lead to higher gains and smaller phase lags. 

Obviously the process of heat transfer under sinusoidal flow velocity 

disturbance becomes highly complex because besides the two main 

mechanisms of transfer, convection and thermal diffusion as functions 

of the changing temperature profiles, there is also the cyclic effect 

introduced by the change of Reynolds number with periodic inversion of 

gradients . An additional cause of divergence lies in the fact that a 

non-Tinear behaviour is approximated by a linear algorithm. 

Because of the experimental difficulties described in chapter 6, 

the data shows significant scatter, the scattering being even greater as 

a result of the two readings taken for each frequency. The reason for 

the two readings lies in the two references used to measure phase lag, 

corresponding to the maximum and minimum of each cycle. Since distortion 

due to non-linear components of the system (hysteresis, valve 

characteristic curve, heat transfer coefficient dependence on fluid 

_velocity) is produced on the eenaiy che two references are not evenly 

spaced and therefore two different readings are obtained as seen in 

Fig.7.64. As the data show in some cases, the distortion was very large
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and changed with frequency. 

Logically it would be expected that the inclusion of the thermal 

diffusion effect in the model should result in an improvement of the 

quality of the representation. This however cannot be taken for 

granted because Beckman (4 ) using a convection-diffusion model in the 

region of high turbulent flow did not achieve a representation of the 

experimental results as good as the one obtained by Privott (75) in the 

same region, using a convection model only. They both used concentric 

tubular heat exchangers to verify their respective models. 

7.7. PULSE TESTING RESULTS 
  

A certain amount of data was taken by the pulse testing methine 

described in Section 4.2, with the object of speeding up the frequency 

response data collection. Although the analysis of this data by the 

Fourier transformation showed a general pattern similar to the results 

from pure sinusoidal data, they proved difficult to reproduce. Runs 

with pulses of different amplitude and durations indicated that the best 

results were obtained with duration in the range of 8 to 10 seconds, 

corresponding to the sinusoidal signal used to produce the pulsing 

according to the procedure described in Section 6.2.3. Using shorter 

pulses required a corresponding increase in the amplitude of the 

disturbance in order to produce a measurable response, and in the case 

of simultaneous perturbations, the synchronism of the signals became 

difficult due to their fast change. Runs repeated for the same set of 

conditions though producing apparently similar response curves, after 

data reduction yielded different Bode plots.
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There are two likely causes 

(i) the signal noise which affected most of the data collection, and 

(ii) the low-amplitude, low-frequency cycling experienced as a result 

of the two partition controller used in the hot water tank 

(see section 6.1.1). 

Because the data of the whole frequency spectrum of the Bode plots 

depends on the single curve generated by the transient response to the 

pulse disturbance, the corrupting effect of noise, which distorts local 

regions of the response curve, has a very strong effect on the resulting 

frequency response. Previously, Vincent (93) reported the importance 

of noise as the limiting factor of the high frequency data, in a single 

variable system, and the negligible effect on the results of the eye- 

smoothing of data. Though deletereous, the effect of noise is relatively 

less significant in the case of sinusoidal data because in taking them 

several cycles are included for each reading of amplitude, so '‘averaging' 

and therefore reducing the effect of random noise. Furthermore, the 

method of measuring phase lag using the maxima and minima of the cyclic 

Signals is less sensitive to noise. 

The effect of cycling, equally present on both types of data, has 

also a more significant effect in the case of pulse testing because the 

response curve can be distorted by this spurious signal in different 

regions with opposite effects so producing a larger error in the results 

than could be inferred by the actual amplitude. 

Figs. 7.64 and 7.65 present two sets of results obtained by the pulse 

method, together with the corresponding representation by the frequency 

response model. This set of results can be compared with those of
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Figs. 7.44 and 7.45. In explaining the difference between the 

experimental results and the predictions, the limitations of the model, 

discussed in the previous section are equally valid.
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CHAPTER 8 

CONCLUSIONS AND RECOMMENDATIONS 
  

The analysis of the experimental data generated in this work and 

the comparison with the predictions obtained by the numerical solutions 

of the mathematical model of the heat transfer process between fluids 

has lead to the following general conclusions: 

8.1 CONCLUSIONS 

8.1.1 Verification of the Theoretical Principle 
  

The multivariable heat transfer process can be represented by 

Sap eat ton of single variable techniques. This representation consists 

of combining the simultaneous disturbances to the process and oe 

a response in which the individual effects are combined following the 

principles of linear system theory. The procedure is equally valid for 

the time domain and the frequency domain. 

In this work the behaviour of a single-flow disturbed as well as 

simultaneously two-flow disturbed heat exchanger was equally simulated 

in the time domain and in the frequency domain without significant 

difference between the two types of disturbance, except for the lower 

static gains exhibited by the responses of the multivariable one. 

8.1.2 Advantages of the Numerical Solution 

The fact that the actual solution of the mathematical model is 

carried out by sboebteel methods in the time domain has permitted a more 

realistic representation of the process by incorporating in the model 

other components of the system, in this case the control valve's transient 

response, than would have been possible by a fully analytical solution.
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8.1.3 Frequency Response Out of the Transient Non-linear Model 

Because frequency response is by definition the result of relating 

the time response to the quasi-steady sinusoidal disturbances, any 

satisfactory time-domain model must be also a satisfactory way to 

evaluate the frequency response. The limited amount of sinusoidal data 

collected for that purpose indicated that, effectively, gain and phase 

lag can be predicted as functions of frequency, using the time domain 

model presented in this work. This opens the possibility of verifying 

the adequacy of frequency response models, developed by use of the 

Laplace transformation technique, by using non-linear time domain 

models. Since the latter can be less restricted, in the mathematical 

sense, than the former, they must provide a more realistic representation 

of the process behaviour under periodic disturbances of different 

frequencies. Obviously, this has to be achieved at the cost of 

additional work and computer time to analyse the large amount of 

numerical results generated in the time domain. However, the drudgery 

of evaluating data for the Bode plots can be avoided by including it in 

the computer program. 

8.1.4 Time Response of the Heat Transfer Process Between Two Fluids at 

Low Level Reynolds Number 
  

The dynamics of the heat transfer process between two fluids, «in 

the region of low Reynolds number, i.e. laminar and transitional zones, 

is amenable to analysis by methods analogous to those used for the fully 

turbulent region. The results indicated that whenever the steady state 

was well represented by the model, so was the transient response. This 

implies that the degree of the prediction achieved at low Reynolds number
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for the transient regime depends mainly on how accurately the correlations 

used can predict the individual heat transfer coefficients, rather than 

on the heat transfer mechanism incorporated in the model, 

8.1.5 Frequency Response of the Heat Transfer Process Between Two 

Fluids at Low Reynolds Number 
  

The prediction of the frequency response of the heat exchange process 

by the model proposed is less satisfactory, especially for the shell side. 

Since the quasi steady state of the sustained cyclic operation of the 

system is hydrodynamically and thermally more complex due to the periodic 

change and inversion of the velocity and temperature gradients along the 

heat exchanger, it is apparent that the thermal diffusion becomes more 

important in the overall heat transfer mechanism, and is in itself 

differently affected by the flow patterns in both sides of the exchanger. 

8.2 RECOMMENDATIONS 

Several areas of interest look the obvious directions in which 

research in this field of heat exchange process dynamics should be 

directed. All the steps suggested here are closely interlinked but can 

be carried out independently of each other. 

8.2.1 Extension of the Model to Include Temperature Disturbances 

By addition of temperature disturbances to the present structure of 

the flow disturbed eto the model can be expanded to have a multi- 

variable process fully disturbed in the input signal vector. This would 

provide a very powerful tool of analysis because the system could be 

simulated under all possible sets of load variations.
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8.2.2 Inclusion of Thermal Dispersion in the Time Domain Model 

A parallel model including the effect of thermal dispersion can be 

developed to compare the accuracy of the representation achieved by the 

fully convective and the convective-diffusive models. Only in this way 

can the extension of the contribution of the diffusion mechanism to the 

overall heat transfer process be evaluated. 

8.2.3 Effect of the Thermal Dispersion on the Frequency Response Model 
  

It is equally important to investigate the frequency response of 

the ie ote using the convective-diffusive model to compare results with 

those obtained from the fully convective model in order to evaluate 

the contribution of the thermal dispersion in the frequency domain, 

through linearised mathematical descriptions. 

8.2.4 Frequency Response Using Time Domain Models 

It is very important to make a full study of the frequency response 

of the process using the time domain model because of its potential 

advantage over the conventional method of the transfer function. If the 

method were successful it would allow evaluation of the deviation 

introduced by linearisation in the prediction of frequency response of 

nonlinear systems. 

8.2.5 Further Research in the Transitional Region 

The investigation of the fluid flow steady state heat transfer in 

the transitional region of the Reynolds number domain still deserves a 

considerable amount of work. An accurate prediction of the heat transfer 

in this zone requires a better knowledge of its thermal characteristics. 

Since there is a substantial gap between the correlations used for the 

prediction of entry length in the laminar and the turbulent regions.
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NOMENCLATURE 

Dimensionless (dl) group defined in equation (5.19); magnitude 

of velocity step change (Ch.3), dl. 

Coefficient matrix, eqn. (3.18); total heat transfer area, 

2 : . : : 
cm ; maximum sinusoidal amplitude, dl. 

= Coefficients of the tube-side temperature, steady state 

analytical solution, dl. 

= Constant coefficients of a linear mathematical description. 

Dimensionless group defined in equation (5.41). 

Heat transfer units, dl. 

Net flow area through the baffled window cll: 

Clearance area between baffle and shell wall, aes 

Specific area, om hes 

Maximum crossflow area between baffles, enn 

Minimum crossflow area between baffles, ee 

Coefficient matrix, eqn.(3.18). 

= Coefficients of the shell side temperature, steady state analytical 

solution, dil. 

Specific heat, cal/g. °c. 

Minimum heat capacity of fluid,. cal/°c. 

Maximum heat capacity of fluid, cal/°c. 

Gy/C in? wall capacity erie. eqny (3.11),a1. 

Tube diameter, cm. 

Shell diameter, cm. 

Dispersion coefficient. 

Driving temperature Vector, eqn.(3.18). 

Base of natural logarithms, dl.
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E,>E, = Potentiometer settings defined in Fig.5.1, dl. 

fe = Dimensionless group defined in equation (5.14); heat transfer 

coefficient correction factor dl 
F = Fourier transform operator 

Fy = Tube arrangement factor, eqn.(4.2d), dl. 

Fo = Clearance ratio factor, eqn.(4.2e), dl. 

F, = End space factor, eqn. (4.2f), dl. 

G = Mass flow rate, g/s. 

h = Actual individual heat transfer coefficient, Sai ions. ofc: 

H = Normalized heat transfer coefficient, dl. 

a = Abscisa in distance-time plane, dl. 

I = Magnitude of input signal, eqn.(3.13). 

j =/- 1 ; Ordinate in distance-time plane, dl. 

k = Thermal conductivity cal/cm.s.°c. 

Ko = Constant group defined in equation (4.18). 

r = Distance from entry point, boar aes layer development, cm. 

L,L, = Total length of heat exchanger, cm., Tag defined in page 157. 

Ly = Length between end baffles, cm. 

L3 = Space between adjacent baffles, cm. 

Ly = Entry length, of boundary layer, cm. 

n = Reynolds Number exponent in heat transfer coefficient 

‘correlation, dl. 

N = Heat transfer units (Ch.3), dl; number of tubes in the 

bundle, dl. 

Ny = Nusselt number, eqn.(4.2a), dl. 

0 = Magnitude of output signal, eqn.(3.13). 

pi = Pitch in tube arrangement, cm; oscillation period, s. 

P,to P6 = P.D.E. coefficients defined in equations (4.33a) to (4.33f). 

P. = Prandtl number, eqn.(4.2c), dl. 

Q = Total heat flow across the exchange surface, cal/s. 

Tube radius, cm.
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TT = Roots of the characteristic equation, dl. 

R* = Rig. Race heat transfer resistance ratio, eqn.(3.11), dl. 

Re = Reynolds number, eqn. (4.2b), dl. 

s = Complex Laplace transform variable, oe 

S185 = Flow transverse area, ean 

t = Normalized time, dl. 

al = Normalized bulk temperature, dl. 

it = Actual time, s. 

TS = Actual bulk temperature, 36: 

tT = Temperature Laplace transform. 

t. = Skew time of step response relative to distance velocity lag (L,) 

of tube side response, eqn.(3.6), s. 

Th = Mean delay of step response relative to Lj> edn (3565.8. 

Ts = Dispersion time of step response relative to b> eqn. (336)), 1s), 

U = Overall heat transfer coefficient, bat icneia 

Vv = Steady state velocity ratio, dl. 

Vi = Normalized fluid bulk velocity, dl. 

yt = Actual fluid bulk velocity, cm/s. 

W = Mass flow rate (Ch.3), em/s. 

x* = x/L, dimensionless flow length, eqn.(3.11). 

¥ = Normalized control valve response, dl. 

Zz = Normalized distance along the heat exchanger, dl. 

A = Actual distance along the heat exchanger, cm. 

GREEK LETTERS 

a = Coefficient of skew, eqn.(3.8), dl. 

6 = Static gain (s.s. change in output/s.s. change in input), 

equation (3.6), dl. 

0 = Density, oufcu 

A = Fractional change. : 

6% = 9/655 normalized time, eqn.(3.11).
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04 = Oa 4! Panax? dwell time ratio, eqn.(3.11), dl. 

pL = Coefficient of variance (Ch.3), dl; fluid viscosity, gf/cm.s. 

x 3. LLG 

T = Residence time, s. 

= Phase lag angle, deg. 

0 = Angular frequency, rad/s. 

SUBSCRIPTS 

oO =,At initial point; 

L = Tube fluid condition. 

2 = Shebllsflutd. condition. 

b = Bulk condition. 

D = Deviation. 

E = Eddy effect. 

F = Related to fluid 

i = Inside tube. 

L = At the end point of the heat exchanger. 

M = Molecular effect. 

0 = Outside tube. 

R = Reference 

S = Steam condition; shell condition. 

SS = Steady state. 

Ts = Taylor effect; tube condition. 

W = Wall condition. 

Note: The identification of the encoded operating conditions used 

in the figures of Chapter 7 is given in footnote of page 117.
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APPENDIX A 

CALIBRATION CURVES
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CALIBRATION CHART FOR WATER 
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APPENDIX B 

COMPUTER PROGRAMS 

This Appendix presents the listing of the digital computer algorithm 

developed to simulate the heat exchange process in the time domain and in 

the frequency domain. 

The time domain program includes the subroutines THTC@E, SHTC@E, 

VSCTEM and DISTURB of which the first three are also used in the frequency 

domain program. They have been omitted in the second listing. 

Enough comment cards have been included to explain the meaning 

of most of the parameters and variables used, and the calculations 

intended; wherever possible the same nomenclature was used in both 

algorithms. 

The listing of the time domain program corresponds to the block 

diagram of Fig. 5.4.
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TIME DOMAIN SOLUTION OF HEAT EXCHANGER MODEL 

SYSTeM OF FOUR PARTIAL SIMULTANEO!'NS DIFFERENTEAL EQUATIONS 

CENTRAL FINITE DIFFERENCES £OR THE DISTANCE DERIVATIVES 
FIRST ORNFR BACKWARD FINITE NIFFERFNCES FIR TIMF DERIVATIVES 
SUBSCRIPTS 14627574 2EFER FO TUBE FLUID, TUBE WALL ASHELL- FLUIDS 

AND SHELL WALL RESPFCTIVELY,EXCFPT SHEN AFFECTING WUMERICAL 
GROUPS OR CONSTANTS 
TETEMPERATURE CSTREAMS AND WaLLS) 
WEMASS FLOW 
U=ZVISCOSITY 
CHSPECIFIC HEAT (1,0 FOR WATER) 
GEDENSITY (1,0 FOR WATER) 

YFCONDUCTIVITY 
VEFUCOTO LING AR VELOCI LY 

HSHFAT TRANSFER COEFFICIENT 

DSSHELL DIAMETER. 3 RSTURES. RADIT 

TSNUMBER OF TUBES ? XL=TOTAL H,&, LENGTH 
NODOSXETOTAL OF SPACE NODES 3 NODOSTSTOTAL: OF TIME NUDES 

KFLOW = 1 MFANS COUNTERCUSRENT FLOW , OTHERYISE PARALLEL FLOW 
KUPSET = 1 “MEANS STEPCHANGE pISTURSANCE OTHERWISE SINYSOLVAL 

KVELS1 MEANS CHANGE IN TURESLDE VELOCITY: Le =3,CHANGE IN 
SHELL SIDF VELOCITY AND IF =2,CHANGE IN BOTH VELUCITIES 

UN TUES ARE. tush Ur THE, CG Se Svs TEM 

REAL NEXPR 
DIMENSION 11039.5),72039,5),73650,3)2,76650,2) 
READ (10% ) TOTFLIT + TOTELS» TEMTUD, TEMSHL ZS AMP1 pFREQZTIMAXsSTEOT 
READ CIGeVAMPS FACTOR TIOUT, TSOUT.T 
READC1,*% YKFELOWSNODISX, KUPSET,KVEL NWR ETE, LEVEL 
KVBLESKVEL 
WRITE (2,20) 
FORMAT (1H1,10X%, Sakkee RE S UL TS kewl syst INPUT. DATA 

AND INTERMEDIATE PARAMETERS '//) 

a 8/8 e800. 6 Pre) « PRUENT OUT HE AD ENG oe ae eee a 

TECKELOWI NE, 1.260 T0566 

WRITE (2.6) 
FORMAT THO, TCOUNTERCURRENT FLOW! /) 
IFCKUPSET.NE,1)560 TO 40 
WRITE C2226) 

FORMATCITHO, ‘THE DIiSTURAANCE 18S aA STEP CHANGE'/) 

IFCKVALE=-2)35,33,36 : 

WRITE (2,54) 

FORMATO THO, "THE DISTFURHANGE. ($° TN TUBE FLOW VELOCITY 7) 
TFo CKVBLE INE, 2)60 TO .99 

WRITE C2. 55) 

FORMAT(1HO,' THE DISTURBANCE YS IN ROTH FLUID VELUCITIFS'/) 
WRITE C2757 

FORMATCVHO,' THE DISTURBANCE IS IN SHELL FLOW VELOCITY '/) 
GO: 70. 9.6
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GO2wRITEC2Z +56) 

56. FORMATCIHO, I THE DESTURBANCE..IS “A *SINUSOIDAL -WAVE® 7) 

TECK VBRLE#21653765,66 

63 WRITE(2.54) 
TECK VRLEE NE. 22.60. T0.2°.99 

WRITE CE, 35) 

66 WRITE(2,57) 

G0 T0999 

68 WRITEC2,69) 

69 FORMATC(AHOs! PARALLEL FLOW (CCOSCURRENT)'/) 

EE CKUPSET NEGLI G0aT0 140 

WRITEC2,26) 

1F CK VRLE-2)135,153,156 

1.35 WR LE te 154) 
PE CKVBLE (NE 2) G0 (70 99 

WRITE C2739) 

VSG > WRLTE CA 15.02 

GO 70; 99 
140 WRITE( 2-54) 

TE CKVBLE+2)16341634166 

1635 WRITE(2, 54) 

TECKVALE,NE.2)260 TO 99 

WRU TEC? (9:52 

166 WRITECé, 37) : 

eee re eens TEND OF VPRENTOUT HEADING. sccevnsses 

99 CONTINUE 

R120,395 
R2=0,476 

RAV=0,5¥(R24R1) 
01210, 236 

Dee 10 2617 
PECL £0 o7 0 02S11 07 
CESt, 47 : 
CUSKOO 

61=7.0 

CSa1.0 

G3=1,.0 
C229 ,092a 
C420,9922 
G2=8,9e 
642=8,92 
KL=720,9 
¥230,917 
Y¥4s0,917 

PRANOTL NUMSER EXPONENT ACCORDING HEATING O8 COOLING 

"NEXPR=0,3 ORM 

PECTEMRUOe LEST eENSHLD “NEXPRHO C4 

SHELL SIDE TRANSVERSE APEAS FOR BeSeRe Ae CORRELATION OF HS 

VISTOTEL1/063,14164R1 *42eT) 

SGa 19 22 2 

VSeTOTFEES/SS
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EXPFRIMENTAL OVERALL HEAT TRANSFER COEFFICIENT 

TECK ELOW: FQ 64) GOTO". 14.0 

XTSABSCTEMTUO“TEMSHL 

X2ZHABSCTTOUTSTSOUT) 

GO T0770 

PPRLOGHCK1-=X 2): /ALOCCKT/X2)2 

X¥S=A5 SCTEMTUOQ#TSOUT) 

X45ABSCTTOUTATENSHL) 

OTLOGS CX5=-X4)/ALOG(KS/X4) 

QAVGS=  S#CTOTFELI*® CARS CTEMTUGQ@TTOUT) )4+TOTEL Se (CASS CTEMSHL~TSUUT))) 

UEXPSQAVG/ (297, 82*T*0TLOG) 

CONTINUF 
TAVEO. S*#(TEMTUO+TEMSHL)D 
CALL VSCTEMCTAV,U) 
RNTEVIe2 eRI/U 

CALL THTCOECRNT + TAVIRT XL U eT HK NEXPRIFACTUR) 
RNSSV3SK2,RRA/U 

CALL SHTCOECKNS, TAVeRe Ur Ha, WKS) 

OVERALL COEFFICIENT OF HEAT TRANSFER BASED ON INSIDE TURE APEA 

UHINV=4  JHTEOCR2Z7RIDS CY 28RAV/IRY 47 oS ORS RR ORY) 

UKH=1,/UKINV 
AT=6,286324R1*XL*T 

FGC1T 2707 FU14G 1964 

FGCSETOTELS¥G5*03 

Z=FGCI/FGCS 

LECTEMTUO.LT, TEMSHIL) GO TO 74 
VECZLER.1. 0) GO TOC re 
ASSEXPCUNHEAT« C1 ,7°27)/FGO01) 
TEMTSCTEMTUD#CT 97) 4 CAD@1 2+ TEMSHLI/ CAS #2) 
GO). Juc7s ; 

ASBUHKAT/ EGC 

TEMTHCTEMNTUDF+AG*TEMSHLI/ (1,446) 
TEMS SZ CTEMTUQMTEMT) + TEMSKL 

GO 70-76 

Se 7:2 
TF C7 FR. 1.00.60 TOTS 
ASSEXPCUReAT#(1,.° 7) /FEC3) 

TEMSSC(TEMSHL# (1.72) 4CAS 91,2 * TEMTUC)S/ CAS ~2) 
GOETU: 77 
AGSUHRAT/FEGL3 
TEMSSCTEMSHL+AG¥TENTUO)/ (104A) 

TEMTSZ*CTEMSHL™ TEMS) VTEMTUO 

CONTINUE : 

WRITEC2],75)KFLOW,NOOUSX,STEPT, FACTOR, TEMT, weet PNI,H1, RP 3,K3 

TAVT=0,546¢TEMTUO+TEMT) 

TAVS#0, Se CTEMS*+TEMSHLD 

CALL VSCTEMCTAVT,U) 
RN1T=VV4#2,*RI/U 
CALL THTCOECRNGTAVIT ORT Al Us e HE Te MEXPRe FACTOR D 

CALL ySCTEMCTAVSsU) 

RNSRVG¥2,eR2A/U 
CALL SHTCOECRNS- TAVSs¢R2 UL HS phKS)
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1,/01, /UEXPe(RIVK2)/H3e 079722) H1EX 
( SCHVEXHHI2 ET. 300012 60 -TO-.88 IF CA om

 

FACTORSFACTOR*XHTEX/H4 

GO “T0422 
UH INVEST JHU CR AMRIT CV ERPAVIR TD tT SCH SRR OLR) 

Hele Ce AY  ERGEECAND FERGUSON: CORRELATION 

HT EFSO.LO0N0SOSSFCTAVT+(G, EV RO, 80545 

UH=1,/UKTNYV 
UHEE =, /KIF EE CRS PTI CVS e PPV /R1I041, S CHS HR 2/R1) 

UHF FEY, /UHEF 

V3SsSeaV3 

VISS=V1 

VEV3SS/V4ISS 
TEC KELOWLEQ.12.¥. S=V 

TR XL: 
STEOXK=1,0/ CNODOS X91) 

NODOST ECTIMAXwV1/(CXL*STEPT) 40,5 
NXP2=NOLOSX+2 
NXPITFBNODOSK+4 
NXm1=NOD0SX=14 

WRITEC2615) KUPSETEKVE Le TOTELZ, TOTEL Ze TEMTUOSTEMSH Le KT eth Te Ride h 3 

WRITEC2¢615) LEVEL CKODOST AMP 1s AMPS, TTCUTsTSOUTA FRE Gs UEXP 

WRITE CZ T5)NWRITESNOOOSTAAS ,AGK,U, RIE F,UREF ,HTEX 

FORMAT (1H042¢15) 63% e50F11.9,2%)) 

OIFFERENTIAL EQUATIONS COEFFICIENTS 

PUa2 eHT LOR TEGTRE TO 
PZ=zPLERTEHTI CGO COm OK 2a eer tee Z)) 
PS=P2eRAeHS/ CRIT) 
P4a2,k&THER2RHS/ CC D1 HD1/4, 9 S7 eR 2eRO) EG SECS) 

PSaNTHH3S/COOVEDIS4 MH 357. R2KR2) HC54C3) 
PRA LH DZ HHS SCGERCE RCD wee D1 ate) ) 

P7SS8/03 (14164 601*01/6. =37 eR eeR2)) 
WRITEC2.50) P1ch2e PS, P4,P5,FE sh? 

FORMAT C1H 4//7,80F12.6,/)) 
PARAMETER NORMALIZATION 

XEKL/VI 

PNISS=P1*X 

PNESS=P5%X 

PN4ASS=P4G4#X 

PN5SSSsPhaX 

PNSSS=PHRY 

VSaV3S/V3SS 

ViSVI/VISS 
Xs .9 

DELTTH=TFMTUMM=TEMSKHKL 

LECDELTT Ute Gy:2 GO. FOeS5 
TEMTUNOS1,0 
TEMREPFSTEMSHL 

TEMShHL#0.0 

GO TO: 60 

7T,UH
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TEMREFETEMTUO 

TEMSHLS1. 0 

TEM TUpe 0. 

CONTINUE 

OELTTSARSCDELTT) 

COERFRICTENTS [OF THEOSIMPLIF TED: EQUATIONS SYSTEM. CS.S. CONDITIOND 

DENOMSPNESS+PNSSS 

ATBPNISS#*(1,-PNZSS/DENOM) 

A2=PNISS#PNSSS/BENOM 

AS=PNGSS#(1,°PNSSS/DENOM) 

AGSONASS#EPNISS/PENON 

“RITE C2 BOAT AC TAS, AS, VSS +VSSS eV 

EVALUATION OF TKE STEADY STATE SOLUTIGN CANALYTIC APPROACH) 

ROOTS wATHAS/CVeP7) 

PRCABS CROOT), 5.0 5000001 ).<G0-27 0). 704 
LECK PLOW NE 4 050G0 TO 7G 
AAZ=(TEMSHL@TEMTUDI/CEXPC ROOT) *C1, #ROOT/AII =“1,) 
GQ TO &9 

AAZZzC(TEMSHL=TEMTUO)/CROCT/A1N) 

AAVHTEMTUO@AA2 
BR2=(4,+200THVI/A1) *AA? 

BBY=AA4 

WRITE CE, SOVAAT AAC, BHT, BRA, TEMTUOs,TEMSHL sROOTZEXEO 

WRITE (2,190) 
FORMATCTHOs, Pee eESTEADY STATE TEMPERATURE PROFILES ee kant J/ 

4! TIMESTED DISTSTEP TIUBE FLUID: TIUGE Watt TSHELLFUID 
2ELLWALL EXPON ') 

SCHEME: TO -EXTRAPOLATE. ONE POINT. Al EACH END..OF THE EXCRKANGER 

J=4 
ITREALSJ 1 

DO 200: l=, nxP2 

TRCAGS CROOT) wll.000000072.266- 10.175 
EXPONSEXPCHEROGT STE KECT&2)) 

TICE - JI EAAT HAAS HEX PON 

T3CL A JIFBRT HRB EXEXPON 
GO 70 +730 
TECTEMTEUO LReLEMS ALD GO TO" 4.25 

Tt CED H7 ORT 01 AD ESTERK € (PH 2) 

VEG pie CATO), HAND) * CT ORS TROXe Cle ')) 
GOTO 436 
T1.GTy j= CATH CALHT CONS TERKR CY Sz) 
TS Cl oe CATS CT ot At 9401 CES TER RECT 2) 
CONTINUE 

TISTTCHe JO #OELTTCTEMREF 

TOSTS CL JSIY*FVELTIOTEMREF 
TACT es JIFEPA/CPSNeESIATICL J+ O3/ CP 24PS)HTECILY) 

TWET2CT,JI*DELTT+TEMRES 
T4410 653" THEI 1 1D 
TSSTACT e JY*NDELTIFTEMREF 

ais
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TREAL=I]-2 
LRCNWRITEUNE. 1)°-GO TO 3493 
WRETECZ eT SP TTREACS TREALS TEC EL TAET ESI e TEC te Tel dy DEL IO Pe 
REF, EXPON 
GO T0200 

WRITE C2] c1S)ITREALsIREALs TI oe TWeTOeTSeDELT Ts TEMREF 
CONTINUE 
JUMP=60,/FREQH1./X*200./16, 

SOLUTION OF TRANSIENT STATE BY FINITE DIFFERENCES APPROACH 

WRIETE(2.250) 

FORMATCTHOet eee eeTRANSIENT STATE TEMPERATURE PROFILES kwarexl s/7) 
TIME=0,0 

TAU=1..3 

20 
20 «TAU 

DOST +1 

JM SJ -4 
DO. 400 K=e2,;NTP4 

KM4=K=4 
TECKUP SET ONE...) GO TO” 222 

INCLUSION OF CONTROL VALVE TRAKSIENT RESPONSE 
THE VALVE RESPOKSE {3S APPROXIMATED BY A CRITICALLY DAMPED 
SECOND ORDER SYSTEM WHOSE CHARACTERISTIC TIME ES =eTay 
LEVEL=0 MEANS LINEARISEN OISTURBANCE ANG NO VALVE EFFECTS 
LEVEL=1 MEANS NON@LINEAR DISTURPANCE AND VO VALVE EFFECTS 
LEVEL=2 MEANS LINEAR DISTURSANCE PLUS VALVE EFFECTS 
LEVEL=3 MEANS NOK@LINEARISED DISTURBANCE PLUS VALVE EFFECTS 

TFCLEVEL=-2) C10 ZO eet 

TIME SX*KMYT*STERT ine 
PERT IME GT erbLM hy) 40. 7 Oe ss 

VRESPHT C1 t+ TIME/S TAU) © EXP CATIME/TAU) 
Vi=l ,+AMpTeVRESP 

V3S1,+AMP Ra VRESP 
TECK .GTc2. ANOS CEVEL EO, 0) 60 TO 258 
LFCLEVEL EQ (4, OR LEVER ERS) GO 10242 
GO. T0244 ; 

LDECEEVEL CRO. SOR ENE IS EO 5256027 O20 5 
UPDATING COFFFICIENTS ACCORDING LINEARISED PISTURKANCE 
CALL DISTURCKUPSETsSTEPTe FRE Qs AMP1 AMPS gVTPVISSeVSeVSSS PALE KML, 

IKVEL) ‘ ; 
CONTINUE 
VATS 1 tH KS & CV 4181 3) 
V3THT thks e (Vv Se1,) 

GO@ TO 225 

TF GCLEVEL,EQ,4,AND.K,G6T,2) GO Tu 258 
- 60-70 22% 
CALL DISTURCKUPSETeSTEPT © FREQs AMP GAMES HVYGVISS HVS eVSSSeXLT GO KM1, 

{KVEL)
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270 

280 

288 

285 

295 

300 

gel = 

UPDATING COEFFICIENTS ACCORDING NON*LINEAARISED DISTURBANCE 

CONTINUE 

VITSVietHKI 

Y3TsV3e4H KS 

CONTINUE 

PI SZPNISS*eVIT 

P2aPN2SSaV1T 

PSSPNSSSaV ST 

P&4sPn4Ssevetlt 

PSSPNSSSeV3T 

P62EPNG6SS&VST 

CONTINUE 

pO. 300: 1=2 NXP 4 

IMisI~-1 
IP1TsxI 4% 

PRCT NEV2) GorTh 260 

TIGL s+ J. eTEMTUO 
GO. T0 270 ; 

TERMISPITR(T2A CIs IMI IMKTI CTA IM)? 

TERM2EV1TECTICI Pie JM12"T'1 CMA IMA 2 ELC S SS TERK? 

TUCTeJISTICL, UMIDFSTEPTACTERMISTERMC) 

TEAMSHEP2e(TICT IMI HT2C7725M1)) 

TERM 4aP34(CT2C1L 2 UM1d<-T3CL AIM)? 

T2CV ce JIETACL oe IMIDV*STEPT HC TERMS=TERMS) 

SECKFLOW EG. Tc ANOVI EQ UNAPT)- 60. TO 280 

TF CKELOW.NE,1.ANO.1.49.2) GO TO 288 
GO TO 285 

TSCIT,JISTEMSHL 

GO TO 295 
T3C1le¢J2= TEMSHL 
GO.1O 225 

TERNS a eVEPT HVS CT3CIPT IMT ATS CIM1 6 IM109 7/02. #STEPX) 

TERMOsP4R(T2ACLedM1) -T3 Cte IM1)) 
TERM7T=EPSH CTS CLs IMIIRT4S CL ee JM1)) 

T3CLpJIETECL IMIIFESTEPTHCTESMS#TERMS@ TERM?) 

TERMHSPba(TECTSIM1)=T4¢1,5417)) 

TACT ES)V STG CTA IM ID FSTEPTATERNS 

CONTINUE 

EXTRAPOLATED POINTS CALCULATION COUTSIDE EXCHANGER LIMITS) 

9701 Jae ool CZ TIC 3 ss) 

TIUCNOPOSX 42, J 0 SCeKTICNONOSX4+1 ¢ J) @TTCNODOSK ei) 

T2C1 JI ES eT ACA JI eT At3.4) 
TZCNOHOSX+2-,J) S2c*TACNONOS X41, 9) 272 CNODGSX eu? 

HSC4 ph) Sock 8 Card 267 SCS 99 

TUCNODOSX#42 SISA eT SICNODOS XH eS IVMTSCNOOISK eG VD
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T4CT, S22 a4 Ce Jd ath CS, 0) 
TACNONOSX+2 JISC, *TACNODOSXs1,SIM“TACNODOSK Jd 
NXP PENONOSKe? 

TECK PQ 2 YGO TO. 299 

LF OCMOpCKM4,JUMP).E9.0IGN TO 290 
TF CK, EQ .NODOST#1) GO. TO 299 
GG TO 345 

00 365 1s1.,NxPe2 

IREALSI]=2 
TFCTREAL, FQL0.OR, IRFAL,FEQLNXH1 160° 10 3410 

GO2TO:. 365 
Weal Clade ORE EMR EE 
TWeTe Chil sOELTIMIEMREF 

TOST3S CI eJ) *#DELTT+TEMREF 

TSST4CI J) *NELTT+TEYMREF 
HK 41=3kKM14 

TIMENSHKMUASTEPRT 

RTUTMESTIMEN#®X 

TECNGRITE NE (19 GO-TO 3179 

WRITE (2045) KM4 eo TREALS iOS eTe Cle IOs TSC) Fe Te CED: Vite VS Pe 

(RTIME,TIMEN 
GO TO 365 

WRATE62 54 5)2-KM1, TREALY Tl TWh Ogtoe Vi revo RII ME cTIMEN 

CONTINUE 

00° 400: Pata NXP? 

Teel Sti Clad? 
T2 0S T261ad) 

TSCLy 40-1S 6! dD 

T4Cl 71D = TSC! 32 

CONTINUE 

Go. 70.4 

END 

SUBROUTINE THTICOE CANT A TEND, 274 eXL oUt Te HKD aNEXPZ FACTOR) 

¥1s90, 001414940. 0000907216«1TFMY 

TFCRNGY.LY.2100.260 TO 429 
TE AGN4.6T. 2100. O14 NO CRNT CET. T0000, 073660 10 435 
TFC RNY.67T.19000.)60 TO 440 
H1S1,86*C(RNIHUSYI #2, RRAUSXLI we, SSE CYT / C2, 421)) 

HKY=, 35 
GO TY 450 
HTS, 1166 (RANT HH, CORT 25. ACU {GD aH, SSH CT C2 a RI/ KEI OH, 66D HYI/(2,* 

1F1) , 
HK1=,456 
GO 210: 6.50 

HTS, U2S5#RNT eR, BRCUSYT RARE KOR AYT/ 02,41) 
HK1=,8 

HY sHT*e FACTOR 

RETURN 

END
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SURROUTINE SHTCOECRENS,TEMP,R2,U,H3,HKS) 

¥1=0,0074194+0.0900022164TEMP 
COQRPLATILON: BY THE: a: SORSAs FOR “SHELLSIOE 

CORRECTION FACTORS LUMPED IN THE NUMERICAL COEFFICIENT 
Hs 2841 RNG ee GeCUSYV I 2 ex, 33301 / C2, eRe) 

HK35,6 
RETURN 

END 

SUBROUTINE AISTURCKIPSETSSTEPTPFREQ
 CAMPY ,AMPSrVIGVISS sVSeVSSSAXKLT 

1KM4,KVEL) 

TFCKVEL"2)919,10.20 

VISE) FAMPTeSINCFRE Q&S, ZESTAS/O0 KXLT/VISSH#KMIeSTEPT) ) 

LECKVEL EO .1) 6070 30 

V3SC1 + AMPBESTNCFEREQHH, 283485/60.#XLT/VISS#KM{HSTEPT) ) 

RETURN 

END 

SUBROUTINE VSCTEMCAVT/U) 
VINVS2 148% ( CAVTAME, 4355) 408078, 4+ CAV T~R L435) 442) 4.507120, 
Ue 1,/UINV 

RETURN 

END
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FREQUENCY RESPONSE SOLUTION OF HEAT EXCHANGER MODEL 

COMPLEX DEN, B12 Bd BAr D1 per Der De Bi eACs RAD Mi shes EXPITFZEXP2 

COMPLEX EXPY 2—EXP2S,EXPE1 1H, G7G1 0 G21G $p6GrGC1 ee GGSrGGS,NUMI DENI 
COMPLEX TIVANUMA DENS TAVIE, Fl eFC r ES, FESEFI, EEC EE SOP 
COMPLEX T1V1-T1VeeTeVist2ev2 

REAL NEXPRsM5S 

READC4,* YTOTFELI, TOTELS, TENTUO, TEMSHL,OMITN, OMAK, ALS TS FCTR 

READC4 7k. VKFLOWPKVEL 

WRITE C2.33) 
FORMATCIN1T, See RESULTS wate /Z' TNPUT DATA AND INTERMED 

4 ATE RESULTS") //) 

WRITEC2, 466) TOTELE s,s TOTEL Se EMTUO; TEN SAU, XC eT 

FORMAT CTHO/&8(3X%2F16,6/)) 

R1is0,395 

R220,476 

RAV=UL5* (81 4#R2) 

O1219,.234 

PO=1:0 26.7 

ME GT EO 7.) 001104 

DES 6? 

C1816 

GL=1.0 
C35 16 

C220.0928 

C4=50,0928 

GMs8& ,9? 

V.2e0:19 1-7 

Y4=Ye 
NEXPR=9,3 

YECTEMTUOLLT.TEMSHL) NEXPRS0.4 

FACTUR=10,%*,1 

VG2TOTELTGS TAVOER 1 &* 2a) 
TAVE0 .S*XCTEMTUOFTEMSHL D 
CALL VSCTEMCTAV,U) 

RNVEVIe2, eRI/U 
CALL THTCOECRNT+TAV,R1,XbLeUek1 HK sNEXPR) 

H1SHT «x ECTR 
ViSaFOTELS/ 1°. 22 

RN3ZSV3K2,eRASYU : 
CALL SHTCOECRVS¢TAV RO PUPS, HK 5? 

OVERALL HEAT TRANSFER COEFFICIENT BASED OV INSIDE TUBE AREA 

UHINVET SHT Ft CR 2eKT SCV QARRAVIRT DET SCH SAR EIR) 

UHat, /UHTAV 
ATHA,2R%2kRTEXLET 

FGCITSTOTFL1*GL «C1 
FGCS=TOTFL3S*GL*eC3 

Z=FGCI/FGC3 
TECTEMTUG CT TEMSHE). GO° T0746 

TECZ260 4 70) GO. 10 72 

ADSSEXPCUHWAT*(1,°22/FGC1)
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TEMTSCTEMTUOK(1 LZ) 4 CASH 1, 2 TEMSHL)/ (AS @2) 

G0. TO 235 

ADSZUHKAT/FEGC1 

TEMTECTEMTUOFAS*TEMSHL)I/ (1,445) 

TEMSHZ7¥CTEMTUO@TEMT) +TEMSHL 

GOAT 0.76 

229, 0/2 

FF CZ,£9%,13,0) 60. 70 75 
ASSEXPCURHAT ECT, 2°Z2)/F GCS) 
TEMSH=CTEMSHL# (1.92) 4 CA571.)*TEMTUO) /CA5%2) 

GOs O77 
ASsUHeAT/FGCS 

TEMSSCTEMSHL+AS*#TEMTUOD/ (1, 9445) 

TEMTZZeR(CTEMSHL= TEMS) +TEMTUO 

CONTINUE 

WRITE( 2,15) KFLOW ,KVEL,TEMT,TEMScH1,H3eUH 2,45 

FORMAT CONGO, 7 COLO) goes (GE1 2.620%) .) 

TAVT=ZO, SK CTEMTUOFTEMT) 

TAVSS0., 58 CTEMSHTENSHL) 

CALL AVS ECTEMCTAYV T,U2 

RNVEVI"2Z, eRI/U 

CALL THTICQECRNI A TAVT ARI XL este HKT Pe NEXPR) 

HIsHIwFCTR 

CALL VSCTEMCTAVS,U) 

RNZ2VSee2,#RZ2/U 

CALL SHTCDECRNS + TAVS A R2,U,HR HK 8) 

—URINVET SHT Ee CR22R1) SCV 2*RAVIRAD 41. f CHS 22781) 

160 
4180 

UR=1, /UKINY 
WRITE C2  G4AIRNTAHT ee RNSrHS UH DVI VS 

OMEGA= 0,001 

TIVISCMPLX(0,0,0.0) 
Tiv2scme te C00 0,0) 

weylscmetx¢(d,0,0,0>) 

TOVASOMPEXCO.0 60,02 

Bil a2 7 CRA ROLSOT eH 

BT1=22 OF RT/(GMEC2]*CAAERATRAT ERT) ) HH) 
BT2H2  wKA/CGMECZACRIRRZ eR EET) eS 

BATES HTHRA/ COD DEJA. 87. a2 RRA VAG L WO SD ENG 

BSZEHBZ*OLT/CCDL¥DI/4 737, *RA*R7V GLE S) 

B2SE4 ehOsCGMEC4e (DIVHD0VR DT HDL) aS 

P7R1TG 22/08 141 5k CDT HDT SA e772 a eR 2eRAD) 

V2e2vVs 
Ate BOTS CR TERT 2) CORT T2) 

Ag = VeeCRT2sR My Caller et) 

M3sa—CATFA2)/CATAAZS) 
EXPBSEXP (MS *KLI 
TF CKFLOW,NE,1)G0 TO 169 

AATECTEMSHLTEMIUOI/C(1, HAT HMS) FEXP 51, ) 

GO. TO. 189 

AALT=CTEMSHLSTEMTUO) / CAT *#M3) 

AAZETEMTUQ@AA1 

WRITE C2 GEVETTABTI BTA ,8eTeA@S2,B2Se P70 MS 

WRITE C2 GHIAT AC eV FCTO HK pHK Se AAT, AA?



10 

100 

400 

9k s 

P=CMPLXCO,0,0MEGA) 
DEN = tats 
B1 = p+eRiTeCe+BT2)/DEN 
B28) B12*8-7 GDEN 

B3 = HK3«R 

B42 MKTeRTIeBITT/OEN + AYT#C1,sHK1) 
01 = p¥(1  t82S/0P4BS2) )+b2T+ CP eATI)/DEN 
D2 = B2T*BTI1/DEN 

D3 = HKSeP2TeBe/VEN +B2T a (1, -HKS) 

04 = HKI*be 

BR2vVi*edl+R1*V2 

ACH4.eVIEVA*«(BT*DT Reed?) 

RAD=CSQRTCBR#*27~AC) 

MIisCHRBtRADIS(C!2].#V1*V2) 

M2e(@RB-RAD)/CAL*VIT eV) 
EXP 2=CEXP(M2*XL) 

EXPTECEXPOCM1*XL) 

EXPT A2SEXPAREXP? 

EXPASSEXP2REXPS 

EXP 31 HEXPRESXP A 

FeeV1eMS ae AA1/BIT 
FIs CV 2RAAT EMS) * (CT FAT EMS) S28 2T 
HE CVT RVZ EMS ee 2ER BHM 34 CBT EDT R2eDE) Dee CHT) 

TF CKVEL=$2)9190.1900,200 
G=B274A44+94494 

G1sG*R4eV2*™ 
G2=G+R4ey2 eM? 
CG5HGtR Gey Pars 

GGSR4eD2+R1*D4 

GOT EGGeN4e Vi wd 

GG2=OG2D4eVI aM? 

GG3=GGHDOGHV1 eM 

IF CKFLOW NE,1)969 TO 469 

NUMT S618 (MS @M2) KEXP25TG2R OMT MMS) MEK ST eG SR CMSRMTI EXP 2 

DENT= REVENS Ae eee eee HeLa S Ee 

TIVIZE eH eV TEN UMT/ DENT 

NUMZ=GG1* OM SHM2) HEX OS SHE GACT OMS HEXPSTHGGERCMOATMIIREXP IE 

DENZS(B1EV1 M1) FEXP2@ (BT EV TER 2 REXP A 
T2VISFRHAVIENUMO/DE NS 
TECKVELV EO. 22.60 101200 

GO TO 909 

NUMT EG Se OMT Re M2) KY Te CEXP SOE KP 2) HCG 2a (RDEV 1 OMe) He B2eGGS) eC EXPT OEP? 

TIVISE RHENUMT/ CVT ® OMT OMe) ) 

NUM2ZSGG3¥ (MT RM 2D HV 2 CE XP SHREK P24 COG SH COTE V2 aM) RUSHDE)*CEXPIMEXKY, 

TAVIS REHENUMA/ (CV 2% CNV M2) ) 

TECKVEL BQ.2) GOTO. cU0 

GO TO 960
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E2£BA%eDN54+4B3eD4 

E1REtRS*V 2K 

E2st +R beyvred2 
Esk eR GeV Pers 

FFsa $eD24R1«d3 

EFT SEF ED S* V1 a4 

EEQZ FEF 4D Se VS aM? 

FESS EF AD Sx yt ams 

IFCKFLOW,NE.12GO TO 600 
NUMPTRED RCM 59M2) RF EXPO STE DRC MZ RMS) MEXPTLHE SHC M2TMTI KEXP YC 
DENTACRTEVITEMT) KEXPT 2 CRIT tT eM?) KEXP 2 

TIVZAS=ELT EHH YT ENUMT/DENT 

NUM? = EE PN ELS eRe eM RES CEN PEPE TUE Te MY) *EXPIT2 
DEN FSCBDEV1 MT) KEXP 2 RC OTEVIRM2D EXPT 

TEV2SET HH HVIENUMZ/DEN? 
GO TO 990 

NUMT SES &(M1T=M2) eV Te CEXPEREKP2) 
NUMT=NUMT4+CES* CAT EVIEM2) @B2KEES) *CEXPTMEXP 2?) 

TAIVZ=FTEHRNUAT/ (VI (M1 @M2)) 

NUMZSEE Se OMT EM2) eV2e CEXOSHEK PA) 
NUMPSNUMQ4 CEE SHC DT EV 2EM2 IH DNT KES) RE CEXPT SEXP) 

T2VA=ETEHENUM2/ (CV 28 (ATO 2) ) 

TIVETIVIieTiVve 

T2VEfl2vieTeve 

EVALUATION OF GAIN AND PHRASE ANGLE 
GTTV =CABSCTINI 
GT2V sCABSC(T2V) 

TECOMEGA EQ, 001), 60 TO 910 

GTAVEGTIV/GTIREF 
GT2VAGT2V/GT2REF 
GO FOS 91s 
GTTREFSGTIV 

GT2REFSST2V 
OMEGASOMIN 
Goel? 4.0 
FT1V =S7 .29578*ATANQZCAIMAGCTIVIZREALCTIV)) 

FT2ZV S87. 2957BKATANZCAIMAG(CTAVIZ,REALCT2V)) 

WRIETEC2S] eGOIOMEGA,GTIVGFTIVAGTeVaFTAyV 

FORKBATCIHO,5.0CF14.6.5X)) 
IF COMEGALLT.1.0)2 OMEGA=OMEGA* FACTOR 
IF COMEGA.GE,1.0) OMEGASOMFGATO,1 

TF COMEGASOMAXI9 2019 307980 

G O° FO. 10 

GO-TO <1 

END
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APPENDIX C 

Error in the Heat Transfer Coefficient Linearisation 

Error produced by linearization of the heat transfer coefficient-fluid 

velocity ratio, as function of the magnitude of the velocity change and the 

exponent constant, n. 
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APPENDIX D 

This Appendix demonstrates why the outlet temperatures of a heat 

exchanger diverge for any positive simultaneous change in both fluid 

velocities, and consequently converge for any negative change. The 

demonstration is equally valid for countercurrent and parallel flow. 

Assuming Tio and Th input and output temperatures of the hot 

stream; vey and To input and output temperatures of the cold stream, 

G); Go the respective mass flows and Cy, C, the corresponding specific 

heats, for an adiabatic system the following enthalpy balance with Too 

taken as the reference temperature, holds: 

) CG (D.1) BO Bagh Mpg Tan? Soy * og t 229? S98 

Defining the three temperature differences as 

959 6, and 8, respectively and solving the previous equation for 

8 > results in 

29 , 
= 6 -— eo 

CEX2)} Se Ten, CG, 4 

Suppose further that the ratio of fluid flows is maintained and 

constant when a change in flow is made, 

i.ée., G,'* KG (D.3a) 

and 

(G, + Ac.) = K(G, + AG,) (D.3b) 

Obviously the increase of enthalpy of the cold stream, is equal 

to the heat transferred through the tube wall 

i ‘ (D.4) or 6, -C, Gy C, G1 (8, 6,)
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CG 
ok ms and 6, GG; (8 a) (B.S) 

Now, if equations (.2) and (.5) are rewritten for the situation after 

a simultaneous change in both fluids is made, they become 

  

C(G, + AG,) 
AO we 0 ee 78 8 2 ot eta oo) 2 te? (D.6) sd: 1 

and 

C,(G. + ”G 
ei ae 1) 

8, + Ae, FM (PSE BITES ( o.7 (9, +A6,) ) (D7) 
"2 2 

Now, noticing that 

C(G, a AG, ) 4 C6, = 2. 

C,(G, + AG, ) C46, Cy 

then by subtraction of (D.2) from (D.6) 

Cc 
=. K 48," - Ke Ab, ©: > Fane 1 Lee 

Similar procedure on @.7 yields the same result, which shows 

that any change of temperature produced on one side of the exchanger as 

a result of simultaneous flow changes is accompanied by a proportional 

one but of opposite sign in the other side.



 



 
 

 
 

 



 



 



 



 


