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SUMMARY 
  

Digital methods of pulse modulation are being widely applied in 

the transmission of information over communication networks. The 

thesis is primarily concerned with one specific class of pulse modu- 

lation called delta-modulation. In its basic form, delta-modulation 

represents the simplest and most economical method of digitally en- 

coding analogue signals. 

The thesis discusses delta-modulation from a theoretical and 

practical viewpoint. A mathematical model is presented which permits 

a comprehensive understanding of the processes of delta-modulation. 

The model can readily be extended to other forms of digital pulse modu- 

lation and is therefore presented as a general method of analysing 

digital-encoding systems. The theory develops the design requirements 

of a delta-modulator and indicates methods of improving the encoding 

performance. 

The thesis describes a family of digital encoding systems for 

colour television. These systems are discussed in relation to chroma- 

ticity. Finally, a particular system is described, for which an ex- 

perimental model was built and tested. This system transmitted the 

chrominance information during the line blanking period. The experi- 

mental model functioned satisfactorily in real time with encoding rates 

ranging, from 50 Mi'z to 190 ‘fiz. At these pulse rates, subjective 

assessiient of the system was favourable.
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Luminance delta-sigma modulator with 2nd order pulse 

grouping. 
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Chrominance channel delay, sum and difference. 

Final signal matrixing. 
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Carrier advanced by 1/2 due to input of just less than 
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Carrier retarded by 1/2 due to input of just freater 

than -0.5, assuming initial conditions as in Fig.10-1(a). 

Adaptive delta-modulator presented for computation. 

Signal to quantisation noise ratios for a delta- : 

modulator against frequency with D* as parameter and 

clock pulse rate constant. The delta-modulator has 

second and third order adaptation. prf. = 50, H[O]= 0, 

H[i]= 0.2. 

Signal to quantisation noise ratios for a delta-modulator 

against frequency with D* as parameter and clock rate 

constant. The delta-modulator has second and third- 

order adaptation. prf. = 50, H[2] = 0.4, H[3] = 0.6. 

Signal to quantisation noise ratios for a delta- 

modulator against frequency with D* as parameter and 

clock rate constant. The delta-modulator has second- 

and third-order adaptation. prf. = 50, H[4] = 0.8, nfs] 

= 1.0.



Fig. 10=6, Signal to quantisation noise ratios for a delta- 

modulator against frequency with D* as parameter and 

clock pulse rate constant. The delta-modulator has 

second and third-order adaptation. prf. = 100, 

H[o] = 0, H[1] = 0.2. 

Fig. 107. Signal to quantisation noise ratios for a delta- 

modulator against frequency with D* as parameter and 

clock pulse rate constant. The delta-modulator has 

second and: third-order adaptation. prf. = 100, 

H[2] = 0.4, H[3] = 0.6. 

Fig. 10=8., Signal to quantisation noise ratios for a delta- 

modulator against frequency with D* as parameter and 

clock pulse rate constant. The delta-modulator has 

second and third-order adaptation. prrs = 3100; 

H[4] = 0.8, H[5] = 1.0. 

Fig. 10. Signal to quantisation noise ratios for a delta- 

modulator against frequency with D* as .parameter 

and clock pulse rate constant. The delta-modulator 

has second-order only adaptation. prf. = 100, H[O] = 

O, H[t} = 0.2. 

Fig. 10=10. Signal to quantisation noise ratios for a delta- 

modulator against frequency with D* as parameter and 

clock pulse rate constant. The delta-modulator has 

second-order only adaptation. prf. = 100, H[2] = 

O.4, H[3] = 0.6. 

Fig. 10=17. Signal to quantisation noise ratios for a delta- 

‘modulator against frequency with D* as parameter and 

clock pulse rate constant. The delta-modulator has 

second-order only adaptation. prf. = 100, Hf] = 

0.8, H[5] = 1.0. 

* D, normalised modulating signal, single sine wave. 
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Signal to quantisation noise ratios against modulating 

sipnal showing constant frequency contours. Clock 

frequencies of 50 and 100 units. No adaptation applied 

to single-integration delta-modulator. 

Signal to quantisation noise ratios against modulation 

depth for single-integration delta-modulator with second- 

order only adaptation. (Clock pulse rate constant at 

100 units.) Contours of constant frequency. 

Signal to quantisation noise ratios against modulation 

depth for single integration delta-modulation with 

second and third-order adaptation. (Clock pulse rates 

50 and 100 units.) Contours of constant frequency. 

System test waveforms and. performance record. 

(See page426for list of sub-captions). 

Ramp input to C.1I.S.S., luminance drive only, delta- 

sigma modulations switched out. 

Ramp input to C.1I.S.S., luminance drive only, delta- 

sigma modulators switched in (encoding rate (100MIHz)). 

Through C.1I.S.S., delta-sigma modulators switched out. 

Through C.1I.S.S., delta-sigma modulators switched in, 

encoding rate 100 MHz. 

Through C.1I.S.S., delta-sigma modulators switched in, 

encoding rate 50 MHz. 

Through C.1I.S.S., delta-sigma modulators switched in, 

encoding rate 18>25 MHz. 

Through C.1.S.S., delta-sigma modulators switched out.
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Through C.1.S.S., delta-sigma modulators switched 
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Through C.1I.S.S., delta-sigma modulators switched in, 

encoding rate 50 MHz. 

Through C.1.S.S., delta-sigma modulators switched in, 
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Through C.1I.S.S., delta-sigma modulators switched in, 

encoding rate 50 MHz. 

Through C.1I.S.S., delta-sigma modulators switched in, 
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switched in, Through C.1I.S.S., delta-sigma modulators 

encoding rate 18°25 MHz. 

Results of subjective tests, encoding rate 100 MHz. 
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Basic encoder matrixing amplifier. 

High-gain, high-frequency amplifier module with no 

d.c. shift control. 

High-gain, high-frequency amplifier module with 

G.c. enigt control. 

High-gain, high-frequency line driver and delay-line 

driver amplifier, with d.c. shift. 

Differential input/output amplifier for sum and 

difference channels. 

Unity-gain amplifier for Butterworth filters. 

Synchronisation pulse separator and clock source. 

B.&.c. generator for encoder, including FET drive.
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(b) 

(a) 

(b) 

(20) 

thitial set-up and clock detector. 

FET gate drive stage. 

Specification of DL~20 delay line. 

Crystal oscillator. 

Waveform squaring circuit. 

Delay-line modulator. 

Demodulator switching generator. 

Balanced product de-modulator. 

Sixth-order Butterworth filter.



LIST OF SYMBOLS et (21) 

As gain of amplifier. 

ay function defined on page 2h . 

By» coefficient. 

Ans video signal of two channel t.d.m. system. 

Ann? normalised video signal of two channel t.d.m. systen. 

(An) > trichromatic stimulus corresponding to Aone 

ng luminance quantisation noise in C.1.S.S. 

Racket Agha. > video signals of three channel t.d.m.| system. 

Bi cokes ; Anon? video signals of three channel t.d.n. eer on 

using auxiliary channel. 

Aaa quantisation noise contribution of Aga 

Agns received video signal of three channel t.d.m. system. 

An, (fs transfer function of adaptive filter in decoder. 

Age? chrominance de-emphasis transfer function. 

Ag(®) ANCE), transfer function of double integrator network. 

Aap? luminance de-emphasis transfer function. 

A(f),A(s), linear transfer functions in feedback loop of delta- 

modulator. 

AG (F), transfer function in feedback path of generalised 

delta-modulator. 

Ar» transfer function of active integrator. 

Aya (fs transfer function of adaptive filter in encoder. 

Ay» yeh coefficient of non-recursive filter. 

As aspect ratio of display. 

; Ag (f), transfer function of single integrator. 

ACE), spectrum of phase modulated function x(f). 

ee, blue channel response pronortional to Bo: 

(B), blue stimulus in trichromatic system. 

b, function defined on page 2h .
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DB, positive integer. 

bs bys bys bis blue chromaticity coordinates on (R), (G), (5) 

colour triangle. 

by» coefficient. 

By> video signal of two channel t.d.m. system. 

Baoan normalised chrominance signal of C.I.S8.S. 

(By on? trichromatic stimulus corresponding to Boon’ 

Bo normalised video sisnal of two channel t.d.m. systen. 

Bog? chrominance quantisation noise in C.I.S.S. | 

Ba» cs Bay? Bap > video signals of three channel t.dim. systen. 

Bans Baas Bon? video signals of three channel t.d.m. system 

using auxiliary channel. 

Bag? quantisation noise contribution of Ban! 

Ban? received video signal of three channel t.d.m. system. 

Bas blue tristimulus value in (R),(G), (B) system. 

Boy? primary chrominance B.%.c. pulse. 

Bao» secondary chrominance B.£.c. pulse. 

Baw B.&.c. pulse of encoder. 

(B,D. blue trichromatic stimulus, units are of luminance. 

Boy» Bois luminance decoder 3.2.c. pulses. 

b> te number of units of blue stimulus reauired in colour 

match to produce one unit of a colour of wavelenrth A 

orAN. 

Cs capacitance. 

co}. colour on colour triangle. 

CG; function defined on page 24 . 

ce number of digits in binary word. 

Cy> Cir capacitor values. 

(c,), (Cy) (C,.), resultant colours on colour triangle. 

Coan . normalised chrominance signal of C.1.S.S. 

Se oant? trichromatic stimulus corresponding to Coan’
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C35 es Cars Cope video signals of three channel t.d.m. system. 

Caa° Cron? auxiliary chrominance signal of two channel t.d.m. 

system with auxiliary channel. 

C3q° quantisation noise contribution of Can? 

Coe received video signal of three channel t.d.m. system. 

(C,), trichromatic stimulus corresponding to a signal De: 

Cow Cao? C3? Con> multiplex control pulses used in encoder. 

Chi Choe Chpi? Cyn? multiplex control pulses used in Pee 

(Con)> a colour that is a mixture of sreen and blue only. 

(C,); trichromatic stimulus corresponding to the Ey signal 

or. N.T S.C. 

(c,); colour on colour triangle measured in luminance units. 

Coy? Coos clock pulses. 

(Cy)> trichromatic stimulus corresponding to the Eq signal of 

HT .S.C. 

(C,)> trichromatic stimulus corresponding to a sisnal Dae 

(Caq)> a colour that is a mixture of red and green only. 

Ch clock detection signal. 

e(t), comparator output of delta-modulator. 

DsDysDo 5 amplitude of modulating signal applied to disital 

modulator. 

Das Dee De» blue, green and red colour-difference signals. 

Dos Slope of ramp input to delta-modulator. 

Dat), modulating signal applied to second-order delta- 

modulator. 

‘Des maximun amplitude of sine wave of frequency f, required 

to fully load a delta-modulator. 

DCT), Fourier Trandform of D(t). 

nS tS?; Laplace Transform of D,(t).
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D(Ss), 

D(t), 

© Cy 
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output of slope limiter. 

demodulated output signal of second-order delta-modulator. 

Laplace Transform of D(t). 

modulating signal applied to single-integrator delta- 

modulator. 

see page 327 for definition. 

quantisation error signalat‘N + 2) sample, after a non- 

optimum error comparison at the (N + 1) sample. 

blue, green and red electrical signals proportional to 

B Gee R 
Cee ae 

blue, green and red signals at output of decoder. 

colour-difference signals of N.T.S.C. system. 

see page327 for definition. 

luminance signal. 

gamma corrected luminance signal. 

see page282 for definition. 

a
 
a
d
 

composite P.A.L. signal on lines N, (N + 1). 

see page 327 for definition. 

weighted chrominance signals of P.A.L. system, related 

B? De and used to modulate the subcarrier. 

luminance or energy distribution of wavelengths of light 

to D 

defining a colour (C). 

frequency. 

fundamental frequency component of phase-modulated 

pulse waveform. 

Basic pulse spectrum of the delta pulse sequence of 

duration 2 KO/P- 

chrominance mode of operation store, output signals. 

Fourier Transform of f(t).



(6), 

8284 oo 28? 

horizontal spatial bandwidth. 

assumed upper-frequency limit of the power spectrum PLE). 

line repetition frequency. 

luminance mode of operation store, output sipnals. 

frequency of modulating signal. 

frequency of occurrence of ha order pulse group. 

Fourier Transform of £{t). 

spectrum of P,(t), when in delta-pulse format. 

P.P.M. waveform derived from f(t). 

spectrum generated by all og pulses. 

sampling rate of the P.A.M. system. 

spatial bandwidth. 

subcarrier frequency. 

delta-pulse sifting function. 

spectrum of standard-pulse waveform. 

phase-modulated square wave. 

total spectrum obtained by superposition of all FR(f) spectra. 

bandwidth of base-band signal. 

bandwidth of scanning signal. 

vertical spatial frequency. 

bandwidth of pulse function P(t). 

green channel response proportional to Y. 

constant, attenuation factor. 

green stimulus in trichromatic system. 

green chromaticity coordinates on (R),(G),(B) colour 

triangle.
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H? 

(c), 

Shan 

Gory? 

">? 

6a Srna 

is 
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Hy 

hy »ho> 

h(f), 

h, (£) hh (f), 

h free} > 

hp(f), 

(25) 
green tristimulus value in (R), (G), (2) system. 

value of G calculated with hold network. 

green trichromatic stimulus, units are of 

luminance. 

tn order, positive pulse group. 

nee order, negative pulse group. 

value of G calculated without hold network. 

number of units of green stimulus required in 

colour match to produce one unit of a colour 

of wavelength Aor AN. 

quantisation step height of delta-modulator 

store output, 

comparator reference level, (high). 

consecutive values of q(t) at sampling instants 

os Ch. +1). 
P 2 

transfer function of store in feedback path 

of delta-modulator. 

transfer functions of hybrid delta-modulator. 

operating function of store in feedback of 

delta-modulator. 

pre-emphasis transfer function in hybrid delta- 

modulator. 

current. 

time varying current. 

current proportional to quantisation error 

in a delta-sigma modulator. 

possible values of i, when M(t) = 0, depending 

whether P(t) = 1 or 0. 

constant-current sources. 

constant of proportionality, which forms the 

modulating current in the current-steered 

integrator, when M(t) = 0. 

two state current, whose value depends upon P(t).



by stoke shy» 
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by sltyn 
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L vr? 
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fo, 

hay 

maximum value of I. 
1/2 

(~ 1). 

constant of proportionality. 

multiplying factors. 

number of pulses forming fundamental sequence 

in phase-modulation process, when excited by a 

single-sine wave. 

(assumed) slope of power spectrun. 

constants in C.1I.S.S. chrominance signals. 

clock inverter switch. 

amplitude weighting of a pulse. 

integer, 

red channel luminosity coefficient. 

comparator reference level, (low). 

luminance values. 

photometric luminances of (B.)5(G,),(R,). 

luminance multiplex control pulses, encoder. 

luminance multiplex control pulses, decoder. 

picture width. 

picture height. 

operating function of comparator and one-bit 

store in the forward path of a delta-modulator. 

integers. 

green channel luminosity coefficient. 

mixture proportions of colour. 

Laplace Transform of output of differentiator 

in slope limiter, Fig. 3-17. 

Laplace Transform of amplified error signal 

in slope limiter, Fig. 3-17.



Pyla). 

Fourier Transform of H(t). 

es gis (28) 
lamp indicator logic input. 

number of integer phase rotations of x(t). 

thrsehold lew. cen” order pulse group, 

(referred to delta-sigma modulator's input 

signal). 

number of integer-phase rotations of x(t). 

number of stages in shift register of non- 

recursive filter. 

modulating signal applied to delta-sigma 

modulator. 

integers. 

blue channel, luminosity coefficient. 

number of lines in a picture. 

integer factor by which chrominance digit 

rate is reduced compared with luminance 

channel digit rate. 

logic function. 

lamp logic input. 

number of negative pulses in delta-modulator 

; th 
process from zero time to N~ sample. 

number of negative pulses in deltamodem 

model process from zero time to yet sample. 

total quantisation power in frequency range 

i * COs tite. 
u u 

number of positive pulses in delta-modulator 

‘ th 
process from zero time to N~ sample. 

number of positive pulses in deltamodem model 

, eh 
process from zero time to N sample. 

pulse repetition rate. 

probability distribution function of quanti- 

sation error.
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P(t), 

/ 7 
P, Ce), Py (2): 

P(t), 

P(t), 

Q, 

Qy> ae Cy 

att). 

R a? 

(29) 
Fourier Transform of P(t). 

Fourier Transform of Pi (t). 

pulse waveform of P.C.M. system. 

picture repetition rate. 

power spectrum of quantisation noise in 

single-integrator delta-modulator. 

time domain pulse function. 

output pulse waveform of delta-modulator. 

pulses at remote receiver corresponding to 

Pit), P(t) and including error pulses. 

pulse-output waveform of deltamodem model. 

band-limited pulse function in the time donald: 

integer. 

output of up/down counter of digital 

store delta-modulator. 

Fourier Transform of q(t), 

quantisation error signal of P.C.M. system. 

Fourier Transform of q(t). 

quantisation error-signal of delta-sigma 

modulator. 

quantisation error signal of delta-modulator. 

resistance, (where appropriate). 

red channel response proportional to P.- 

integers. 

red stimulus in trichromatic system. 

resistor values. 

red chromaticity coordinates on (R), (G), (B) 

colour triangle. 

number of pulses in active line period to be 

compressed into line blanking period.



(RE; (R, 2C,)s 

(RC), 

(RC). 

Roi Roo, 

(R,) 

rae AN? 

S012%c2? 

Ses 

Spy Spo pg Spy? 
S(t)» 

Pp? 

(30) 
red tristimulus value in (R), (G), (B) system. 

P.C.M. signal range using a c-digit word 

with uniform quantisation level spacing. 

time constants. 

time constant of integrator for finite-pulse 

intesrator. 

time constant of Diteor itis tox delta- 

petee integrator. 

'reset' inputs to chrominance mode store. 

red trichromatic stimulus, units are of 

luminance. 

units of red stimulus required in colour match 

to produce one unit of a colour of wavelength 

A OrAN. 

slope of straight line of chromaticity diagram. 

complex number in Laplace Transform. 

Fourier Transform of S,(t). 

local stored output signal of delta-modulator. 

remotely generated signal corresponding to the 

local signal S,(t). 

integrated waveform of P(t). 

output of second-order network. 

equal energy Gacdance white stimulus, (suffix 

L indicates luminance units). 

‘set' input to chrominance mode. 

scaling factor. 

mode selector switches. 

interrated pulse waveform of high-band delta- 

modulator. 

Signal power of sinusoidal modulation sipnal.



TAA), 

T(£), 

TCE 

kK? 

Tf), 

Ld? 

M? 

N°? 

Tpio0'F)» 

R? 

Us 

(U), 

(Vv), 

(31) 

(t)2 Fourier Transform of oD OM 

quantised P.A.M. signal of P.C.M. system. 

impulse response of RC integrator. 

truncated impulse response of RC integrator, 

synthesised by a digital, non-recursive filter. 

multiplex-clock synchronisation pulse. 

time. 

time constants in double-integrator loop. 

tristimulus values required to equal reference 

white, (So). 

time constant of chrominance de-emphasis network. 

excess loop delay time. 

transfer function of triangular waveform 

converter. 

time delay as a function of frequency. 

zero-order hold transfer function. 

time of YS pulse. 

transfer function of line drivers, (pre-emphasis 

function). 

time constant of luminance de-emphasis network. 

time of ise pulse. 

time of re pulse. 

transfer function of 100% clock pulse duration, 

hold network. 

time of ah pulse. 

chromaticity coordinate in (U), (V), (W) system. 

trichromatic stimulus of uniform chrominance, 

colour triangle. 

amplitude of pulse. 

trichromatic stimulus of uniform chrominance, 

colour triangle.



uCE DS 

X(t), 

xp (t), 

Vo 

(32) 

chromaticity coordinate of (U), (V), (W) system. 

initial voltage on capacitor used in RC 

integrator. 

capacitor voltage formed by integrating ae 

input to RC integrator. 

integrated output of RC integrator. 

reference white on (R), (@), (B) colour triangle. 

trichromatic stimulus of uniform-chromaticity 

cOlour triangle. 

chromaticity coordinate of (U), (V), (W) system. 

amplitude of x(t). 

instantaneous angle, radians. 

line-blanking duration. 

Output of counter in chrominance logic. 

data input of counter in chrominance logic. 

phase-modulated cosine wave. 

phase-modulated carrier in double-carrier model, 

setting position of negative pulses. 

phase-modulated carrier in double-carrier model, 

setting position of positive pulses. 

line duration. 

general parameter in exponential process. 

Output of counter in chrominance logic. 

data input of counter in chrominance logic. 

positive integer such that the solution for Ko 

is the lowest positive integer. 

impedance. 

blue sensitivity curve of eye. 

particular blue response generated by an object. 

blue response penerated by green stimulus.
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gamma Reatitad ent: 

green sensitivity curve of eye. 

particular preen response generated by an object. 

green response generated by blue stimulus. 

green response generated by red stimulus. 

Spacing of black and white dots on picture. 

minimum dot spacing that system can reproduce, 

(picture element spacing). 

instantaneous transmission impairments. 

small positive time increment. 

change of capacitor voltage measured across 

capacitor of an RC integrator. 

u
z
 dirac delta pulse generated at time t = 

weighting of delta-pulse. 

a number related to an hi order pulse group 

allowing the representation of fractional cycles 

of f.m. carrier. 

excess pulses available in line-blankening 

period. 

angle, radians. 

constant for normalisation of chrominance signals 

iC de5.S% 

wavelength of light. 

control signal in adaptive loop. 

red sensitivity curve of eye. 

particular red response generated by an object. 

red response generated by blue stimulus. 

probability density function of quantisation 

error. 

red response generated by green stimulus.



>, 

o(t), 

$,(f), 

¢,(£), 

o,f), 

N? 

p> 

o(£), 

(34) 

constant of proportionality. 

excess phase of phase-modulator in deltamodem 

model process. 

phase function related to P(t). 

phase function of triangular function in 

generalised delta-modulator. 

phase function of double-integrator network. 

phase function of hold network. 

excess phase of y(t). 

excess phase of xp (t). 

total phase function, including store transfer 

Fitch iba and zero-hold transfer function. 

angular frequency of modulating Signal.
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LIST OF COMPUTER PROGRAMME SYMBOLS 
  

Do(t)s 

Real variables: AI, 

Ks 

Kl, 

Integer 
variables: PO: 

PRF, 

Arrays: A[1:1000] , 

c[1:1000], 

c1fi:1000] , 

p[1:1000] , 

p1]1:1000], 

P[1:1000], 

Section 10-1 

shifted input signal. 

modulating signal. 

ratio of modulating signal frequency to clock 

frequency. 

parameter relating modulation depth to modu- 

lating signal frequency. 

incremental-step parameter. 

phase-modulated carrier. 

temporary store for preceding value of NM. 

time-increment parameter. 

modulation depth. 

modulating signal frequency. 

redundant parameter. 

temporary error signal. 

p.s.Z.c. local store. 

clock frequency. 

incremental-step parameter. 

modulating signal store. 

error-sipnal store for deltamodem model. 

error-signal store for delta-modulator, 

demodulated-signal store for deltamodem model. 

denodulated-signal store for delta-modulator. 

output-pulse sequence of deltamodem model. 

P1[1:1000| , output-pulse sequence of delta-modulator.
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Section 10-2 

Realvariables: AI, modulating signal. 

iy error signal. 

¥; demodulated output signal. 

Ky ratio of modulating signal frequency to 

clock frequency. 

Kis On 9° K. 

oF redundant variable. 

WM, modulating signal frequency. 

Integer 

variables: Lis incremental-step parameter. 

PREG clock frequency. 

R, incremental-step parameter. 

Arrays: c[o:250], digital-filter coefficients. 

P[0:1000], output-pulse sequence store.
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Section 10-3 

Real variables: D, 

W2, 

W3, 

Integer 

variables: G, 

Arrays: DC[0:10], 

H[0:10], 

t1[0:10], 

I [o:10| 92491 

sn[o:10], 

PO,P1,P2,P3,P4 
P5,[0:10], 

PL1,PL2,PL3,PL4, 
PL5,[0:10], 

PLX[0:10|, 

modulating signal. 

sum of the squares of. D. 

modulating signal frequency. 

clock frequency. 

modulation-depth parameter. 

angular frequency of modulating signal 

divided by clock frequency. 

10/(LN(10)). 

temporary loop store for s. 

incremental+step parameter. 

incremental-step parameter. 

incremental-step parameter. 

sum of the squares of the error signal. 

parameter controlling adaptation. 

demodulated signal. 

sum of pulse-group output signals (allowing 

introduction of second-order integration). 

signal to quantisation-noise ratio. 

shift-register store of output pulse sequence 

for pulse grouping. 

pulse grouning store for lst, 2nd, 3rd, 4th 

and 5th order pulse groups. 

sum of pulse-group output signals.
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Section 10-4 
AoA NEN A A me, 

Real variables: D, 

El, 2, ES, bs; 

Kee Ko ko KH 

My 

Integer 
variables: Bey 

Cs 

L, 

PO, Pl, P2, P3, 

Pu, 

Ky BK. the 

Arrays: 

Rage erg 3.5 

y4[1:100], 

modulating signal. 

sum of the squares of the error signals of 

lst, 2nd, 3rd, 4th order pulse groups. 

frequency of occurrence of Ist, 2nd, 3rd and 

4th order pulse groups over range of samples. 

slope of modulating signal (ramp). 

number of samples in average. 

parameter controlling magnitude of A. 

100 M. 

consecutive pulses stored for pulse group 

detection. 

incremental-step parameter. 

sum of zero-order pulse groups (+1 for positive 

pulse group, -1 for negative pulse group). 

as S, but applied to lst, 2nd, 3rd and 4th 

order pulse groups. 

true modulating signal levels for calculating 

error signals of decoded lst, 2nd, 3rd and 4th 

order pulse group detectors.
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CHAPTER. 1. RESHARCH OBJECTIVES , 
se be sn gn a Ne 8 enn 

  

Present day technolosy has produced complex devices! capable 

of response times of less than one nanosecond (certain devices res- 

pond even faster). It is therefore nossible to extend alreacy 

known techniques and also apply new theories to signals of much 

higher frequencies. An example is the digital encodins of colour 

television signals. The thesis is concerned with a specific class 

of divital encoding called delta-modulation and applies this basic 

systeri to television processing. The thesis structure is shown in 

Figs l-8s 

A €a11 description of delta-modulation is given in Chapter 2. 

Nelta modulation, in its basic form, represents the simplest type 

of analogue to digital encoder. Delta-modulation first appeared 

under a French patent in 19462 and later in 1948°, The first 

paper discussing the vrinciples of delta-modulation appeared in 

Septenber 19514 written in Dutch and March 1952" in Enclish. AN 

later saper in November 1952? by De Jager gave the first fully 

technical discussion of delta-modulation. This paper discussed 

both single and double-intesration modulators and gave an elementary 

discussion of predictive stabilisation. Approximate expressions 

were also developed for both single and double-integration modu- 

lators. 

Although the delta-modulator is the simplest of digital encoders, 

it is extremely complex to analyse mathematically. farious somhis~ 

J 8 9 A 

6148, have been made to analyse the process, out ticated attempts 

these are generally statistical analyses. The papers describe the 

two basic forms of noise, slope-overload noise and granular noise.
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In television systems, however, slope overload can be minimised 

since the exact sional excursion is defined. Methods of ana- 

lysing delta-modulation using frequency analysis!° have been 

attempted but lead to extremely complex expressions. 

A paper by J.B. o'Nea1!} determines an absolute bound for the 

simnal to quantisation noise ratios for digital encodine systems. 

liowever, in this vaper the expression for signal to quantisation 

noise for delta-modulation is empirical; thus it may be somewnat 

suspect. The results, however, suggest that for a bandwidth-to- 

pulse-rate ratio of less than = 14.5 then delta-modulation is 

superior to P.C.. Further comparisons between P.C.M. and delta- 

modulation are given by Zetterberg“. The bound to the sisnal 

to quantisation noise determined by O'Neal! does not depend on any 

of the redundancies foimd in television systems. Thus using the 

properties of inter-line and inter-field correlation could yield 

superior results. 

A recent paper by Iwetsen!? with later experimental investirza- 

ea 14 
tion by Laane gave a detailed analysis for the power spectrum of 

a sincle-integration delta-modulator. A novel feature of these 

two papers is the realisation that the integrator step heigits are 

asymmetrical (rising step height not equal to fallins step heicht). 

The authors show that this asywnctry is equivalent to a ramp or 

staircase input being superimposed on the modulating signal. The 

papers analyse and dexonstrate the power spectrum for idle-channe] 

noise, sine-wave modulation and broad-bandwidth input with this 

assumed asymmetry. Theory and practice show that for encoding 

low-level signals this asymeetry in integrator step height is advan- 

tageous. Advantage of this asymmetry was taken in developing a 

: 15 : ; swt 
practical encoder™”. These papers also observe that with sinusoidal 

modulation, phase-modulation cormonents are generated. This fact is in
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agrecnent with the author's own theory presented in Charter 3. 

The effectsof asymmetric step heicht (i.e. equivalent ray? input) 

are Ciscussed in Chapter 4. The papers indicate that vhen sirmle 

modulating signals are applied to a delta-modulator, the power 

spectrum is not ecuivalent to a broad-band spectrum, thus certain 

simple theories ‘ill be erossly in error. 

Although the sicnal to quantisation noise ratios are of itpor- 

tance when considerins digital encoding systens, the results can 

11,19 
be extremely misleadins With basic delta-modulation, which 

generally represents a redumdant form of encoding but with sood 

noise immunity, the quantisation noise sencrated has correlation 

with the modulating simal. Thus the subjective effect of a 

particular distribution may not be as objectionable as an ecui- 

valent anoumt of saussian noise! x One of the objectives of .the 

thesis has been rot to be influenced too deeply by analyses of celta- 

modulation presented to date. he aim has been to investisate the 

properties of delta-modulation in temas of encoding television Sig- 

nals and to consider a variety of methods for encoding colour inforna- 

tion. It is appreciated that the main advantage of the delta- 

moduletor as an analogue to digital encoder is its simplicity. The 

network requires only a few components and could readily be adapted 

to intesrated-circuit techniques!» ae 

In the thesis, considerable detail is given to the recuirenents 

of the encoder and various arranrenents of encoder are described. 

the emhasis at cll times is on application to the encoding of wide- 

bandwidth signals. On the theoretical side delta-modulation is 

amalysed in terms of the spectra of the output pulse waveform. 

This task has been somewhat simplified by the development of an 

equivalent model to delta-modulation. The equivalent model also
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gives »mich useful information on the stability of the modulator. 

A description will not be given at this staze as each section of 

Tig. 1-1 isdealt with in detail. Further detail can be found 

about delta-modulation in standard text books! 3219, 

A further application of single-integration delta-modulation is 

2 
Mee Thus, although delta-modulation in in encoding of P.C. 

its basic form may not be adequate in terms of efficiency, it does 

produce a useful means of generating P.C.M. In Chapter 4 the 

quantisation-noise analysis of delta-modulation is extended to 

P.C.M. The theory described and developed is therefore adequate 

for analysing a range of digital encoding systems. Various modi- 

20,21 of the delta-modulator encoder are described for fications 

multiplexing several sisnals into a common pulse waveform. It is 

the author's opinion, however, that such strategy would tend to 

inferior encodint, since the basic delta-modulator would be required 

to operate at the full channel bit rate. Further, the addition of 

analomue multiplexing as well as multiplexing of the memories re- 

quired for each channel would save little compared with independent 

encoders and one digital multiplexing switch. 

A major modification of delta~modulation is delta-sigma modula- 

tion??? aS, A full discussion of this system is given in Chapter 

2. The advantage of delta-sigma modulation for the transmission of 

24 
video signals" has been realised and experiments were carried out 

usincetunnel diode in both a delta-modulator?> and a delta-simia 

modulator**. Operatine frequencies of up to 100 Iiz were obtained 

with the delta-modulator, where the signal to quantisation noise 

was stated to be 42 db. A circuit?? usine experimental U.I'.F. 

transistors was stated to achieve 39 db, using a 40 Miz bit rate.



De 

This figure was obtained from the maximum nossible signal ampli- 

tude that would just overload the modulator compared to the 

quantisation-noise power generated by a 50 Hz modulating signal. 

For this low-frecuency signal the quantisation-noise power was 

stated to be independent of the simal amplitude. The main dis- 

advantage of the tunnel-diode circuit is the low-voltage pulse 

output obtained (0.2 volts). 

‘A second major modification of delta-nodulation and delta- 

Sigma modulation is to have an adaptive step height. Adaptive 

systems have been developed in two basic categories, instantaneous 

28,20, 0.51 Many of the syllabic adaptation and syllabic adaptation 

type of encoder described are only suitable for low-quality speech 

applications. In these systems, the intesrator (or pulse) step 

height changes according to the envelope or syllabic characteristics 

of speech; thus these systems are totally unsuitable for television 

applications. Very little use, if any, has been made of noise 

maskin; effects. Noise masking is based on the premise that if a 

Signal of sufficient amplitude exists in a particular band, then 

that sional will mask the noise components in that bandwidth. 

However, noise outside the band will not necessarily be masked. 

Audio-frequency noise reduction systens based on noise maskins 

have been extensively developed by Dolby Laboratories mic, Un" 

Althoush little technical information has been produced to date on 

the system developed hy this company, noise reduction over the audio 

spectrim of between ten and fifteen decibels can be achieved. Such 

systems used with any channel introducing noise would produce a con- 

siderable improvement. The author feels that the theory of noise 

maskin« applies also to our visual senses and that similar noise 

reduction techniques can be applied to video. A simple systen
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outline is given in Chapter, 5. 

With delta-modulation, the sisnal-to-cuantisation noise 

ratio. improves with decreasinc simmal frequency, assuming ideal 

integration. Thus, assuming the pulse rate for encodinz is 

sufficiently high, then it is only necessary to mask the hish- 

frequency quantisation-noise cormonents of the base-band. signal. 

This leads to the concept of adaptive pre-ermhasis networks and 

cormlementary de-emphasis networks. The main disadvantace of most 

syllabic and instantancous delta-modulation is the introduction of 

further instrumentation in the feedback loon, thus limiting the per- 

formance when considering pulse rates sufficiently high for encodins 

video signals. Chapter 5 discusses a modified approach to both in- 

stantaneous and non-instantaneous adaptive modulation, suitable for 

nigh pulse rates. 

Se 50 : Sods “9°99 describe an original form of Two papers by Winkler 

adaptation. The intesrated output waveform rises exponentially 

rather than linearly, with a corresponding improvement in step- 

response performance. The method has been used for facsimile trans- 

missions where three pulses per picture clement were used. Results 

are claimed to be comparable to six or seven bit P.C.M. The systen 

is necessarily less tolerant of transmission errors than delta- 
” 

modulation. <A simpler adaptive s\ stea™? using exponential adapta- 

tion but with only a one-bit menory is described by Jayant. This 

systen realises a limited improvement in performance; however, the 

adaptive system is stated to be suitable for video-frequency trans- 

mission. 

Many different methocs are available for improving the cocing 

perfornance of delta-modulators. ‘iowever, when considering tele- 

vision systems not using specialised bandwidth reduction techniques, 

many of the systems are complex to design due to the high frequencies
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involved. Thus, only simple modifications which do not detract 

from the basic simplicity of the delta-modulator are considered 

in this thesis. 

The objectives of the investigation were primarily to develop 

encodin principles for television signals and to develop an ade- 

quate theory for the delta-modulator. This has resulted in a 

family of encoding methods each with particular chardcteristics. 

A syste having particularly favourable characteristics was desimed 

and constructed and subjective and objective measurements are pre- 

sented. At various stages in the development, computer programming 

was applied to obtain exact solutions to particular problems to 

enable fuller understanding.
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CHAPTER 2. PULSE AND PULSE CODING TECHNIQUES , 

oat Digital Communication . (418, 35) 

When an analogue signal is transmitted over a 

communications network, inevitable signal impairment 

will result. Such impairment is due to attenuation and 

phase distortions, both linear and non-linear, reflection 

and accumulated noise. In certain special cases these 

defects can be minimised by careful equalisation of the 

channel; however, such strategy can only be limited in 

application and permanent signal degradation will result. 

Present communication systems require high performance 

links capable of operating under adverse conditions. 

The digital channel is a system capable of 

meeting many of these requirements. Before describing its 

properties, a basic definition of a digital channel will 

be given. A digital communication channel has the 

properties of only recognising a signal at equally spaced, 

discrete intervals in time and the nature of the signal 

is such that only discrete signal levels are detectable. 

In the present discussion and the systems to be described, 

these levels will be restricted to two definable signal 

levels. Thus, the term 'digital channel' will infer a 

binary, digital channel; the two levels are designated 

"one' and 'zero'. The data input for the digital channel 

takes the form of a pulse waveform,. where the rate of 

pulses (including both '1's and 'O's) is constant at all 

time and is referred to as the bit rate, digit rate or 

transmission rate. Since a binary, digital channel is



106 

considered, each pulse must have an amplitude limited 

to one of two defined levels. Thus, the digital system 

has only a single, discretely variable, parameter, the 

pulse amplitude. Hence digital communication is 

concerned with the efficient allocation of ee amplitudes 

at each sample instant in order that information can be 

transmitted. 

One of the essential features of a digital channel 

is that it has the capability of information retrieval, 

even when the signal has been impaired by distortion and 

noise. When the impaired signal is received, it is known 

that at the equally spaced sampling instants, the signal is 

at one of two signal levels. Thus, providing the level is 

identifiable, a new signal pulse can be generated and 

inserted in place of the impaired Koise: The process is 

termed regeneration and is a basic feature of a digital 

channel which depends on the signal to noise-power ratio 

of the channel. As the transmitted signal becomes more 

noisy, the probability of an error in the regeneration 

process becomes greater. When the channel is a landline, 

the effect may be minimised by frequent regeneration, before 

the recognition error probability becomes too great. 

However, regeneration is not used on transmission channels 

using radio links because this would require the signal 

to be demodulated at each repeater to provide the base-band 

digital signal for regeneration. Such a process is 

obviously not desirable. It is usual in these cases, to 

modulate the pulse waveform onto a carrier, the modulation 

process having inherent noise immunity; examples are 

frequency and phase modulation,
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Digital channels allow for time division 

multiplexing of signal sources with efficient elimination 

of cross-channel interference. This feature, of course, 

is not unique to digital communication, but the signal 

presentation allows for efficient and accurate processing 

and transmission of t.d.m. signals. This feature is 

extremely important when considering the encoding of 

television colour signals. A colour television system 

requires three basic channels to define the image. When 

these signals are in analogue form, on separate channels, 

they are extremely sensitive to imbalance and line 

distortions,in fact, an imbalance as low as 0.1db can 

be detected by the eye. Hence, in analogue form, precision 

circuits and transmission lines are necessary to maintain 

the required colorimetric balance. By encoding the signals 

in digital form, the signal balance is no longer a function 

of the transmission line and lower quality transmission 

may be acceptable. 

Modern communications require information storage 

facilities and the ability to handle general data. This 

can readily be achieved with a digital signal. The 

digitally - encoded analogue signal can easily be applied 

to digital computers for processing andcontrol, from which 

Valuable data can readily be obtained. 

In a digital channel, it is necessary to know how 

many pulses-per-second can be transmitted in a finite 

bandwidth,so that each pulse can be optimally detected for 

decoding or regeneration and to obtain a measure of the 

required signal power.



Let the pulse sequence be a series of delta 

pulses, where the weighting is kn for the f° sample. 

In this particular case of a binary, digital channel, 

kn ean have one of two values. 

The pulse sequence is represented by the infinite 

series: 

+00 u 

P(t) = ) k -6(te-=), Wivsie. i. 

m FP M=-0 

where, P(t) is the time-domain pulse function. 

P the pulse repetition rate. 

M an integer. 

The Fourier Transform is given by: 

M +00 i 

P(t) ect) Ke ; ps ive. 2d 
M=-0 

Bandlimiting the pulse function to a frequency 

f., the time domain response of the band-limited function 

is given by the Inverse Fourier Transform: 

+ 

(+) ; y Ae Bote ey k_.e 17 os bet alocss 
* -f, Me-2 ® 

By integrating equation (2.3) and rearranging, 

it canbe shown that: 

Sintant, (t-3)} +00 

P(e) mi 22 pe seer te§) 
wk M M=- {anf (t-5)} 

Consider the vw’? pulse; this pulse may be detected 

without crosstalk from adjacent pulses at times (t=3), 

providing that the zeroes of the remaining pulses formed 

by the (Sin x)/x function, coincide with the peak of the 

k, pulse. For this condition:
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if P<2.f then further filtering will realise 

the ideal condition, whereas if P>e.f, permanent 

inter-pulse crosstalk occurs. Thus, it may be 

concluded that in a bandwidth (P/2)HZ., a pulse rate 

of P(P.P.S.) may be propagated without interference 

between adjacent pulses and that under these conditions 

the ideal signalling pulse has a shape defined Dyes 

Sinin.P.t} bee) Signalling Pulse Shape = TeP.t} 

This result, equation (2.6), is not physically 

realisable. However, a close approximation is possible 

by careful filtering; this requires excess bandwidth. 

Hence in a practical situation, P<2.f, and bandwidth 

redundancy is introduced by relaxing the system design. 

It is evident from observation of the digital 

communication channel, that in a given time period 

only a finite amount of information can be transmitted. 

This is a limitation of the system. Consider an 

analogue channel. If in the analogue system no noise 

were present, then at every instant, assuming initially 

an infinite bandwidth, an infinite number of levels 

could be transmitted. This condition is never 

realised in practice. Most systems and all systems for 

sound and video transmission have a finite base - 

bandwidth; thus above a frequency fj» zero energy exists. 

Also, either noise is present which limits the number of 

levels of signal which can accurately be defined, or in
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a system a certain level of noise is possible 

which will not generate obvious impairment. 

If a certain background noise is permissable 

and the signal is band-limited, then an analogue 

Signal can be encoded into a digital pulse sequence, 

suitable for transmission over a digital channel. The 

system for converting an analogue signal into a 

digital signal is called an ‘analogue to digital 

converter'. The reverse system is calleda'digital to 

analogue converter'. Section 2.2. considers how 

analogue to digital conversion is achieved by delta- 

modulation; section 2.3 explains a delta-sigma 

modulator, digital encoder and finally, section 2.5 

explains pulse-code-modulation (P.C.M.). 

In all the digital encoders, an analogue signal 

can, theoretically, convey information at an infinite 

rate. However, the digital channel can convey 

information only at a finite rate. Thus, the digital 

process will modify the analogue signal. The 

distortion introduced by pulse coding is referred to 

as ‘quantisation distortion' or 'quantisation noise' 

and is fundamental to all digital encoding systems.
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oo Fundamentals of delta-modulation. (5, 36, 37, 38) 

Delta~Modulation is a method of encoding a digital 

signal to convey information contained in an analogue 

modulating signal. The digital modulation process is 

based on making a sequence of two state decisions at the 

digit rate of the encoder, The decisions are such that 

the pulse sequence directly conveys information about the 

analogue signal. Thus if the spectrum of the pulse sequence 

were analysed, it would be a function of the baseband 

modulating signal spectrum, 

Delta=Modulation (AM) is related to the inter=sample 

differences of the modulating signal and thus encodes the 

first derivative of the modulating signal. Sinks the 

modulation process is formed by a two-state decision at 

each sampling point, it is necessary to observe and store 

past information about the signal in order that the dynamic 

range may be extended to more than two levels, 

The basic modulator is shown in 2=1(a). It consists 

of a system that makes two-level decisions, the decisions 

being based on a comparison of the present value of 

analogue signal with a stored signal. After a decision 

is made, the local store is updated accordingly. ttiwild 

be shown that the characteristics of the store control the 

bounds of the modulating signal. 

The operation of the delta=modulator is as follows. 

The modulating signal D(t) is compared with the locally 

stored signal S,(t) to generate a difference signal q(t). 

The comparator gives an output c(t) such that,
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a(t) eh SS 57s eae} ul =
 

q(t) < 0 9 e(t) meds 

The comparator output c(t) is then sampled by 

a clock pulse and held for a duration of the clock period. 

The held pulse then forms the pulse sequence P(t). The 

store network is updated by the transmission pulse in 

readiness for the next comparison at the following 

sequential sample. 

Thus, the modulator generates a local signal 

S,(t) which at each sample instant approximates to the 

analogue modulating signal D(t). The quantisation error 

is therefore q(t), where, 

Gi%) 2 DIG eS Ct ye ee NE eT) 

The signal s4 (t) can be transmitted to a remote 

receiver by propagating the pulse sequence Pi(t) down 

a digital transmission channel. At the receiver s(t) 

can be reconstructed by an identical store to that in 

the encoder. Finally, as shown in Fig. 2-11(b), the 

the quantised signal S,(t) is band-limited to exclude 

frequency components outside the range of the modulating 

signal. 

In practice, the store may be any network that 

permits efficient encoding and produces a stable feedback 

network, 

The validity of the decoding system may be established 

as follows, 

Let: 

YU) oe ee er et (2.8) 

p,(t) 2M ee Oe ow f2s90
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where h and L are operating functions. From equations 

Coates C2 B25 02.904 

Det} => bedBp Ae + Warton, (th) 6. (2-aG) 
where oe represents the inverse function of L. However, 

this operation is non-reciprocal and completely indeterminate; 

thus it represents an error for which no better approximation 

can be found. Hence, S,(t) is the best approximation to 

D(t) that can be realised for a given system. 

In practice, the remotely decoded signal yt 

will not track S,(t),the local decoded signal, exactly. 

This is due to two basic reasons. Firstly, transmissions 

errors are always probable, however small the probability, 

when noise is introduced in the transmission channel. 

Secondly, the initial conditions on the local and remote 

stores will in general be different. The two system 

failings may be minimised by frequent accurate regeneration, 

before channel noise increases the error probability to a 

too great a level, and by limiting the store to a finite 

memory. Thus transmission errors and incorrect initial 

conditions are only transient. 

The simplest,reliable store is an arithmetic 

accumulator, the output of which changes a fixed amount 

at each sample, the change being either a positive ora 

negative increment, depending upon the polarity of the 

modulator output pulse, P,(t). 

Analytically, this system can be realised by letting 

the output pulse sequence be a series of positive and 

negative Dirac impulses or delta pulses. The store is then 

a perfect integrator. The output of the store is thus a
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series of positive and negative step functions. Pig. :2=2 

illustrates a basic coding sequence of a delta-modulator 

with a perfect-integrator store, the step height of which 

is chy vend the ‘clock rate 16) 7, (p.pie.), 

The Tate ia process is said to be in a non-overload 

condition when at each sampling instant, 

Sine ACR Or on 

This condition is violated when the signal slope, 

d D(t) is greater than the attainable output slope of 

tee store, the modulator is then said to be in a condition 

of slope overload. 

With the modulation process illustrated in eo ei 2 

the quantisation error is measured just after the occurence 

of a sample, that is once the store has been updated. Thus 

the time ty for this measurement, is defined as, 

Bye Nt Ot 
Pp thaw (RL a) 

LIM 53 20 

where N is the he sample. 

In a practical delta-modulator, pulses of finite 

duration and amplitude are used, each pulse being arranged 

so that the leading edge coincides with the delta sample; 

the duration is generally the clock-pulse period, (1/P). 

Consider the response of a finite pulse of amplitude 

V and duration (1/P) in comparison to a delta pulse, under 

an integration process. For the two pulses to generate 

equivalent responses when used ina delta-modulator, then 

the integrated responses prior to the next sampling instant 

must be identical. For this condition, with a single- 

integration store, the area under the delta pulse and the 

finite pulse must be identical. Thus, if the weighting of 

the 6 pulse sequence is Sw, then,
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Area of Finite Pulse Nee 

O
l
e
 

Area of 6 Pulse mt OW) ii5 

therefore. Vics Pag Oi 24 weiss tp 12) 

However, if the time ¢onstantSused in the delta 

pulse integrator and finite pulse, integrator are different 

say, EC) and (RC) Es then for both pulses to generate 

the same step height, 

AB). Ss gene CRS) us (arda). 
P Sw Ss 

The effect of using a finite-pulse duration of one 

clock interval, with a perfect integration store, is to 

delay the integrated value by one clock period. Thus the 

error for the né® sample is measured as, 

a CN) PON) a SL UGNEL ype igee (2-14). 
2 Le P 

Thus, the step height, h, is only realised after integrating’ 

over the duration of the pulse. For analytical reasons, 

the delta pulse systems will usually be considered, as this 

has the minimum of system parameters, 

If, in a delta-modulation process with perfect 

integration, the quantisation levels are yigorously defined, 

then certain observations can be made about the system 

waveforms. For convenience, the step height’ has been 

normalised to 'l' and the quantisation levels arranged, 

arbitrarily, to be integer values. Fig. 2-2 then reveals 

that on even samples, the store output signal, S,(t) is at 

even quantisation levels and at odd samples S,(t) is on 

odd quantisation levels. This result is of importance 

when considering delta-modulation to P.C.M. transformations. 

For values of p(t) which lie between the limits of
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a quantisation level and an adjacent level, the output 

pulse pattern is unaffected and the idling pattern is 

generated at the modulator output. The idling pattern 

can be represented as ...010101.... The system therefore 

exhibits a threshold of coding, such that the modulation 

signal, p(t), must exceed a quantisation level in order 

to excite a change in the output-pulse sequence. It is 

possible under the idling condition, that the long-term 

mean of the quantisation error signal, q(t), is non-zero. 

The introduction of a second-order system can detect this 

non-zero condition and correspondingly reduce the coding 

threshold to a lower value. 

It has been stated that infinite memory in the 

feedback path of the delta-modulator and in the remote 

decoding network, is undersirable, because long-term 

accumulation of errors results in poor low-frequency 

stability. It is usual to introduce low-frequency roll- 

off in the integrator response to minimise these difficulties. 

Fig. (2-3a) illustrates an operational integrator and 

Fig. (2-3b) shows the equivalent network of this 

configuration. In practice, the finite-gain amplifier 

would be formed from a very high-gain amplifier with d.c. 

feedback applied. Such a network is shown in Fig.(2-3c ), 

In the networks of Fig. (2-3), all the integrators 

exhibit low-frequency roll-off due to the finite amplifier 

gain. Thus, even when an operational amplifier is employed 

as an integrator, the system appears as a RC integrator) 

with a cascaded gain element. Assuming the amplifiers to 

have a gain A, but perfect in terms of bandwidth and input 

and output impedance, then:
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Ay; (f) =. <A. { i Ce tees 
CL +40 2e2(1 -+ OTC SPpRN 

In delta-modulation, the slope-overload characteristic 

of the delta-modulator is, in general, frequency dependent. 

The frequency-selective network for the practical, single- 

integration store may be considered a RC integration 

network, as described by equation (2-15). Perfect 

integration is realised when A * *%, To determine the 

maximum amplitude of a sine wave a of frequency f, that 

fully loads a RC integrator delta-modulator: 

For this calculation, a sinusoidal excitation is 

applied, and the relationship between its peak amplitude 

and frequency determined. This then determines the shape 

of the Fourier Transform of a general modulating function 

that will optimally load the modulator. 

A RC integrator, modifies the step height of the 

store depending upon the relative position of store output 

S,(t) in the system dynamic range. Since the step height 

changes with S(t), the slope overload criterion also 

depends upon S(t). 

In the calculation, pulses of amplitude V and 

duration 1/P, where P is the clock-rate, are considered. 

The results are therefore of practical use. To determine 

the step~height, the change in capacitor voltage, AV.» over 

a clock period (1/P), is calculated, assuming an initial 

capacitor voltage is The time interval is taken from 

N to (N+t1). The calculation is performed for a positive- 
P P 

voltage pulse, but is alSO applicable for negative pulses 

due to system symmetry. Fig. 2-4 illustrates the basis of
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the initial calculation, where the RC integrator has 

a time constant of value RC. 

The change in capacitor voltage AV» is given by 

(N+1) 

Pp 

J ae Citta, 
ean verte) 

N 
iB 

The current I in the capacitor over the time 

interval is identical to the resistor current, assuming 

no loading. Hence, 

= + V Ts Av.) 
iL ee 

eee C2817) 
R 3 

Eliminating I between equations (2-16) ana (217) 

(N+1) 

  

{V-(V_+AV_)}at, 
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Rearranging the integration 

  

  

(N+1) 
rs d(AvV_) P 

ra = 7 fat {v-(V_+AV_)} (RC) me 0 c c - 

Hence, integrating and rearranging, 

~1/(P.R.C. ) 
Avs {l-e } eve), v ties (2428) 

The slope of the delta-modulator output S(t), over 
; ; N (N+1) N : ; the time interval p to ==—* ,, when Salen V, is given by 

d ee 

? PP 

Thus, substituting for AV, from equation (2-18),
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d at JCP. Oo) 
at °2 % (t) y = Pu (WAV) (1- byes, +s (e=—19:) 

Cc 

If the quantisation error exceeds a maximum of 

one quantisation step, then the modulator is in a 

condition of slope overload. This condition occurs if 

the modulating signal slope exceeds the local store slope 

defined by equation (2-19). 

Let the sinusoidal modulating signal of frequency f 

be given by 

D(t)-s.D, 
f 

where, D(t), is the modulating signal. 

« bin(ontt), iavaheweed 

Dy; the maximum amplitude of D(t) that can 

be encoded at a frequency f without slope 

overload. 

f, the modulating frequency. 

The first time senate of D(t) is given by 

- B(t)'s:(ane). Do. Ooslantt), ee of eas.) 

When the maximum-amplitude signal is applied to 

the deltamodulator, the condition for no slope overload 

is 

d ae eee at D(t) ie a S(t) wes cere?) 
V V 

c c 

where V, is the value of S ,(+) where the condition for 

slope overload is limiting, and DE is set so that there 

is only one solution of the equation per half cycle, 

considering the positive increments of step height. A 

similar solution is obtained for negative increments in 

the negative cycle of the modulating signal due to system 

symmetry.
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Substituting for D(t) and S,(t) from equations 

(2-19) and (2-21) in equation (2-22), gives 

P.(v-v_). (tite ERO) ) to gey. Das Goalontt), 

Providing slope overload does not occur, then 

from equation (2-14), 

¥.= D>. ‘ - Sin(2nft) + q(t)» 

where q(t) is within tAV 

Hence, eliminating Vo 

P.(V-D,. Sin(2nrt) - ¢(t)). (r-e72/ (PRC) ) , 
T 

= (Qnf). Dee Cos(2nft), 

Therefore, P.(V-q(t)). (1-e7t/(PRO)) _ P.D;- Bin(erft).(1-e72 (PRS) ), 

= (2nrf). Dee Cos(2nft) » Gaus (O83) 

Rewriting equation (2-23) as 

@ +b, Sind’ = cc. Cosé, (iw. S—21) 

-1/(PRC) ) where, a P.(V-q(t)).(1l<e 

b = =P.D,. (1eeTL/(PRC)) f 

em. (Ont). De 

6 = (2nft), 

Squaring equation (2h ) 

(a*+ Sab sind. + v* Sin@e) = e*(1-sin7e) 

Therefore, (b° + oft. Sin’9 + 2ab Sine + (a® - °°) . 0
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The condition for a single solution of Siné is 

ie? ia (bee). La ean) 

Hence, simplifying, 

on tae pe") = 0, 

therefore, Si aw 6, 

or, amr eee 0, PP a 

c=0 is not a realistic condition; thus for a single 

solution of Sind, using the quadratic solution, 

Siné = ene ° vies ane) 

Coos) 

Substituting for a, b, c in equation (2-25), 

gy). Cie) ae ip. ieee)" 

~{(20f). Dt =U, 

Solving for Dy and taking square roots, 

  

ae | : {v_- g(t)} : 220+ (2-27) 

hes (2rf) 
pe (yee L/ (PRC) 2 

Since “Ay. < Gee ys AV, there is a tolerance on 

BD, which can cause slope overload. Since in general, the 

coding pattern repeats only after many cycles of 

modulating signal, for constant D f and P, slope 2 

overload may just occur on certain cycles. Thus to ensure 

that slope overload can never OCCU, DUT 4 

a(t) = AV.
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Hence, equation (2-27) becomes, 

  

CV se AE) 
De si - ni bee elQeOR) 

3 
; it (27f) 

pe tine l/ (PRC) 32 

To determine AV, at S(t) = V.» Substitute for 

a, b, c, 6 in equation (2-26). Hence, 

Lee. Wa): (ase 2/ (FRO) 2 

Erbe (qee71/(PRC) 2 , es (are)?| 
  

Sin(2rft) = 

Now, ee Dee Sin(2nft) + q(t), 

Substituting for Sin(2nft), 

Therefore, 

p’ (¥-a(t)) (1~e72/ (PRO) 2 
yo e + tee 

2(y-e t/ (PRC) 2 + (oer)? 

  

P 

Since AV is a second-order effect. 46 «18 

reasonable to neglect q(t) in the expression for he 

Thus 

V 

(ont)? 

2 {ine lf (PRC) ,2 

ce
 

1+ 

P 

Substituting for V, in equation (2-18),



27-6 

i el / (PRC) y 
AV s(i- il <

 

7
 t 

(one)® 

2 o71/ (PRC) \2 
Pies Lm 

| 

pate (229) 

Equation (2-29) calculates the quantisation step 

at the point verging on slope overload, and thus 

represents the maximum margin on equation (2-28) to 

prevent slope overload. 

Consider now an approximate form of equation 

(2-28). 

a Expanding, P {tee Tlf (PRC) 32 

  

  

  

pe {7 - a.e7l/ (PRC) , .-2/(PRC), 

2 x 2, 1 Mie AR ome 2%. + ~ sree) 
Cay (pRc)%2 (prc) 26 

2 4 8 07 + ~ Pore) 

(PRC) (pRc)*2 (prc) 36 

a po { — - a + ~ res, 

(PRC) (PRC) (PRC).12 

In a practical modulator, RC<107° 

Pv100.10°(P.P.S.) 

therefore, PRO>1LOOK 

1 
Hence, fer eT/ (PRC) j2 v RC? 

Substituting the above expression in equation 

(2-28) gives:



Pe 1 ; + tive lou 3Q) (VeAV ) {1 + (2nfRC)°}? 

Equation (2-30) represents a practical solution 

for the slope-overload condition, for a single sinewave 

of frequency f. 

Equation (2-30) shows that the slope-overload 

characteristic of the deltamodulator is identical to 

the gain characteristic of a passive, RC integrator. 

The signal magnitude of the overload characteristic is 

obtained by applying a sine-wave input of magnitude 

V (Volts) and sweeping the frequency of the sine-wave 

Over the base-band frequency range of the delta-modulator. 

The amplitude, V (volts), of the sine wave applied is 

equal to the pulse amplitude, V (volts), of the taviet 

pulse waveform of the delta modulator. This process may 

be applied for any transfer function that is introduced 

into the feedback network. Thus, to optimise the 

loading of a deltamodulator it is necessary to develop a 

transfer function that matches the power spectrum of the 

modulating signal. However, to realise optimum 

performance for the deltamodulator, a hybrid system is 

required. This is discussed in section 2.4. The limiting 

factor on the transfer function in the closed loop of the 

deltamodulator is the Stability criterion of the system. 

For modulating signals that are high in frequency 

compared with the low-frequency turnover of the 

integrating network, or in systems where the integrating 

network is a perfect integrator, then equation (2-30) 

becomes
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AEE CRC) 
= V. : ime AOR.) 

(21f) 

go 
ry

 1 

ie aL 

On(RC) 

A deltamodulator coseprar loop allows the 

introduction of a second-order network, which within 

limits, can produce a stable system with an increased 

dynamic range. Observations of stability will be 

considered in a later chapter, but in general two 

cascaded integrators with a predictive loop can generate 

a stable system. Fig. 2.5A illustrates an ideal 

second-order system and Fig. 2.5B is a passive 

approximation to the ideal. 

The transfer function A, (tf) of the ideal second- 

order system of Fig. 2.5A, is given by, 

  

A,(f) = 4 — + a eat 

(20f)". 22> jlenf)T, 

Therefore 

A,(f) = = { i + jG ey, it eeae) 

(2g) eter Lone) Ts 

If the pulse height of the delta-modulator is, V, 

then the slope overload characteristic, for a sine wave 

of frequency f is, 

oe 1 
aK ot aL: ‘ + qe }? 

Cort )T).: Con2To? 

Cie ete aS) 

5 
It is found with a double-integration network, 

that when making a comparison at the ye sample, it is 

necessary to predict linearly the store output one clock 

period in advance, and use this predicted value in the
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comparison procedure. The prediction is locally applied 

to each sample. Consider the case where a sample is to 

occur at time ) and the predicted value of store Ee 

(N+1) 
P 

  

output is required at time 
| 

e 

Fig. 2.6 illustrates the behaviour of the store 

output 8, (t). 

The store output at time 

w
=
 

without prediction is 

S, ( 

=a 

), but the predicted value s, (2) is required. 

Predicted 

The predicted value assumes that S,(t) continues to 

Change over the interval N to (N+1) in a similar way to 

its change over the interval (N-1) to N. Therefore, 

there is no discontinuity at time (N/P) when considering 

the predicted value of S,(t). 

Applying Taylor's expansions over the interval 

N (N+1) , gives 
Bree 

N = N i t N ee Sa " N 

Predicted 

Since linear prediction produces a stable system, 

the second derivative term may be neglected, as it is 

@ small quantity for a finite pulse and zero for a delta 

pulse. 

Hence in the network shown in Fig. (2.54), 

¢ = — eo 6(2-34). 

The problem of stability depends upon the transfer 

function of the network in the closed Loop o¢ the 

deltamodulator and the type of pulse applied to the
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transfer function. However, in most of the literature, 

the above predictive assumption produces an efficient 

encoder.



p
a
 

  

326 

    

  
  

          

    
  

      

  

  

        

f- =D 
p(t) 

wede ee c(t) 
P(t) 

: cote . 
Clock 

P( pps) 

Otore 

S(t) 
A 

(a) Encoder. 

(KH 
P(t) —————=l Store [Ns 

/ 1 S(t) Filtered output. 
1 

(b) Decoder. 

Fige2-1. General delta-modulator system. 

quantisation levels. 

i 
LL.

 

Po
 

a
 
A
O
N
.
 
N
D
 

e
e
 

& 
4 

o
y
e
 

i.
   

  

  

      eae 
h eo ke.     

    

  

  

            

  p(t) 

    

  

        

Beh ie aia 
| | bed lie: oat 

Ooh oem AO OO a At ae teak ab 4b 48 4B 

Output pulse waveform P(t). 
A 

Fig.2-2.Pulse coding sequence of a perfect integrator store gE g 1 Pp 

delta-modulator.



  

          
    
    

  

  

  

  

  

  

        
        

C 

Z 
Ih 
Wy 

R 

a: 
— WWW OM 

A 

a 

(a). 

apiceuk) 
ht 

(b). 

it 
VW 

G 
i 

$—--— 4 
R 

R 2 

a 
qe 

R 

2 
As= a (c). 

R 

2. 

Wigec-3. Integration networks. 

(a) RC active integrator with finite sain amplifier. 

(b) Equivalent network of FPig.2-3(a). 

(c) dec. gain determined by negative feedbeck loop.



34. 

  

  o
n
e
s
 <<
 

ee
 

|
 

  

(1/P) 

RC 7 

    

  

-V {OV 
c c 

Capacitor voltage. 

-» time. 

pulse amplitude. 

pulse duration. 

time constant of RC integrator. 

change in integrator output over time interval 

N to (N+1}, when initial voltage at time Nis V. 
P P if c 

initial integrator voltage at time N. 
F 

resistor and capacitor current over clock period. 

Calculation model of step height for RC integration 

network.



      

  

      

Fig.e-5(a). 

    

  

  

  

Seanad AACA GUE 

Fige2-5(b). 

o Ny 

7 a” 5, eee ras. 

Pee i 

ALP’ | 
i | ' 
\ | ! 

1 \ 
: 

| | | 
(1) N (N+1) (N42) (N+3) 

P P E P P 

Fig.2-6. 

Fige?-S(a). Ideal second-order system with predictive loop. 

Pige?-5(b). Passive approximation to second-order system. 

Figer-6. Predictive process applied to local store outpit. 

356



366 

2.3 DELTA-~SIGMA-MODULATION. (AZIM) (23, 24) 
’ 

By introducing a linear transfer function in 

the input signal path, it is possible to generate an 

output pulse waveform Pi(t) which contains, directly, 

the spectrum of the modulating signal, M(t). Such a 

modulator is termed a delta-sigma-modulator, AIM. 

Let ithe store in the feedback path of a delta- 

modulator have a general linear transfer function h(f). 

Let us analyse the delta-modulator variables in terms of 

their Fourier Transforms, where, 

D(f) o. OFED( ty}; cecelos eo) 

5, (?) = F{S,(t)}, ne bt o+ 30) 

Fo ( 8) F{P,(t)}, veea Coe St) 

Qf): m. Fhqglt)), jens 2-964 

M(f) =z  F{mM(t)}, tier euad) 

Substituting for D(t), S, (+) and q(t) from 

equations (2-35), (2-36), (2-38) in equation (2-7), gives: 

a(f) = D(f) - S,(f) 

But 8, (f) = h(f).P,(f) 

Therefore, 

ee) oe thie) pls) 2) tn 8)) sca th). 
Put M(f) = {h(f)}7t p(f) ose (2-40) 

Therefore, 

Pit) = MCE) in(#)} 7" .9(£) cor kee ht) 

When a transfer function h(f) is introduced in 

the input signal path to a delta-modulator, equations
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(2-40) and (2-41) show that the output pulse sequence 

is directly related to the modulating signal. However, 

the quantisation noise is now frequency dependant. 

Thus, if q(f) is the quantisation noise spectrum for the 

delta-modulator and eS, the quantisation noise seals 

for the delta-sigma modulator, then 

a, (f) - alt} : eat 

The conversion of delta-modulation to delta-sigma- 

modulation is thus seen as a transposition of the linear 

demodulation network, prior to final filtering, to the 

input-signal path of the delta-modulator. 

Equation (2-41) demonstrates that the delta-sigma 

modulator is realised by inverting the transfer function 

h(f) in the forward path of a modulator Loops. oF Les 2-7 

illustrates the formation of a delta-sigma modulator 

network. 

The delta-sigma modulator has certain advantages 

over delta-modulation these are as follows: 

a) The AZM is capable of transmitting a d.c. signal, 

Since decoding only requires a low-pass filter. 

b) Transmission errors are not accumulated, and only 

generate a transient response, this response depending 

upon the low-pass filter. 

c) The output voltage swing of the integrator is limited 

by the feedback action; in practice, it is only a 

fraction of a volt, oscillating about the comparator 

threshold level. Thus, the modulator is not limited 

by the finite dynamic range of active integrators.
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a) ont a single transfer function is required in 

the modulation process. Also, the transfer function 

in the decoder is eliminated, further simplifying 

the process and eliminating the need for accurately 

matching two networks to prevent amplitude and 

phase distortion. 

e) The gain/frequency response is constant. The peak 

amplitude of the 100% pulses generated by the 

modulator set the peak amplitude of the modulating 

signal, M(t), at all frequencies in the modulating 

base-band. In this system, however, the threshold 

of coding becomes coarser as the modulating frequency 

increases. This is due to the modification of the 

noise structure shown in equation (2-42); the 

quantisation noise rising at the higher signal 

frequencies. 

It will be shown that the deltasigma modulator 

has many advantageous features when applied to the 

encoding of video signals. Also, the modulator lends 

itself more readily to instrumentation, especially when 

high pulse rates are required. 

The stability criteria of a AIM are identical 

to that of a AM, since the closed loop contains the 

same transfer function. It is also possible to introduce 

the second-order network in the forward path, this still 

being represented by h(f).
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2.4 Hybrid delta/delta-sigma modulation and its 

application to pre-emphasis and de-emphasis 

hetworks. 

Signals generated by a particular signal source 

can generally be represented by a characteristic 

amplitude/frequency characteristic. It is desirable to 

match the power distribution of the modulating signal 

to the overload/frequency power distribution of the 

delta-modulator, so aan the optimum signal to 

quantisation noise ratio may be realised. 

The strategy for optimisation can be achieved by 

two methods. The first allows for the modification of 

the delta-modulator overload characteristic. This, 

within certain bounds, may be obtained by modification of 

the transfer function in the feedback loop, without 

degrading the inherent signal to quantisation noise ratio 

of the delta-modulator. 

Consider the general pulse modulator of Fig. 2.8. 

It will be termed a hybrid delta-modulator. 

In the hybrid delta-modulator, the demodulation 

network is derived from the network in the feedback path, 

h,(f). Thus, the modulating signal applied to the hybrid 

delta-modulator is pre-emphasised by the transfer function 

th, (2)3%, 
To maintain stability, and realise the optimum 

Signal to quantisation noise ratio, then 

h,(f). ho(f) = n(P) oo+e (2-43) 

where, h,(f), is the transfer function in the feedback 

path.
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h,(f), is the transfer function in the 

forward path. 

h(f), is the closed loop transfer function 

to realise the optimum signal to 

quantisation noise of a given system, yet 

maintaining stability. 

In certain circumstances, the transfer function 

h,(f) may be omitted. This, however, usually results in 

a degraded signal to quantisation noise ratio. An 

example is the single RC integrator in the feedback loop. 

The performance of this modulator may be considerably 

improved by the addition of a transfer function h,(f), 

such that the total closed loop transfer function is a 

double integrator with predictive loop. 

The second method of pre-emphasis is to introduce 

an external matching filter network to modify the 

modulating signal and the inverse network to de-emphasise 

the decoded signal, as shown in Fig. 2:9. This method is 

to be prefered with high speed modulators, since only 

certain circuit configurations operate satisfactorily. 

a
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2.5 Pulse code modulation and its relationship to 

delta-modulation. (12, 22, 39, 40, 41, 42) 

Pulse Code Modulation, (P.C.M.), is a method of 

digitally encoding analogue signals. The Sampling 

Theorem states that a bandlimited signal can be completely 

defined by a series of samples occurring at a rate 

exceeding twice the highest frequency component in 

the modulating signal baseband. A sampled analogue signal 

is termed a pulse-amplitude modulated signal. Fig. 2.10 

illustrates the construction of a P.A.M. waveform and 

shows the form of the resultant Fourier Transform. In 

this system, the sampling function is a sequence of delta 

pulses, the sample values shown represent the weightings 

of these pulses. 

Since a digital channel can convey information only at 

a finite rate, it is necessary to restrict the information 

of each sample pulse in the P.A.M. system. The amplitude 

signal range of the P.A.M. system, is divided into a set 

of finite levels, which will be considered to be of equal 

spacings. At each sample, the P.A.M. signal is compared 

with the discrete levels and approximated to the nearest 

level. Such a process, as described in section 2.1, is 

termed quantisation; it results, through the approximation, 

in quantisation error. It is possible to allocate a ree 

to each quantisation level; thus the analogue modulating 

signal is reduced to a sequence of numbers. In the system 

under discussion, the array of numbers will be presented 

in a binary form. Fig. 2.11 illustrates a simple four-level 

P.C.M. &8ysten.



im: Tike Ge okt waht f is the sampling rate of the 

P.A.M. system,the quantised signal may be represented by 

a sequence of binary numbers occurring at a rate fe The 

binary number may be directly represented by a two-level 

digital signal, hence, 

fun = 0 2-0 : 26 O2k wedge". 1 

N_ (N+1) (N+2) (N+3) (N+h ) (N+5) 
f - 2 f £ f 

s s Ss s s s 

where Pooy(t) is the pulse waveform of the P.C.M. signal. 

By suitable synchronisation of the pulse waveform, 

the binary numbers can be identified at the receiver and 

the quantised P.A.M. signal reconstructed. 

In the present section, the relationship of the 

quantised P.A.M. signal to the quantised output of a delta- 

modulator will be considered. In section 2.6, a method 

of generating a P.C.M. binary encoded pulse waveform is 

outlined, using a digital delta-modulator. 

For discussion,the uniform quantisation levels of the 

P.C.M. system are assumed spaced at intervals of value 2 

units. Since the quantisation process approximates each 

P.A.M. sample to the nearest quantisation level, the 

instantaneous quantisation error a(t) lies within the range: 

-l ¢ a(t) <1, 

In the sampling process for generating P.C.M., the 

Samples are equally spaced and occur at a rate ts? where 

where, fi is the upper frequency bound to the baseband
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modulating signal. 

Consider now the quantised output of a perfect 

single-integration delta-modulator, where the step 

height is uniform and normalised to a value of unity. 

The initial condition of the integrator is set so that 

each quantisation level is at an integer value. The 

modulator is assumed to generate delta pulses at the 

output; thus the integrator level changes in unit steps. 

For this system, the instantaneous quantisation error, 

assuming no slope overload, is given by q(t), where 

An initial observation is that the error signals 

of both P.C.M. and delta:modulator have the same tolerance, 

when the parameters are defined as above. In the 

quantised P.A.M. system, the quantised signal values are 

always an even integer value. However, in the delta- 

modulation system, the quantised output is only at even 

levels on even samples, (see section 2.2 and Fig. 2.2). 

If the following conditions are satisfied: 

a) the delta-modulation sampling rate P is made an 

even positive integer multiple of the P.A.M. 

sampling rate fe 

db) The modulating signal to the delta-modulator and 

quantised, P.A.M. system is identical. 

c) The delta-modulator sampling rate and P.A.M. sampling 

rates are phased so that the samples of P.A.M. coincide 

with even samples of the delta-modulator.
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Then the two quantised signals are at the same 

quantisation level at the P.A.M. sampling instant. This 

process 16. 11iusetreted. in. Fig, 2.12. 

The method of producing the quantised P.A.M. signal 

using a perfect-integrator delta-modulator only applies 

when the delta-modulator sampling rate is sufficiently 

high that the delta-modulator can encode, without slope 

overload, the full signal range of the P.C.M. system 

at the highest frequency fo Thus, there is a minimum 

delta-modulation pulse rate that can be used. However, 

any integer multiple above this minimum rate may be used. 

There are two conditions for determining the 

minimum delta-modulation sampling rate, P. The first 

condition is that P is a positive, even, integer multiple 

of the P.A.M. sampling rate fs: 

w
 oO
 

ro
 ul (2N).f. cee oan) 

where, P, is the delta-modulator sampling (clock) rate. 

N, is a positive integer. 

£ is the P.A.M. sampling rate. a 

To determine the second condition, let each 

quantised P.A.M. sample be represented by a C-digit binary 

code. Hence if the interval between adjacent 

quantisation levels is 2 units, the P.C.M. signal range 

R, for a C-digit code is, 

2525 

Cert) Therefore, aes ste hens) 

R 
c
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The worst-case sinusoidal modulating signal is 

where the amplitude of the sine wave is R/2 and its 

frequency is fi. the upper frequency limit. 

Hence, the modulating signal D(t) is given by: 

D(t) 
R 

c ‘ 
3 -Sin(enf t) 

Therefore, 

D(t) 2°.sin(2nf t) yes Ce 6) 

From equation (2.46), the maximum signal slope is: 

dD (+) a c 
cael = 2 -(2nf) 

MAX 

og SeTd), 5 gare. ES tr u? 

The delta-modulator must be able to encode the 

Slope given by equation (2.47) without slope overload. 

Since the step height is unity, and the clock duration 

1/P, the maximum slope that can be encoded is P. Hence, 

from equation (2.47): 

+ 

Poe {3,88 Waitt i. (oad) 

Thus, to encode, without slope overload, the, full 

dynamic range of the P.C.M. system, it is necessary that: 

P > ig etl) oy a: 9 eile WO) 

This is the second condition for encoding the 

quantised P.A.M. signal with a delta-modulator. Hence 

from equations (2.49) and (2.44) eliminating P, 

f 
N 2 aon. toe) e340 8.50) 

s 

where N is a positive integer.
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Mathematically, the quantised P.A.M. Signal 

is extracted from the delta-modulated quantised output 

S(t) by sampling, with a 6 function, at a sampling 

rate f.. If Spay! t) is the quantised P.A.M. signal of 

the P.C.M. system, then, 

$00 My 
Saag te S(t). y ${t.— ==) edit? 540) 

M, 00 a. 

where M, is an integer and the conditions discussed in 

this section enforced. 

The frequency domain equivalent of equation (2.51) 

ass 

Spom tt tet Men Bye oe) pute :42) 

Thus, once the spectrum of S,(+t) is known, the 

P.C.M. spectrum can be calculated from the convolution 

in equation (2.52).
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2.6 General methods of producing delta-modulator 

and delta-sigma modulator encoders. 

There are five basic methods by which a delta- 

modulator digital-encoder pulse sequence may be generated: 

1. Use of analogue networks in the closed loop of a 

delta-modulator. 

2. Non-recursive filter to simulate a passive, finite- 

memory, feedback network. 

3. Use of a logical up/down counter and digital to 

analogue converter in the feedback path. 

4. Equivalent open-loop model, (this is the subject of 

chapter 3). 

5. Digital computer simulation of delta-modulator 

encoding systems. 

The above processes are closely related, since 

basically they perform the same functions; however, each 

has advantages and disadvantages. The following three 

sections are concerned with methods 1, 2 and 3 

respectively. Method 4 is the subject of chapter 3. 

Method 5 is not discussed in this chapter, since this 

is a function of programming technique, where the program 

could simulate the methods 1, 2, 3, 4. Examples of 

computer simulation of adaptive delta-modulators are 

given in chapter 10



bee 

arent Analogue networks in the closed loop of delta- 

modulators and delta-sigma modulators.(25, 43, 44) 

With an analogue network in the forward or the 

feedback path of a delta-modulator, the encoding 

performance depends upon the modulator parameters. Such 

parameters are: precision of pulse generation, pulse jitter, 

noise, and loop delays caused by instrumentation defects 

and non-perfect components. 

In a typical analogue feedback delta-modulator, 

the basic loop operations are: 

1. Linear Subhiae tion. 

2. Signal comparison. 

3- Single-bit storage and clocking. 

4. Pulse generation. 

5. Processing by transfer function. 

The main sources of error in the modulator loop are 

threshold effects and response times of the comparator, 

together with the delay and finite rise-time of the one- 

digit clocked store. When signal comparisons are made near 

the threshold of the comparator, the comparator response 

time may be extremely slow, thus introducing considerable 

propagation delay. If the comparator exhibits hysterisis 

effects, this can also modify the response. 

The rise and fall times of the one-digit store are 

' also finite. Thus, when a sequence of, say, ‘one' pulses 

is generated, the pulses containing the rising and falling



edges will have non-optimum weighting. This is 

illustrated in Fig. 2.13. The area under the first 

and fourth pulse can be seen to be in error; when they 

are applied to the transfer function, they will generate 

a non-optimum response. Two possible rise and fall-time 

waveforms are illustrated. 

Because of the accumulated delays around the LOODps 

due to the non-ideal network elements, to generate 

ideally a quantisation level requires a time greater than 

the sample duration. This delay produces an excess 

redundancy in the encoding process, which rises as the 

delay-time/sample period ratio increases. 

Assume that the excess loop delay time is Th: 

This delay may be inserted in the quantisation-error 

Signal path. Fig. 2.14 shows such a modulator and indicates 

the basic limitations imposed by the comparator and loop 

delays. In this system, comparisons made at a time Th or 

less before the (N+1)th Sample will not be detected at 

the (N+1)th sample. Thus, the error signal rises to a 

value Ey at the (N+2)th sample and the quantisation error 

is greater than one step height. The excess error which 

can occur is approximately P.T)- In practice, the excess 

error can take any value between zero and P.T)- However, 

there is also a probability of the excess error occurring 

CO 1 /P..4 86) Pan 
D D 

it is reasonable 

which depends on the ratio of T 

Thus, for an excess loop delay time Ty 

Chace: 

Excess error = f(P.T)), Keaaless 3)
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Hence, for efficient encoding with the analogue 

feedback network, the product P.T) must be kept small. 

This excess delay becomes a severe problem when encoding 

video waveforms, since the sample duration is as small as 

10 nanoseconds. Hence, with the analogue encoder, it is 

difficult to wath nee ore haat encoding at high speed. 

The excess delay also limits the type of network 

that can be used in the closed loop, since stability 

problems arise. It will be shown that a single integrator 

with 100% duration pulses is just on the limit of 

stability, for efficient encoding, (see section 4.7). 

Analogue memories, although suscepttble to propagation 

delays inherent in the closed loop, have the basic 

advantage of simplicity. It is possible to use digital 

integrators in a delta-sigma modulator if the modulating 

Signal is pre-processed by an integrator before delta- 

modulation. However, the d.c. stability will be poor if 

a high signal-to-noise ratio is required at low frequencies. 

A delta-sigma modulator can be approached digitally by the 

use of algorithmic expressions, but such processes, though 

accurate, are relatively slow with the present generation 

of digital computers. 

Thus, the analogue encoder, shown in Fig. 2ct>3° orfers 

an inexpensive practical modulator, where deviation from 

the ideal, though not desirable, may be acceptable. 

Since the thesis concerns high-speed analogue-to- 

digital conversion for video applications, only Single- 

integration networks are considered. This is because



higher-order systems introduce increased phase shift. 

This, together with inherent instrumental loop delays, 

makes the stability margin indeterminate and possibly 

erratic, leading to inferior encoding. Finite pulse rise 

times together with distributed stray capacitance in 

the modulator can also make performance unpredictable. 

As the integration process tends towards a perfect 

integrator, the low-frequency encoding accuracy is 

improved and the modulator can respond to very low-frequency 

changes of small magnitude. The integration process can 

be approached from an operational amplifier network as 

described in relation to Fig. 2.3, A, B. However, such a 

system requires a high-frequency amplifier with high gain; 

this introduces its own characteristic defects, such as 

possible ringing and delay and so tends to introduce a 

higher-order response. An ideal integrator is shown in 

Fig. 2.16. This can be approximated in practice and 

designed to produce only a small delay. 

In the delta-sigma modulator, the difference between 

modulating signal and pulse output signal is summed by 

the integrator, so that the sum of the differences is 

continually minimised by the action of the delta-modulator 

Toop. Lf the current, ins is proportional to the difference 

signal {M(t) - Pi(t)}, then the capacitor voltage * 

represents the desired summation by continual integration. 

The integrator of Fig. 2.16, produces an output 

voltage oo given by: 

co eee Siac (25H)



The integration process may be developed using 

basically three unidirectional current-sources, shown 

in Fig. 2.16, thus providing push-pull operation when 

charging the capacitor C. The value of C is chosen to be 

a compromise between the maximum voltage swing of the 

integrator and the threshold sensitivity of the comparator. 

In Fig. 2.17, one current source is switched on and off, 

corresponding to the state of the output of the delta- 

modulator; the other two produce the bi-directional 

modulating current required for integration. 

Let: M(t), be the normalised modulating signal of a 

delta-sigma modulator, such that, 

Ju(t) e244 

  

Hi current proportional to the state of the 

one-bit store, corresponding to P(t), such 

that, 

1. ee ccie Ts when P(t) 

Tote. On «when: 2..(5) O 
Pp ak 

eee is a constant of proportionality forming the 

mean current to be modulated by M(t). 

is a constant current, since the total 

modulated current, {M(t).1 + I} > 03 

ee, is a constant current to a sink to provide a 

push-pull current drive to the capacitor C. 

The capacitor current, io ne. buss 

i. = {M(t).I. + I} ~ I, ere hate be Oe)



When M(t)=0, the current i, is equal and opposite 

depending on the state of ee i.@e3 

i] H
 Te ee ce, Shen t 

p c 

AL 0, then i 
Pp c c= 

i H
 

v 

and M(t)=0O requires: 

(Pye ae 

Hence, equating sia and ex 45) in equation 

(2.55), when M(t)=0, gives: 

os hee 6 } 

The absolute values of I. and I. are immaterial, 

providing that I. and I, are positive. However, their 
k 

difference is given by equation (2.56). The condition 

ee could be imposed, but this would require the 

circuits to operate linearly down to zero current and 

would leave no margin for drift.
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240 Non-recursive digital filter as passive, finite- 

memory feedback network of a delta-modulator. 

From the discussion of section 2.7, it is evident 

that any system which minimises the effects of excess 

loop delay, will reduce the encoding error. In the 

analogue Teton, the computations are distributed over 

the whole sample period. However, the processes are 

basically arithmetical and for the single integrator, 

the same response can be generated with a digital 

accumulator. If a digital process is derived which generates 

the equivalent output voltage S(t) at each sample instant 

and the computational time is less than the sample duration, 

then switching transients have time to decay and a 

comparator with a finite response time can be used. Thus, 

the performance should be accurate and predictable. The 

second objective is to maintain this encoding accuracy 

when the sample interval is as small as ten nanoseconds. 

In digital systems, it is usually possible to design 

circuitry without capacitors; thus systems can be produced 

in integrated form. 

The digital system to be discussed in this section 

is capable of extremely high pulse rates and uses a non- 

recursive filter to synthesise the store response. Fig. 2.18 

illustrates the basic schematic of a non-recursive filter 

that is suitable for use in a delta-modulator. 

The non-recursive filter consists of a simultaneously- 

clocked shift register. Each element of the register is
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clocked at the pulse rate P(P.P.S.) of the delta- 

modulator. Thus the pulses produced at the output of the 

delta-modulator, Pi(t), are stored as they are 

progressively shifted down the register at the system 

clock rate. Finally, the pulses are 'forgotten', when they 

have been shifted by the length of the register; hence 

the limited memory. Each stage of the register produces 

an output level, which remains constant over a period 

equal to the clock duration. The output signals of the 

shift register stages are weighted by coefficients and then 

summed to form the integrated signal S_(t). The magnitude 
1 

of S,(t) depends on the state of the register. By suitable 
a 

choice of the weighting coefficients, the filter can 

produce a signal approximately equal to the sampled and 

held response of an analogue integrator. The operation of 

the delta-modulator is, in other ways, identical to the 

analogue system; the digital system replaces the analogue 

network. 

The non-recursive filter can only synthesise responses 

that are convergent. The impulse response of an RC 

integrator is convergent and can therefore be synthesised. 

The number of elements in the register must be finite and 

consequently there is a truncation error. Providing that 

the RC response is simulated for a duration of 5RC, then 

the truncation error is negligible. A basis for the 

determination of the coefficients in the filter may be 

established as follows: 3 

The shift register in Fig. 2.18, is capable of 

propagating a two-level signal that changes at the delta-
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modulator clock rate. The same signal distribution 

could be realised by propogating signal Pit) down linear 

sy SD eae 
Pp? Pp? Pp? 

The digital filter may therefore be calculated in 

delay lines, with incremented delays, etc. 

terms of an array of linear delay lines, where the driving 

function is digital. Fig. 2.19 illustrates the proposed 

model. 

The time response of the above filter to an input pulse 

sequence Pi(t) is defined at the sampling instant as: 

M 
: N 

eet ies L bate ys Sy be 62ST) 
an 

where, N and Me are integers and Me is the number of 

stages in the delay array. 

Let Pi(t) st): 

Therefore Z 

N 
S,(t) ay: 6(t-p) > seek 2B) ul 

7
S
 

N=0 

Equation (2.58) represents the sampled impulse response 

of the non-recursive filter. The impulse response of the 

passive RC network when the same magnitude impulse is 

app laced tostheeinput sy -lsk 

E TE/A RC. Spo lt) =e ‘ 

(t) where, Spolt) is the impulse response. The signal Spo 

is evaluated only at the sampling instants. Thus when 

Spa(t) is modulated by the delta sifting function: 

Ba Cd oo 
RC oar N/(PRC) 

= .8(t-2) ied Ve eee? 
N=0 

SAMPLED
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Equating the coefficients of equations (2.58) and 

(2.59) and introducing a scaling factor (S,) gives: 

a BS e N/CPRC) N f° es 2. CO) 

In the practical filter, the number of delay 

increments is finite, M3 thus there are only coefficients 

evaluated from equation (2.60) up to a These Mo 
s 

coefficients are related to the impulse response of the RC 

integrator, as shown ,in*Figs.2.20. 

The truncated response of the non-recursive filter 

is represented by: 

s 
o N/ (PRC) 

t
i
i
 a
 

és at Spat at) 2 sot 5) s ins eee? 
N=0 

Since it is required that the impulse response 

of the network is convergent, the response contains only 

finite energy. Thus, as t+», mean square terms tend to 

zero. To obtain a figure of merit for the truncated response, 

the total error energy to total impulse-response energy 

ratio is calculated for a single impulse response. 

The total impulse response ssuhed obtained from 

equdtion (2.59) 6 ts: 

Total impulse response energy = ) a Eee) 
N=0 

i 7 

Cimes ay ERCDT 

The total error energy, when the impulse response 

is truncated after Me terms is given by: 

éttae >) oe -2N/(PRC) 
Erron energy = ) e °
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s 
“3 one ES hated y ag aude (ee 

N=0 N=0 

Therefore, 
; 

-2(M_+1)/(PRC) 
Error energy = : obs 

ite a ey eee 

Therefore, 

gee as . ee es ce ean 
Total energy 

ee : 

Impulse 
Response 

Ideally, 2(M_ +1) > 51 Re7, 
PR 

Therefore, 

Mg {eetERC)=1) Oeste 66) s 2 

Using the criterion of condition 2.63), 8 large 

number of store elements in the shift register would 

result. Hence, for a practical system, a modified response 

with fewer storage elements would be necessary. The scope 

of this system approach is considerable as a method of 

generating high-speed delta-modulation. 

The feasibility of the non-=reciursive filter has been 

checked by digital simulation on a computer. This is 

discussed in chapter 10. 

The non-recursive filter allows a second-order 

response to be introduced without the inherent loop-delay 

problems. However, such procedures require considerable 

analysis, especially because of truncation errors. Moreover 

the truncation error must at all times be small in 

comparison to the step height, even on the extremes of the 

dynamic range.
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2.9 Up/down counter and digital to analogue converter 

to synthesise ideal single-integrator response. 

An alternative digital method for generating delta- 

modulation pulse waveforms, is a system using an up/down 

counter and a digital-to-analogue converter in the 

feedback loop as shown in fig. 2.17. This method provides 

a more efficient store capacity, since it can operate on 

binary codes, thus requiring less circuitry. The system 

simulates a constant quantisation step modulator. However, 

because the store has finite capacity, the dynamic range 

is limited by the store capacity. Consequently, to extend 

the dynamic range, a greater store capacity is required... 

In this system, the output pulse sequence is 

applied to the up/down counter, such that, 

‘J
 ct se
 

ul ra
 Counter counts up on the clock. 

Counter counts down on the clock. tC
 oF ~~
 

ul oO 

The binary store output is converted by a high- 

speed digital to analogue converter to the integrated pulse 

output signal Sj(t). 

There are two basic methods in which the digital 

integrator may be connected into the loop of the delta- 

modulator. The comparator output can feed directly onto 

the up/down counter, to control the direction of the count: 

at the clock pulse. However, the comparator cannot reach 

a final decision until the counter and digital to analogue
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converter have reached their final state; only then can 

a decision be made as to the next count direction. Since 

the counter requires directional information in advance 

of the clock pulse, due to the logical function in the 

counter, a late comparator decision may not be detected 

in time for the next clock pulse; this is particularly 

likely in high speed systems. 

Since the response of a one-digit store, typically 

a 'D' type bistable, is much faster than the input logic 

of an up/down counter, a single-bit store may be interposed 

between counter and comparator. The response of the one- 

bit store is fast and it produces the required pulse 

waveform P(t), at its output. Its introduction also allows 

neary a whole sampling period, under all conditions, for the 

up/down counter to reach a directional count decision. 

The output, Q,> of the one-bit store is applied to 

the digital-to-analogue converter and is given a weighting 

of 2 units, where the weighting of the least significant 

digit of the counter is 1 unit, the rest being scaled on a 

binary basis. This weighting of the one-bit store is 

necessary, since the counter direction always lags behind 

the one-bit store by a clock period. Thus when Qy changes, 

the counter change at that instant is always opposite, thus 

to give a step height in the direction indicated by the one 

bit store, the weighting on Q, is twice that of Qo- 

Thus assuming a normalised step height and that the 

+ 

Q's take values of -1, then:
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s 3 H-2) 
S(t) = 2.9, + 2°Q., + 2°0, + Bey: Bie 3 Qa 

N 
se S(t) = 2.9, > d i pee aes A 

where, N is the number of parallel digit channels to the 

digital-to-analogue converter. 

In this system, it is necessary to limit the count 

in the positive and negative directions to prevent the 

counter recirculating at the extremes of the dynamic 

range and thus producing an erroneous output. The method 

cannot realise the full potential of a delta-modulator 

due to the finite store capacity. However with sufficient 

stages, adequate low-frequency dynamic range is obtainable. 

The method of encoding delta-modulation with 

this type of digital integrator may be applied to the 

encoding of a P.C.M. system. In section (2.5), the 

relationship between delta=modulation and P.C.M. was disc- 

ussed. Since this encoder produces a binary number, delayed 

by one clock period, at each delta-modulation sample, this 

number may be sampled at the P.A.M. sampling rate, suitable 

for a P.C.M. system, and with the conditions of equation 

(2.50) enforced. Each sample is in the required digital 

format, and may be placed in a register and shifted into 

the digital channel over the next P.A.M. sample period. 

Hence, a P.C.M. encoder is realised.
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on HO An approximate noise analysis for single integration 

delta-modulation. (8, 47, 19) 

The quantisation error signal, q(t), is defined 

as the difference between the modulation signal and the 

reconstructed signal. The point at which the quantisation 

error is measured depends upon whether the encoder pulse 

output is considered as a sequence of 6 pulses or as a 

sequence of finite amplitude and duration rectangular pulses. 

For the 6 pulse sequence, the error signal is measured at 

the instant just after sampling. Providing that there is 

perfect system operation with no effects from loop delay,then 

the error at this instant is within “h where h is the step 

height of the single-integration delta-modulator. This 

error voltage can be sifted from the encoder by the 6 

sampling function, the phase of which is adjusted so that the 

sifting occurs at a time ty» defined by equation (2.11). The 

error signal is therefore a sequence of weighted 6 pulses 

with a period of (1/P), where P is the delta-modulator 

per-f. If the assumption is made that zero correlation exists 

between the modulating signal and the quantisation error 

signal, and that the value of each error pulse has equal 

probability over a range -h to th, then it is possible to 

calculate a mean square value for the error pulses, in terms 

of its maximum value, h. 

The probability distribution and density functions 

are therefore linear and of the form as shown in Fig. 2.22;
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the functions are respectively Py(a)s Pattee 

For these functions 

mean ® ce Bo OS ee pe eeL e203) 
~-h 2h 

variance = cee x°.dx = ne io 0h Oe bd 
-h 2h 3 

For a stationary process, the variance is equal 

to the mean square value of the pulse height distribution, 

thus 

mean square value = ad Perak eeory 
3 

‘ If a sequence of 6 pulses weighted by (n*)/3 is 

compared to the random quantisation error pulses, both 

sequences will generate the same power. 

In a delta-modulator using 100% duration pulses 

and analogue single integration, the quantisation error 

waveform is nearly triangular, providing changes in signal 

slope over a sample period is small. Fig. 2.23 shows 

a weighted-é-quantisation error-pulse waveform with the 

peaks of the error pulses joined by straight lines to 

form the error signal of the delta-modulator. 

Consider a general sample interval N to (N+1) . The 
iE iP 

line joining the peaks of the 6 error pulses are shown 

at these samples as hi> h.. The slope of theline is given 
2 

by, 

(N+1) 

P a Faw 
Siope = {THe1) we 

N Boor 
P 

= Pothien. 4
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A rectangular pulse of amplitude (ho-h,) and 

duration (1/P) when integrated with a time constant 

(1/P) would generate the required slope P.(h,-h,). 

Thus, by taking the difference between two adjacent 

6 error pulses to give a 6 pulse of (h “bh? weighting 
2 

the difference pulse can be integrated with unit-time 

constant. By using a delay, a pulse of amplitude 

(h “h,) and duration (1/P) is produced. The method is 
2 

repeated for all adjacent points of error pulses, and the 

triangular error function obtained. 

Fig. 2.24 shows a network that produces the 

triangular waveform by generating the linear inter-sample 

function for an input of error: 6 functions. 

The triangular converter has a transfer function 

T(t), where, 

preted Pl ee igs oder OR ye 

    

To (f) a At jent jour 

: “5 ti eo demt/P, 

nee 

Therefore 

~jrf/2P : 2 i Sin(rf/P) 
DAE) ee , of Tf/P } Feewt?. 602 

Te) allows the frequency response of the noise to 

be determined when the quantisation error function 

assumes a triangular form. 

The total mean power dissipated by the triangular 

waveform es determined without integrating the power 

spectrum (obtained from a knowledge Te) and the input 

quantisation error function). 

Statistically it has been shown that the mean square 

value of quantisation error pulses in (Hh 73); Thus, the
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random-error sequence having an infinite range of values 

over -h to h, has been reduced to a random two-level 

sequence where the pulses are equally -h//’3 or h//3. The 

random two-level signal in terms of the triangular 

waveform, can generate four basic waveforms, each of which 

is Squaliy probable. Fig. 2.25 illustrates these four 

basic waveform. 

Assume that the triangular waveforms nos. 1 to 4 

are equally probable when generated from a random two- 

level error function of value h//3 or -h/v3. The mean 

power in the triangular wave can be calculated using the 

above waveforms and the equi-probable distribution of the 

waveforms. 

For the power evaluation, only two waveforms need 

be considered. Thus, the mean power can be calculated using 

the waveform shown in Fig. 2.29. 

  

1/P 2/P 2 
Pp 2h 2 h 

mean power = = J [oe Pete) eat ot J toa} at 
e 0 3 V3 1/P 3 

Theretoxre:. 

2 He 
mean power in triangular waveform = 2 ++i teene) 

Now consider the power in the sequence of random 

6 quantisation error pulses, i.e. the true error waveform. 

The mean square value of the error waveform is ns and 

its repetition frequency is P. Thus, 

total mean power of random 6 function = Poe 3 

3 

The power spectrum of the random sequence is given 

by P(t.) and, since the random 6 sequence has a flat



energy distribution, 

Pane 

> 

  

then Pat) = ‘ T Ce eRe Sop OCS Ee hs 

Substituting for ee. from equation (2.68) gives: 

2 : 4 
ah Sin(7f/P) 

Pit te) ‘se ae {—“Teypy dol f-2,) « see tes e03 

In equation (2.70) the power/frequency distribution, 

. This function is illustrated in 

  

follows a form, (Sinx)" 

Figs (2.27) 

In a typical application, a ratio of about 1:9 

between highest modulating frequency and clock rate can 

be considered a maximum. Thus, the power density up to 

1/9 can be represented to a good approximation by a line 

of slope Ke By assuming a sharp cut Of uat: aed requency 

fy oe is possible to represent the power spectrum by 

a trapezoidal distribution, for which the power density over 

the baseband frequencies is approximately that of the 

(S1BX)  gistribution. 

Since the one-sided power spectrum only is 

considered, the total power in the positive half is 

calculated from equation (2.69) as, . Rae 
a Diva, 

Loy
 

X
O
}
 

Therefore, Power in positive half of spectrum = 

Assume this power to be contained in the 

trapezoidal distribution, the trapezoidal cut off frequency 

being f and the slope being K,. Thus: 
k de
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2 2 
h fees od BR 
gap {SQ * (1-K,-£,)£ 4, 

Therefore, 

1 ek iP 

ff = Rot AGL oe ts 22-2 (2.71)a 

or f és when K.=0 vow eetLoD > k 3 1 

it 16: sufficient to Seusiter the case for K=0 

since the Poin fx) is approximately flat over the 

baseband regions. 

Li ss is the upper frequency limit in the baseband, 

then Fig. 2.28 illustrates the approximate noise power 

distribution in the positive half of the power spectrum. 

The total power in a band ae to is twice 

that of the power in the one-sided band as shown. Thus; 

Total noise power Ny = one Beak 

¥ see 
3 

- < fu he 
=P e 3 

Consider the case of a single sine wave of 

amplitude f 

where, D(t) = D,-Sin(2nft). 

The maximum value of D, for a frequency f is 

ad. D(t) eee ‘s 
at sah D,-enf. Ln af h.P 

MAX 

D,-enf 

Therefore, h = P 

Dp: 2 

: i eee ate 
let: Sp 18 Signal power, where 85 = 5 

Then n® = Bn re 3 

ear
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5 3 
Hence, ee ay i : x}. ; eee (Oe Oey 

P 16 7 fet. 

Equation (2.72) is the value of signal power 

to quantisation error power, Here, a value of total 

noise power of GL was assumed for the triangular error 

function. The analysis assumes that the signal to 

quantisation noise ratio is evaluated for frequencies 

well above the (possible) low frequency Cubitey en of the 

integrator. For signals in the region of turnover or 

below, the noise becomes signal dependant since the 

step height is modulated. Also the increasing step 

becomes different from the decreasing step for signals 

removed from the mid-dynamic range region.
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Fige2-28, Assumed power distribution.
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CHAPTER 3. ANALOGUE MODELLING OF DIGITAL SYSTEMS. 

Saks Introduction to concept of analogue modelling 

for delta-modulation. (4, 13, 14, 45, 46) 

The concept of negative feedback has appeared 

to be a funda mental in digitally encoding an analogue 

Signal using delta-modulation. In this systen, 

decision making is judged on a direct comparison of a 

locally generated and stored signal with the analogue 

modulating signal. At each sample interval of the 

delta-modulator, a decision is made and the store up- 

dated accordingly. It will be shown that there is a 

class of store whose response can be exactly reproduced 

by an open-loop system. The open-loop model lends itself 

readily to analysis and will be shown to be applicable 

to several amplitude-quantised systems. In essence, 

the model transposes an amplitude-quantised system to a 

time-quantised system. In so doing, it reveals much 

detail about the noise structure of quantised systems. 

Consider the operation of a single, ideal 

integrator, delta-modulator. For a constant level input, 

the output pulse waveforn, Pi(t), assumes the idling 

State, -..01010..., the repetition frequency of which 

is exactly one half the clock rate of the modulator, 

i.e. P/2. When the slope of the input signal increases 

positively, the rate of 'l' pulses also increases. The 

rate of '1l' pulses can increase until they occur at the 

Clock rate P. Any further Slope increase of the
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modulating signal will not produce a further increase 

in pulse frequency; the modulator is then in a state of 

Slope overload. The rate of '0O' pulses for this 

modulating signal, however, falls from P/2 to a 

limiting value, at slope overload, of zero. If the slope | 

of the modulating signal is negative, then the converse 

applies. Thus the rate of '1' pulses decreases and the 

rate of '0' pulses increases. Therefore, the rate of 

"1" and '0' pulses is related to the slope of the 

modulating signal. In a delta-modulator, the position 

of '1" and 'O' pulses are constrained to the clock 

sampling instants. Also, in a given time period the 

total number of '1l' and '0O' pulses is equal to the number 

of clock pulses in the period. This last constraint 

implies that, if the rate of 'l1' pulses increases, then 

the rate of 'O' pulses must decrease, the sum of the two 

rates being a constant, i.e. the clock rate P. 

It is possible to compare a delta-modulator to a 

phase modulator. A phase modulator is controlled by the 

rate of change of the modulating signal. With a constant 

level input, the output frequency is constant. As the 

Slope of the modulating signal increases, the frequency 

of the phase modulator also increases. Similarly, for 

a negative slope the phase-modulator frequency decreases. 

For comparison, let the output frequency of the phase 

modulator be P/2 for a constant-level modulating signal. 

It is apparent that the behaviour of the phase modulated 

carrier is similar to that of the rate of production of 

'1' pulses, since the frequency is also controlled by the 

Slope of the modulating signal. To make the comparison
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more rigorous, a reference point can be defined on the 

phase-modulated carrier. Initially it is assumed that 

the phase modulator modulates a sinusoidal carrier 

oscillating symmetrically about zero d.c. level. The 

reference point is defined as the zero crossing of 

the carrier having positive slope and will be referred 

to as ‘the positive-slope-zero crossing”, “F.5.8; C: 

On comparison, the behaviour of '1' pulses of 

the delta-modulator can be seen to be very similar to 

the behaviour of P.S.%.C.'s of the phase modulator, 

except that the position of the P.S.Z.C.'s is infinitely. 

variable. The comparison becomes more accurate if the 

position of the P.S.%.C.'s is restrained te specific 

time instants, such that their time positions coincide 

with the clock samples of a delta«modulator. The 

redistribution of the P.S.%Z.C.'s introduces ites 

quantisation error. 

It will be shown that, with suitable time 

quantisation of the P.S.%.C.'s, a performance can be 

obtained identical to that of a delta-modulator. It was 

Shown in section (2.5) that P.C.M. is closely related 

to delta-modulation. By using a similar comparison, it 

is possible to define a model which is capable of 

constructing the amplitude-quantised Signals of @ Pic. M. 

encoder/decoder system. 

The delta-modulator, can be generalised to include 

RC integration and extended to include double-integration 

Systems, though the latter requires the application of 

negative feedback. Finally, a practical implementation of 

the model is described and an application suggested for 

use in high-frequency delta-modulators.



In section (2.3) the relationship between 

delta-modulation and delta-sigma modulation was defined. 

A similar relationship can be defined for the model. 

By transposing the integrator in the model to the input, 

the system becomes frequency controlled. The frequency 

of the modulator is now. related to the amplitude of 

the modulating signal. Thus, by replacing the phase 

modulator with a fequency modulator in the model, a 

delta-sigma model equivalent is produced. 

A rigorous definition of the model will be 

described, together with a mathematical verification of 

equivalence.
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3.2 Definition of basic model with assumptions. 

Fig. 3.1 illustrates a general system for 

delta-modulation in which both a delta-modulator and 

delta-sigma-modulator are represented. Whe’ bases 

of the system is the eee beat deltamodem which is 

capable of encoding an analogue signal using a single- 

integrator store, the integrator store also providing 

the local demodulated output, prior to final filtering. 

With the switches SW.» SW. 1h: RBI tion ay: a 

delta-modulator is represented, while with the switches 

in position 2 a delta-sigma modulator is represented. 

It can be seen that both systems have a common 

modulator network; this is defined as the deltamoden. 

The integrators in the System are given a unit-time 

constant and the step height of S,(t), the store output, 

has a value l. Hence, if the clock rate is P, then 

the maximum signal slope of D(t) is P. 

The. input to the delta-sigma modulator is defined 

M(t) where, 

M(t) pees awd) 

ul es
 

Max 

For the sigma-entry signal to fully load the deltamoden, 

the signal D(t) must have a Slope of P when M(t) = 1. 

Thus, since the integrator has a unit-time constant, the 

Signal M(t) is multipliea by a factor P, to generate the 

required slope from the integrator output.



oe 

In a typical transmission system, the remote 

pulse signal Pay Ct) is not equal to the local pulse 

signal Ba) due to inevitable transmission errors. 

Thus, the model is only concerned with the local signal 

Pi (t) and the local store output S,(t). 

Fig. 3.2 is the equivalent model of Fig. 3.1. 

The presentation is identical to the delta-modulator 

systems in that the switches SW.» SW, select between 

the model for delta-modulation and the model for 

delta-sigma modulation. However, the deltamodem model 

equivalent is common to both the delta-entry and sigma- 

entry systen. It is therefore only necessary to compare 

the deltamodem of Fig. 3.1 with the deltamodem model 

OF Figs. Se. 

In the theory it will be shown that P(t) 

corresponds to P,(t) and S(t) corresponds to S(t), 

the local signals of the pulse modulators. 

The analysis is initially restricted to a single- 

integration system with delta pulse excitation, since 

this system can be shown to be fundamental to other 

variants of delta-modulation processes. 

The proposed model for representing the deltamodem 

consists of the following functions: 

a) The input signal to the deltamodem model controls 

the phase of a sinusoidal carrier. The centre 

frequency, corresponding to a constant-level input, 

is set at exactly one half the delta-modulator 

clock rate P. The phase modulation is such that 

when the input signal slope extends to a magnitude



b) 

c) 

&6. 

P, then the frequency deviation is P/2. This 

slope loading is consistent with a delta-modulator 

operating at clock rate P with a unit-step height, 

since for this system the maximum input slope is 

then P, after which slope overload occurs. The 

section is shown in Block A, Fig. 3.2. 

The phase-modulated carrier is converted to a 

naturally-sampled P.P.M. signal. fThis is achieved 

by two processes. First, the phase-modulated 

carrier P.S.%.C.'s are detected, Block B of 

Fig. 3.2. The positions of the P.S.%.C.'s then 

define the leading edge of a standard pulse which 

is generated by Block C of Fig. 3.2. The parameters 

of the standard pulse are such that the length 

is made equal to a clock period, 1/P and the 

height is of magnitude 2 units. A d.c. level of 

unity magnitude is subtracted from the pulse 

waveform such that the resultant pulses swing 

from a level -1 to a level +1. 

The P.P.M. signal is now time quantised by "time- 

slotting". The time axis is divided into equally- 

spaced time slots of duration 1/P occurring at a 

rate P, where P is the equivalent delta-modulator 

clock rate. If the leading edge of a standard pulse 

occurs within a time slot, then a '1' pulse is 

generated at the end of the time slot; if no 

leading edge occurs, then a 'O' pulse is generated. 

Thus, a series of discrete pulses is generated. The 

method of deriving the time-quantised signal from 

@ phase-modulated sinusoid is shown in Fig. 3.3.
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The length of the standard pulse is made identical 

to the duration of a time slot; hence the length is 1/P. 

If, now the leading edge of a standard pulse falls within 

a time slot, then the standard pulse is in a 'l' state at 

the end of that time slot. The end of the time slot 

defines the sampling point in an equivalent delta- 

modulation process; thus the P.P.M. Signal is sampled by 

a delta sampling pulse at this instant. If a standard 

pulse is present, then a +6 output occurs. If no pulse 

is present, i.e. a leading edge has not occurred within the 

time slot, then the sample output is -6é. 

By these sub-systems, an output pulse waveform 

P(t) is generated which corresponds to the pulse wave- 

form P,(t), where the position of the 6 sampling pulses 

coincide with the clock position of the delta-modulator. 

Fig. 3.3. illustrates the processes of the delta- 

modem model. 

To demonstrate equivalence, the following conditions 

and assumptions are imposed: 

1. The integration processes are assumed ideal, so that 

there is no drift, and the atep height is uniform 

over the operating dynamic range. This is valid, 

Since digital integration can be performed to a high 

degree of accuracy. Also, it will be shown that the 

imperfect integrator response can be simulated by the 

perfect integrator with an external network. 

2. In the delta-modulator of Fig. 3.1, the comparator 

performance is such that,



error signal 30, comparator output high. 

error signal < o, comparator output low. 

The comparator performance is considered perfect, 

having zero hysteresis and instant response time. 

Again in a digital system this can be achieved to 

a high degree of accuracy. In practice, however, 

comparator performance will be deficient and the 

self-correcting properties of the loop apply. It 

will be shown that with a storage time quantisation 

network the model has a similar correction procedure. 

In the sampling process of the model of Fig. 1B, if 

the P.S.2.C.'s coincide with the delta sampling 

function, then a '1' pulse appears at the output of 

the oe Lé This condition is equivalent to the error 

being at its extreme negative value. The error, 

however, depends upon the relative position of the 

standard pulse with respect to the P.S.%2.C.; this will 

be assumed to coincide with the leading edge of the 

pulse and the theory developed accordingly. Variations 

on this positioning are considered later. (Chapter 10). 

The initial conditions of the pulse summing integrators 

in both the model and the delta-modulator are set 

over the first time slot to a value 0.5. Thus, 

6 pht) om 8516) = 065, 

for, O¢t<i.7P 

The initial condition of the remaining integrators 

are set zero at t=0. It is also assumed that the 

input modulating signals to both model and delta- 

modulator are initially zero at t=O. Thus, at the
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comméncement of processing, the systems will not 

be Overloaded. 

At no time does the input signal exceed the overload 

condition. In a practical System the slope-overload 

conditions can be simulated, however, the analysis 

does not account for this condition. 

If there are no errors in the transmission channel, 

then similar waveforms are present at the sending and 

receiving terminals of Fig. 3.1 and Figs 3.2, ives: 

Si(t) 8, (t) 

S(t) S(t) 

Since in general this does not occur, the analysis is 

only concerned with the deltamodem and deltamodem model 

local signals S(t) and S(t), prior to low-pass 

filtering. Thus transmission errors are of no concern 

to the equivalence of the system. 

The time slot associated with ze sample is defined 

over the interval, 

dele s eB 
ie Pe 

In the theory, the pulse occurring at the origin is 

not included, only pulses from N=1l are counted.
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    signel, S{t).   

Trece (A)ee.e P.P.M. signal formed from phase modulated sinusoid. 

Trace (B).s+e. P.P.M. with standard pulse of width (1/P) enabling time 

slotting of leading edge to the following clock sample 

position,where the clock rate is P(pps). 

Trace (C).... Clock sample pulses. 

Trace (D)eess Time slotted ).P.M. signal corresponding to R(t). 

Trace (e)eeee Integrated waveform of E(t) generating S(t). 

Fig. (3~3), Deltamodem medel waveforms.
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Analytical verification of delta-modulator model, 

  

3.3 

single-carrier system. 

A. The deltamodem-feedback network 

This system is described with reference to Fig. 

3-1. In the deltamodem, the clock rate is P(P.P.S.) 

thus the sample spacing is 1/P 

Consider the modulating 

N 
Go" 3p» 

N 
D(=) ° Therefore D(t) = 

Since the deltamodem at 

slope overload, then the store 

secs. 

signal at the A sample. 

one E372) 

no time is driven into 

output S(t) lies within 

= one quantisation step of D(t), at each sample instant. 

Thus, 

B7 (tds 

where, -l<q(t)<+1, 

Bit) = att); ees OURS) 

This assumes that the quantisation step is 

normalised to l. That is, since Ps (+) is composed of a 

sequence of delta pulses, and since all integrators have 

unit time constants, then the changes of the integrator 

: ‘ + output S(t) at each sample instant are restricted to -l. 

Hence, at time t, where, t is defined by equation 

(259 3): 

p(X) - P s,1 

w
=
 

a(S). Chis toa)
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If at time (2), there have been, 

Noy positive pulses 

Ny negative pulses 

and N is the total number of pulses, then, 

Nim ON + N insets .S) PL Ns 

The initial condition on S(t), during the first 

time slot is set at 0.5 units. 

Thus, 8) (6) =. 0.5; 

Tor O<t< 

t
l
h
 

By giving S,(t) this initial condition, the idling 

pattern will oscillate symmetrically about a signal D(t) = 0. 

Thus, at the oe Sample, S,(t) is given by: 

Be) = 1°P Pi yg 
Substituting for Nw from equation (3.5). 

Ry Therefore, 8, (5) = 2.N,) -.N + 0.5, wee e356) 

The production of a positive or negative pulse at 

the output of the modulator is considered at each sampling 

instant, such that the error remains within ade That is 

equation (3.6) is evaluated for all positive N such that 

equation (3.3) applies, the Gulne “cal ee waveform P(t) 

is thus uniquely defined. 

Expressed in this form, Single-integration delta- 

modulation can be seen to be a controlled counting system, 

the count number being matched to the modulating signal. 

Equation (3.6) also indicates that, since the clock 

rate is constant, knowledge of the position of positive 

pulses only, or negative pulses only, is required to define 

the reconstructed signal S(t). Thus, either positive or
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negative pulses only need be transmitted, providing 

information at the receiver about the clock is known, 

if regeneration is required. 

The introduction of 100% output pulses in no way 

affects the theory, providing there is no extra loop 

delays inherent in the modulator. The only difference 

is that the error signal is now delayed by one clock 

period. This will not effect the decision-making system, 

since both 6 pulse System and 100% pulse system give the 

same information to the comparator at the instant of 

Sampling. 

B. The deltamodem model. 

The Deltamodem Model is shown in Fig. 3326: Block AY 

the first stage of the model, is a phase modulator; it 

modulates a cosine function of centre frequency P/2, where 

P is the deltamodem Dew tie 

A general expression for this modulated carrier is 

x(t) = X.Cos{m.P.t + o(t)}, ea ed bas 1) 

where $6(t) is a linear function of the modulating signal 

DBiltls Pat: 

o(t) = K.D(t), eeewete. 8) 

The signal D(t) is constrained such that the 

frequency deviation does not exceed ton(P/2). This 

restriction is in accordance with the slope-overload 

criterion. To keep the phase rotation of x(t) in equation 

(3.7) positive or zero, then
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(4) = at? 
° (an), o+0e(3.9) 

MAX 

E 
2 

Substituting o(t) from equation (3.8), 

K.d_ D(t) . alenys o e+ (3.10) 
dt 

MAX 

The maximum slope of D(t) is defined at the onset 

of slope overload, when the Output pulse sequence of a 

delta-modulator is either all '1! pulses or all '0O' pulses. 

Thus, assuming unit step height and a clock rate of 

a D(t) - 7, wea bSel eS 
MAX 

Thus substituting for D(t) from equation (3.10) 

in equation (3.11), gives, 

K P(t) So }¢@ p(t) 
dt 

>’ a 
0 MAX 

        

MAX 

ees 

M
l
 

Aw 

el2n), 

Hence Kt, 

Thus, substituting for K in equation (3.8) and then (+t) 

from equation (3.8) into equation (au7Ty, | 

therefore x(t) = X.Cos{r(P.t + D(+))}, .eeak 3519) 

The phase-modulated carrier is now converted to a 

naturally-sampled P.P.M. Signal, by observing the P.S.Z.C.'s 

of x(t) which occur whenever the phase of x(t) passes 

through (2.M.7 - 1), where M is a positive integer, being 
th e the M Pir omic. from t=0. 

At time t, defined by equation (2.11), let the number
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of complete positive rotations of the phase of x(t) be M 

and let ¢ be the excess phase at this instant. Then: 

¢ + (2Mn- 1) = 1.(P.t + D(t)), ob ek ae S) 
2 

where, Oso<2T, 

At time t, WN samples have occurred. Thus, 

Substituting from equation (2.11) in equation (3.13), 

(2) + 2.M = 0.5: = Pp. (3) + D(z), 

Therefore (2M - 0.5) + (£) = w+ v(¥), Saved S518) 

at time (N/P), let, 

N » positive pulses have occurred. 

N » hegative pulses have occurred. 

Again, an initial condition is set on S(t) during 

the first time slot, to bring the model initially into 

alignment with the deltamodem. Thus, at time (N/P): 

n 

ro
le

 

rT S I = ts
 oO ul
 eee (3215) 

But, Nom. h + N Kase Ved 6) 

Since the pulses are confined to time slots, such 

that at time N/P, N time slots have occurred and for each 

time slot a 'l' or 'O' forms the output, then equations 

(3.16) applies. 

Substituting Ny from equation (3.16) in equation 

(3.25); 

Bo(e) = hs, - UN.) * 0.5 oP P2 P2 oo 

Therefore 

N ie S,(5) “20M, = N+ °0,5, oeee SL TD
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In equation (3.14), M represents the number of 

positive rotations of the phase of x(t), excluding the 

rotation in the N=O time slot. Since the system does not 

enter slope overload, all the rotations of the phase are 

detected and pass through the sampling process. Thus, 

since each rotation is represented by a positive pulse, 

then: 

M=N,, ; Gescl Silo? 

Substituting from equation (3.18) in equation 

(3.14) and rearranging, 

a ay oe 

Thus, substituting in equation (3.17) gives: 

5, ( 

l
S
 

). = D(z) + (1-9), vee (3549) 
. T 

The error term. is (1-9), 
T 

since O<o<2aT, 

therefore Oso<2, 
T 

and -ls(1-9)<1 
T 

Thus, equation (3.19) states that the accumulated 

output at the oe sample is equal to the modulating signal 

to within an accuracy of “1. This is identical to the 

deltamoden. 

Since equation (19) holds for all integer values of 

N, the time-quantised P.S.%.C.'s define a unique pulse 

pattern P(t). 

Hence, with the appropriate choice of initial
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conditions for the model and deltamodulator integrator 

and of the initial condition of the phase-modulated carrier, 

then: 

N 
Site) =. 85( 

and consequently, 

), w
=
 

) 

u
w
S
 

POD ON Ses fe Og eles 6 ue bOs 

Since the modulating signal D(t) and the accumulated 

Signal in both processes are identical at each sampling 

instant, then the error signal is also identical. 

Consequently both systems generate the same noise structure. 

Thus time-quantised pulse-phase modulation is in 

every way identical to delta-modulation with a single, 

perfect integrator, providing that the correct initial 

conditions are observed. It is also necessary that slope 

overload does not occur and the phase-modulator has a 

linear relationship between modulating-signal slope and 

carrier frequency. 

If the switches SWos SW, in: Foes Oe) and Fig. 3.9 

are in position (2), an integrator is introduced at the 

input to both the deltamodem and the deltamodem model. A 

multiplier, P, is also introduced so that the magnitude of 

the input signal can be independent of the system parameters, 

i.e. if the clock rate is changed, the multiplier is also 

changed. In this system D(t) is given by, 

t 
D(t) = PL] M(t)at ete (3920) 

0 
where M(t) is normalised as detailed in equation (3.1).



100. 

The input M(t) now controls the frequency of the 

carrier x(t) instead of its phase. In the system of 

Fig. 3.1, the integrator converts the deltamodem from a 

delta-modulator to a delta-sigma modulator, and in the 

system of Fig. 3.2, the integrator and phase-modulator 

can be combined to form a frequency-modulator. 

Thus, delta-modulation is equivalent to time 

quantised pulse-phase modulation and delta-sigma 

modulation is equivalent to time quantised pulse-frequency 

modulation.
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3.4 Analytical verification of delta-modulation, 

double carrier 

The analysis of section (3.3) can be considered 

from a modified view point. The analysis was 

basically concerned with the positioning of the 

P.S.%2.C.'s to form the positive pulse sequence of 

the waveform Pi (t), the output of the deltamodem 

model. The behaviour of the negative pulses followed 

automatically, in that, if a P.S.%.C. did not occur 

within a time slot, then the pulse inserted at the 

end of the time slot was a zero. Since, at each 

sampling instant, the sum of negative Eat positive 

pulses is equal to the number of samples, it is clear 

that if the positive pulse rate increases, the 

negative pulse rate must decrease accordingly, and 

vice versa. 

The system can also be described by introducing 

a pair of phase-modulated carriers, the phase 

modulation being equal and opposite, thus two functions 

can be defined x(t) and x(t) which take the basic 

form. 6f. équation:¢3.12).° ise, 

x(t) Xs Cosine t Pet 40D (4)2) 5 cee (37ar) 

q. Costreur es 2° Dlt)h s 295.225 set B.eo) and X(t) 

Fig. 3.4 illustrates these functions for the 

idling pattern where D(t) = 0 and shows the P.S.Z.C.'s 

generating the positive and negative pulse sequence 

of the output of the deltamodem model, P(t).
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Consider the state of equations (3.21) and (3.22) 

at the yee sample. 

Let M, be the rotations of the phase of xp(t), 

not including the pulse at the origin and My the rotation 

of the phase of X(t). Ops oy are the excess phase angles 

of time N/P. 

‘Thus expressing the equations (3.21), (3.22) in the 

form of equation (3.13) gives; 

+ (2.M n(P. (2) + p(2)), -17 = 7) ¢ 
S 2 

P 

Therefore, 

%> N 
(2M, ~ 0.5) + or N + D(=), wth 3y23) 

For equation (3.22) 

(2 Mw: wee) m.(P.(2) ~ D(3) + 1) on N 

r
a
 

Therefore, 

on N (2.My oi LeS ho a7 aN. D(=) awe 9c O8) 

Summing equation (3.23) and (3.24) gives, 

  

  

opt? BstN a 
2.(M, + My) - 2+ ( : ) ote 9 ON 

Therefore, 

dpton : 

However, N is an integer, also My and M, are 
N 

integers, therefore, 

Rh +N ee ee |. 9K 26) N 

since On bps by <2 

04 (op+0,) <¢ An 

Oi< pip Mee oO are 

TT
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Therefore, 

Pp? tn 
-1 < {( — we Deere. 

Equation (3.26) is the only valid solution for 

  

equation (3.25) due to the restrictions of Mos. My integer 

op+¢ 
and the phase error term {( os S -1}. 

Thus, it can be concluded, 

(6, toy) = On, we (327) 

Subtracting equation (3.24) from equation (3.23), 

dp-oy 
  

  

a N 2.(M, - My) + { 3-05. 0. 2.D(5), 

Therefore, 

(M Mop w DEY 0.5 + ems (3.28) P - N — P —_ e oT > eeee e 

At the ne? sample, 8, (3) is given by equation 

(3.15), assuming the initial condition of 0.5 on S(t) 

during the zero time slot. 

During sampling, the positive and negative pulses 

of the two carriers are repositioned in time, thus 

generating quantisation. However, assuming that slope 

overload does not occur, all pulses are detected by the 

sampling process and appear at the output, Po(t), with a 

slight time shift. Thus at the re sample: 

N = OM P2 Pp? 

Nyo *  Mys 

Therefore 

(Mp-My) = =) (Npo-Nyy) 

Substituting for (M,-My ) in equation (3.28) and
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then, for:(0_ = Nyo) im equation (3.15), gives 

  

  

  

Be 

5-9 N es N Realy S,(5) = D(s) - {0.5 + { sot #0 55 

Therefore, 
a 

N a N 1 | 8a(s) = Bis) - pe). 

Since, 0's dp» oy < og 

Therefore, 

op-9¢ 
he, Mee) 400 

eT 

Thars', 

Hye N N 8, (5) aa D(>) a a(S), re, Ok ok fe 

where, -l< a(#) ee 

Thus, the delta-modulator can be represented by 

two phase-modulated carriers, the modulation Signals of 

which are inverted to each phase modulator. A phase 

displacement of 7 is required to produce the correct 

idling pattern, since a delta-modulator has a Single 

unstable mode of oscillation defined by the input signal, 

this will be discussed in section (4.7). 

In the original delta-modulator model of section 

(3.3), the second inverted phase modulator was omitted; 

its effect on negative pulses was obtained by the action 

of equation. (3528): which was performed by the sampling 

process. The second model, section (3.4), completely 

describes the action of a single integrator delta- 

modulation, illustrating the nature of the reciprocating 

action between '1' pulses and '0O' pulses.
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Fig. 3.5 illustrates the complete model for the 

double-carrier system. 

In Fig. 3.5, the only difference in the two 

channels is the standard pulse generator. For positive 

pulses, this generator produces a pulse of amplitude 

+1 and duration 1/P and for negative pulses the other 

generator produces a pulse of height -1 and duration 1/P. 

In the system, only P.S.Z.C.'s were detected, for 

the negative-pulse channel, the 7 radian phase displacement 

for the idling pattern, could have been obtained by 

sensing the negative-slope zero Crossings and keeping the 

two carriers in phase; the result would be otherwise 

identical. 

If the models of section 3.3 and section 3.4 are 

required to produce a finite pulse of amplitude (say) 

1 and duration 1/P, then the pulse generator of Figs (35.6 

is applicable. The transfer function of the network is 

given in equation (3.30). This network is of great 

importance when considering the Stability criteria for 

an’ analogue-feedback delta-modulator, since it introduces 

phase and amplitude effects. 

A pulse generator for the output of a delta- 

modulator model, to provide interfacing with digital 

equipment is illustrated in Fig. 3.6. Its transfer function 

is, 

sin(#) See Le ae oe+e (3. 30A) 
Tpi00'f) P (#2) 

P
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Fige3-4. Double-carrier model of delta-modulator.
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Bye Extension of deltamodem model to RC integrator 

in the analogue-feedback network. 

The model,as described in sections (3.3) sand: (35425 

is only applicable to a perfect integrator driven by a 

delta-pulse sequence or equivalent train of finite 

pulses with an area equal to the delta pulse. However, 

in an analogue feedback delta-modulator, this condition 

can never be realised, even when a high-gain amplifier 

is used, since such devices have a finite gain at d.c. 

(In practice, clipping due to limited dynamic range will 

generally apply before RC integration effects can be 

observed.) Also, for integrator demodulation, a finite 

Paine atedsce 1s desirable to give immunity to long-term 

error accumulation, produced by incorrect pulse recognition 

at the receiver terminal. The latter effect is achieved 

to its best advantage by using hybrid delta-modulation as 

previously described. However, in practice, this is 

often not employed; thus further investigation of the 

model is warranted. 

To generalise the model to RC integration, in the 

closed loop, it is necessary to define parameters to 

permit an equivalent realisation. The basic deltamodem 

model is retained in the form already described. The 

step height of the model is normalised to ‘one unit' and 

the clock rate is P(p.p.s.). The delta-modulator with 

RC integration is arranged to have a symmetrical idling 

pattern of unit step height, when the input signal is 

zero. The delta-modulator has a multiplying factor
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introduced in the network, such that changes in the RC 

time constant maintain the described idling pattern. Since 

the analogue system is usually operated with 100% pulses, 

i.e. duration 1/P, the analysis will be appropriate to this 

system. However, other duration pulses, including delta 

pulses, can be used, though the multiplying factor would 

require modification. This in no way invalidates the 

theory. 

The output pulses are of constant area, their 

amplitude is 1 unit and the duration 1/P secs. Fig. 3.7 

illustrates the symmetrical idling pattern of unit deviation 

when driven by the pulses described. Let the multiplier 

be V; thus the pulses appear to be of amplitude V and 

duration (1/P). Therefore, V represents the final aiming 

potential of the integrated pulse waveform. The integrator 

has a time constant RC secs. 

The equation of the integrated idling pulse waveform 

over a clock period is of the form, 

= -t/RC 
yo a,-e + Bb 

Initial conditions, y= -3, t#0, 

therefore, -3 = a, t+ 2) 

Final conditions, ¥p) Ses es L/P, 

therefore, 

3 = HO io has + by 

Aiming potential, tro, ye Ve 

ver Di 

Eliminating a, and b gives 
cE <
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ree t/ (PRC) 
v= 2|-—TT7 (PRC) ‘ cue 3 ya) 

l-e 
- 

Equation (3.31) gives the multiplier required in 

the feedback path to enable a unit amplitude idling 

pattern. 

A RC integrator is represented by the equation, 

meek 
Se 

Me RVC ; (Fan 7 wares sunt a a8) 

This has an equivalent network as shown in Fig. 3.8. 

Using the network of Fig. 3.8a, derived from 

equation (3.32), together with the multiplier of (3.31) to 

normalise the idling pattern step height, the delta- 

modulator of Fig. 3.9 is evolved and is compared with an 

equivalent network. 

The feedback network in the RC integrator and the 

network of the equivalent delta-modulator are identical. 

Thus, using Laplace, the feedback transfer functions may 

be equated, 

=.(A(s) + 1) i 

V-rys(Rc)? 
1+s[(Rc)-2 

  

Therefore RB) bh Seer ka 

Therefore A(s) = -~——+ a hates] ee 
. {1+s (RC) } “(PRC)|°{1+s(RC)} 

ispe( as 3S) 

Consider the expansions of equation (3.31)
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: 2 
-1 1 -1 

Bl ae ed ate (sre! te 12! Pre? Siw wie « 

V = 3 ee 3h) 

-1 id -1 
is - 1l- Pao? = eRe? eh el eae 

In practice (PRE) e604 pcs vines (Os a9. 

Win P(RC) 

Therefore, Vv 
(PRC) 7 ; iwa hoe dO? 

Substituting equation (3.36) in equation (3.33) gives, 

A(s) = TTStRE) eae) 

The equivalent network of Fig. 3.8b can be represented 

by a single-integrator delta-modulator with perfect 

integration and unit-step height, with an external negative 

feedback loop completed by A(s). Fig. 3.9 illustrates the 

delta-modulator and the equivalent model when A(s) is 

represented by equation Fig. (3.36). 

RC integration is thus seen to be Simaiakea by the ideal 

model when the system is closed by a positive-feedback loop 

which includes the RC integration network. Thus, at low 

frequencies, when the RC loop can exert full control, the 

information storage capacity is reduced, since the loop 

generates redundancy in feeding information back to the input. 

If the time constant is made small, such that equation (3.36) 

is violated, then the feedback network is seen by equation 

(3.33). to have a waet te: differential network. However, in 

a practical situation, this would never arise. 

The model for RC integration is readily extended to 

delta-sigma modulation. According to section (2.3), the delta- 

sigma modulator is realised by transposing the demodulator
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integrator to the input signal path, combining the 

integrator with the integrator in the feedback path 

and introducing the integration process into the forward 

path. « Fig. 3.9b illustrates. the transformation.
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Fige3=7. Idling pattern for pulses of height V and duration 

(41/P),when integrated by a RC network. 

in 

  

    

Fig.3-8(a). Equivalent active network of RC integrator. 
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Fige3-8(b). RC integration with equivalent network in the 

feedback path of a delta-modulator.
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Fige3-9.(a). Equivalent RC integrator delta-modulator 

using ideal phase-control model with 

external feedback path. 

(A). Rearranged RC integrator delta-modulator, 

defining perfect integrator delta-moduletor 

with external positive feedback path. 

(B) 4s in (A) but phase-control model substituted 

for perfect single-integrator delta-modulator. 

* 

Hold network of duration (1/F) on output of model.
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Figese9(b). Extention of model to delta-sigma modulation. 

(A)...RC integrator model equivalent of delta-modulator. 

(B)...Transformation of linear decoding network to input. 

(C)...RC integration network positioned in forward path 

of control loop. 

¥* 

The phase-control model incorporates e hold network of duration 

(1/P) on the output.
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3.6 Extension of deltamodem model to second-order 

feedback network. 

The analogue model has so far been limited to a 

first-order system with single integration. It has been 

demonstrated that R.C. integration can also be simulated. 

These models have been characterised by an open-loop 

System, which has simulated a closed-loop non-linear 

network. It is necessary, however, to consider 

second-order systems in delta-modulation, as these 

demonstrate considerable noise improvement over the first- 

order system. Such systems are generally limited to 

double integration with prediction, when the output 6 

pulses of a delta-modulator are processed by a zero-order 

hold. 

Fig. 3.10 ia ueteates @ second-order system with 

a predictive loop. The transfer function of the second 

network in the feedback path is generalised to A(f). 

For the second-order system shown in Fig. 3.10, 

a) Let D,(t) be the system input signal. 

  

t 
In both systems, Bit) ei). Pott dt. Syke oom 

0 

For system A, 

a(t) = Di(t) - (8, (+) + TACs, (4))) 

For system B, 

A(S,(t)) 
és G il G- 

GON) eae tt ue + a ‘T? 

Therefore, 

< G i PROT BAL oe ie os Awd poAtS,(t))5 >, eee 5 (3.39) 
aL eb
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i.e. both systems are equivalent. 

Note, A(f) is a linear transfer function in the frequency 

domain. 

A(S, (t)) represents the time response of the network 

AC?) to & signal S,(t). 

Fig. 3.11 illustrates a slightly modified version 

of Fig. 3.10b and compares the network with a model 

equivalent. 

Dns pss 1 ae by, 

Zz 

Dit) = oe.{p,(t) -b a(s(t))} , 
1 

Therefore, 

T 
Dit) = =D, (t) a A(S,(t)), ois (3. 8OR 

From equation (3.40) the final equivalent system, 

shown an fig.’ 3.llé, is derived. 

Fig. 3.-llc, illustrates the final system 

equivalent. It can be seen that the effects of G and 

Tt, effectively control the input loading and the 

magnitude of the second-order network. 

Demodulation from the equivalent system is achieved 

as follows. Providing slope overload does not OCCU. 

then the signal S(t) tracks the input to the model D(t), 

the phase-control system effectively acting as a signal 

differentiator. It is seen that the output of the second 

network A(f)/G is subtracted from the input signal (after 

sCaling). Thus, to reconstruct the true signal, this 

component must be added back to the quantised signal 

Soo(t) 
S(t). Let —q— be the output of the second network
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A(f) 
G 

of the network A(f). 

  

,» thus for modulation; i.e. S(t) is the output 

T §.. (4) , Da(t) - 22 
Ga. G ? 

D(t) 

D(t) - q(t), But, S(t) 

where q(t) is the quantisation noise of the single 

integration model. 

BT Ut) T Thus, 22 aS a us ae = a -D,(t) = re 

Th me oO (tee okt) alt, 

Thus, the demodulated output Dat t) is given by: 

T 

p(t) = {= .Da(t) - 8,(t) - a(t)) + 8, (+), 

Oe 
doles Det)? = a + 04), ets By) 

The demodulation process expressed in equation 

(3.41) is shown in Fig. 3.12. Two equivalent forms of 

network are illustrated,the second of which can be seen 

to be identical to the original network of Fig. 3.10a. 

The quantisation noise q(t) is still generated 

on the basis of a single-integrator delta-modulator. 

However, the model modulating signal D(t) is now a much 

more complex function due to the components fed back from 

the output pulse waveform through the second-order network. 

This complexity tends to distribute the noise components 

more evenly across the frequency spectrum. Thus, noise 

powers calculated on a constant probability density 

function should be more accurate. The effect of the second-
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order store is to increase the amplitude range over 

a single integrator. This enables more signal power 

to be encoded, with a resulting increase in signal to 

quantisation error ratio. 

In the double-integration delta-modulator, the 

use of nal aie integrators introduces constraints on 

the system. For example, at the output of the ideal 

model, a zero-order hold circuit is used to generate 

pulses, generally of duration 1/P. This hold circuit 

obviously modifies the system response when a double- 

integration network is introduced. It thus introduces 

its own inherent characteristics to the modulator, which 

are not fundamental to delta-modulation. 

Consider the delta-modulator of Fig. 3.13, with 

normalised integrator time constants. 

When the delta-modulation process is not modified 

by the inherent properties of a zero-order hold circuit 

to produce finite pulses, and delta pulses are applied 

to the integration feedback network, then the operation 

is as follows: 

Assume zero initial conditions at t=0, then at yeh 

sample, 

Ley GS cae oa (3.4 i = Set a Pate) ieeet3. 42) 

M M M 

Su (8) 8h ye g(e) eae S etae) 22 22\P' a erp ao a oor
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Equations (3.42) and (3.43) define the ideal 

operation of a delta-modulator system. In this case, 

S,,(t) is defined as the output of the second integrator. 

Fig. 3.14 illustrates the integration processes of, 

A. ideal delta-modulation 

B. realisation of ideal system with analogue 

network and delta pulses. 

C. non-optimum system using finite 100% 

pulses of unit area. 

For the following discussion only the ideal system 

in Fig. 3.14A is considered, the computations being 

assumed instant on the evaluation of equations (3.42) 

and (3.43). Thus, the inherent defficiencies of the 

analogue networks, which are not a fundamental to delta- 

modulation can be ignored. 

When the delta-modulator and delta-modulator model 

are operated in a non-overload condition, 

D.(t) 
D(t) = “— -4.8,,(t), 

Hence, at the uth sample and applying equation (3.43), 

M M 
M Ss le M sb R 

D(5) = q-Dalp) an? ) aly Po (5) > 

but, D(Z) = s,(¥) + a(¥) 

Substituting for s, (5) from equation (3.42) and then 

for p(¥) above, gives, 

R 
) 

M sib P (= qa(=) se 
0 2 P G d N i

r
a
s
 

R



Therefore, 

G 
y R 

3 5 dit } ) P, (5) 
0 N=0 R=0 

M 
Fak 

ro
l 

i
r
i
s
 

Consider now the system 

is the double-carrier model of 

time quantisation. The output 

of positive and negative delta 

respective P.S.g.C.'s. 

The analysis of section 

time (M/P), the output S,(M/P) 

the signal is time quantised or not. 

M M 
en Da(s) = a(s), 

eee «(3.449 

SHowncain Pige solo. Thie 

section 3.4, but without 

is assumed to be a sequence 

pulses occurring at the 

3.4, states thats at the 

is independant of whether 

Thetis, tne: sum of 

the positive and negative pulses is the same whether they 

are directly phase modulated or phase modulated and 

redistributed to the nearest sample point in a time slot. 

This reasoning also applies to the double summation of 

S,5(M/P), which is assumed to be calculated instantaneously. 

Thus, if the output pulses of the system in 

aes 3-15 are time quantised after feedback has been 

applied, the pulse waveform will be identical to that of a 

system where the feedback loop 

procedure. Hence, equation (3. 

includes the time quantisation 

44) applies to both the 

system in Fig. 3.15 and that in Fig. 3.13. 

The basic problem of second-order systems can thus 

be compared with frequency and 

demodulation is 

network to the modulator input. 

phase modulators, where 

locally applied and fed into a feedback 

The delta-modulator should 

exhibit similar properties to such systems. 

It is also important to realise that the model can 

only be used to simulate systems with a predictive loop due
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to its finite forward gain. It is clear that if G+0, 

the system is unrealisable as an equivalent model 

network. 

Equation (3.44) also represents a stability criterion. 

For any step input Da(t)s a sequence of P,(t) must be 

found such that, at each sample time, the summation on 

the left-hand side of the equation will converge to an 

enron eri. represented by q(t). It must be emphasised, 

however, that the introduction of zero-order hold and 

analogue circuits considerably modifies the system 

performance. To realise the ideal summation systen, 

digital techniques are essential.
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( Ideal _single-integration delta-modulator. 

Fige3-10. Alternative equivalent networks of a double} 

integration delta-modulator. 

(A)..General form of delta-modulator with predictive 

loope 

(B)...Identical network to (A) but rearranged to 

expose ideal single-integrator delta-modulator.
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D(t) 
ELt) 

m Phase—control $ 
Neyo 
Gas: G model. 

S(t) 
ACf) ce 

CC) G 

teCe=a 

Figss=11. Equivalent model for second-order delta-modulator. 

(A)...Rearranged second-order delta-modulator. 

(B)..eEquivalent model network derived from CA) 

(C).eeFinal rearranged equivalent model of second-order 

delta-modulator.
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Fige3-125. Derivation of decoder network for second-order model. 

(A)... Decoding network derived from equivalent model system. 

(B)... Rearrangement of (A) demonstrating thet decoding 

network is equivalent to second-order system. 
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Figes-13. Double-integration delta-modulator with model equivalent. 

(A)... Double-integration delta-modulator with prediction. 

(B)... Model equivalent of (A).
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covcecee Waveform delayed by 

one clock period. 

S(t) ,enalogues.. 

(B). 

S(t) ,analogue 

100% pulses.e. 
(C). 

S.,.(¢) , nalogue 

100% pulsese.e. 

(Gy: 

Fige3-14. Illustration of optimum and non-optimum integration.
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a 

Clock 

rpcey pl P.5e2.C. detector and 
4 WOd « +§ pulse generator. 

q 

m 
= Ideal double- 

pep j 
>. re (=), integrotor 

27P : 
N20 _ R=0 Simulator. 

Non-quantised 

pulse output. 

Fige 3-15. Double-carrier model. simulating dotble-integration 

delta-modulator, without time quantisation of output 

pulses.
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3-7 Generalised model to include slope overload. 

The basic model is not capable of producing the 

slope-overload characteristic of delta-modulation. In 

a practical implementation, this concept can be 

introduced, but the structure is not readily analysed. The 

slope-overload condition does not occur in the single- 

integrator model providing that the modulating signal D(t) 

does not drive the phase modulator over a frequency 

deviation greater than tP/e2, (where P is the system clock 

rate and P/2 the centre frequency of the phase modulator). 

Thus, to prevent overload, the signal slope must be pre- 

distorted by special slope limiters. Such a modification 

to the signal slope will produce a reduction in the signal 

to quantisation-error noise ratio, even before digital 

modulation. 

In a feedback delta-modulator, the slope limitation 

is more complex than can be achieved by a simple slope 

limiter. When a delta-modulator ceases to be in slope 

overload, the output level is the same as the input signal 

level (except for quantisation error). If simple slope 

limitation was applied to the modulating signal, this 

condition would no longer apply. Thus, the output of 

the slope limiter would not be equal to the input signal 

after slope limitation had occurred. The function of the 

slope limiter, which is to precede the deltamodem model, 

is. Vi lustratéed in: Pigs 33.16. 

When the signal slope of D(t) is less than the 

overload limit, the transfer function of the slope limiter 

is 1. When the slope of D(t) exceeds the maximum slope
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which the deltamodem can accept, the limiter maintains 

its output at the maximum slope. This value is maintained 

until the output of the slope limiter is equal to the 

input signal D(t). A simple slope limiter would only 

maintain the output at maximum slope during the time when 

the signal Bi onaueae overloading the system. Thus, when 

the limiter ceased to limit, the output signal amplitude 

would generally not be equal to the modulating signal D(t). 

A basic practical limiter which meets the requirements 

of the delta-modulator is illustrated in Fig. 3.17. 

Consider the transfer function during the linear 

region of the system. Applying Laplace and using the 

notetion- in Fig. 3.17<: then, 

For the integrator: 

ee Way err D,(S) = a (M, +M, ) 

but M, = s-D(s); by differentiation 

and Mo A.(D(S) - D,(S)). 

Therefore, D, (8) =(S.D(s) + A.D(S) - A.D,(8)), 

Rearranging, 

D,(S).{A+S} = D(S).{A+S}, 

Therefore, D._.(S) D(s). 
L 

thus, D,(t) D(t) 

If, however, D(t) exceeds the slope-overload 

condition, then the output of the differentiator causes 

the amplitude limiter to limit. In turn, the output of 

the integrator is a ramp of constant slope, the levels 

being adjusted to just hold the delta-modem at overload,
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i.e. all 1 pulses or all O pulses as output. When 

D(t)#D (t) the amplified error signal M, is large thus 
2 

maintaining the slope limiter in limitation. M, cannot 

become zero until the input and output are equal. Thus, 

slope limiting is held until D (t)=D(t). 

In the deltamodem model discussed, the maximum 

Signal slope was P, which was equal to the clock rate 

CT 6. unit-step height in deltamodem). By making the 

integrator and differentiator of unit-time constant, the 

amplitude of limitation controls the signal slope. The 

amplitude limiter is assumed to have a unit-transfer 

function when it is not athens. 

It is interesting to note that the output of the 

phase-controlled model is identical to the modulating 

signal yen ba the limit of slope overload. That is, when 

D(t)==P, then S,(t)==P, without quantisation error, 

assuming that the frequency components associated with the 

integrated pulse waveform are removed by low-pass filtering. 

Thus, the error noise caused by slope limiting of the 

modulation signal may be added to the quantisation noise 

of the delta-modulator. This is because during slope 

overload only the slope limiter exhibits an error noise. 

The noise analysis of the phase-control model becomes 

difficult under slope overload. However, if the modulating 

signal is periodic, each section of the modulating signal 

may be treated separately. That is, during the active 

region only the deltamodem produces error and during slope
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limitation, only the slope limiter produces error. Thus 

the two error sources operate on a complementary basis, 

both adding to the total system noise. 

Thus, preceding the deltamodem model by the network 

shown in Fig. 3.17, the slope overload condition of a 

delta-modulator can be simulated.
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Fige 2-16. Slope-overload function required for deltamodem 

model. 
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Pig et-17 6 Basic slope limiter required for deltamodem model. wu
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26 Extension of model to P.C.M. (21, 22) 

In section (2.5) the relationship between delta- 

modulation and P.C.M. was discussed and equations 

(2.51) and (2.52) demonstrated the sampling principle 

formally. This method is also applicable to the 

deltamodem model, the parallel equations being determined 

by putting: 

S,(t) = S,(t) 

+0 My 

hence, Boole) = S(t). ) é(t-— eet ee) 
oi ate s 

+ co 

S seas’ £0 = is. ae 8, (f-M, -f,) eC GUS) 

mf 

It is possible to formulate a P.C.M. model based 

almost exactly on the double-carrier model of section 

(3.4). Equation (3.30) states that the integrated 

output of the positively and negatively modulated, delta- 

pulse generators, evaluated at the yt? sample is within 

Z1 of the modulating signal D(t). The P.C.M. model is 

shewn-in Pigs 3.10. 

Equation (3.25) states that after N clock periods, 

there will have been N positive and negative delta pulses. 

Thus, it can be concluded that if N is an even integer, 

then the integrated delta pulses are at an even level. 

If N is odd, then the integrator output is odd.
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According to equation (2.44), the integrated 

waveform is sampled at a frequency fe? where 

iP 

Oa ON 

a
e
 = 

i.e. Sampling period 

The restriction on N is defined by the conditions of 

equation (2.50). 

Thus, using the model in Fig. 3.17, the standard 

pulse generator and delta-modulation sampling are eliminated, 

hence simplifying the spectral development of the 

quantised P.A.M. waveforn. 

In the model two phase modulators are used to 

develop x, (t ) and x(t). At the Pveve.C i's. of x(t) 

a #6 pulse is inserted and: at the P.8.2.C."s of x(t) a 

-5 pulse is inserted. The two pulse streams are 

algebraically added by integration using a unit time-constant 

integrator to form a unit-step function. After sampling 

at a rate fos the weighted delta-pulse samples of the 

quantised P.A.M. signal for the P.C.M. system are produced. 

Normally a sample-and-hold network of suitable duration 

would be introduced. Such a network is illustrated in 

the next chapter in Fig. 4.2.
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N refers to Eqn.(2-50). 

Tiges-18. Double-carrier P.C.M. model.
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CHAPTER 4. ANALYSIS OF AM and P.C.M. SYSTEMS USING 

MODEL EQUIVALENT. 

4.1 Direct analysis of delta-modulation and P.C.M. 

systems for sinusoidal inputs, with extensions to 

general periodic functions. (13, 14) 

The analysis presented is suitable for evaluation of 

the spectral components of a delta-modulator when excited 

by a sine-wave input. The analysis uses the phase-control 

model equivalent in developing the spectrum. The final 

equations are suitable for computer evaluation. The 

analysis is restricted to signals within the bound of slope 

overload. 

A phase-modulated carrier is described by equation 

(4.1), where, 

Kot atk ae. CPs hoe DCTP (joes, 13 

where, mee) is the phase-modulated sine wave. 

X the amplitude of the phase-modulated sine 

wave. 

P/2 the centre frequency, where P is the 

equivalent AM clock rate. 

DCe the modulating input signal. 

The P.S.4.C.'s of x(t) occur when the phase of x(t) 

is multiples of 27. 

” P.S.4.C., measured from Let to be the time.of the ut 

zero time. 

Hence, considering the phase of x(t), 

204M... 2 me{P ete + D(t I;



Therefore, Ma Pee Dit), eh coe 

Consider a modulating signal, 

D(t_) = -D.Sin(w .t.), nsec Walt se Gu) 

Hence from equations (4.2) and (4.3), 

OM = P.th ~ D.Sin(w,.t_), pete eH they 

where, D is the amplitude of modulating signal, 

Ww is the angular frequency of modulating signal. 

An equation of the form, 

Vo eos =e. Sine), 

Has a SoOkutvon sors o as. 

0 l : 

d= pee. ] > Sd (Ne) vsin(N.y), 
Nel N>’=N 

Rearranging equation (4.4) gives, 

  

  

Dio 
al a i Mee 
a, Ota p -Sin(w t)) 

Hences solvang. fon: (u..t.). 
m° ™m 

oo N.D.w Ne2-M. w 
jae ob m é m 

woth = a 2 >, i Jy 6 p Sank p eA 

N=1 

Therefore, 

00 Neds: 0, 2°. NY MUS 
co one 2 Bs m : “Mm Sk oe te ) Tut a naa umamee a hus Sues ), 

m N=l1 

ee HS) 

Equation (4.5) gives the solution for the times of 

the P.S.4.C. which depends upon the value of M. The times
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are seen to be exact time positions occurring at half 

clock intervals, the positions of which are modulated 

in phase by the addition of the second term in equation 

(4.5). 

The output of the phase modulator, after P.S.3.C. 

detection, has a pulse generated of Length AP. ewok .as 

initiated at each P.S.%.C. The System output is thus a 

Sequence of pulses, each pulse being allocated to a 

value of M. The range of M is assumed infinite for a 

periodic modulating signal, thus: 

OO Soe Si Us Oo 

Since the input signal is periodic, a condition must 

be reached whereby the output pulse pattern repeats. Let 

the pulse pattern repeat after every K, pulses of the 

idling patterns. 

Hence, at every ce pulse, be at so (ES) 

Since there is no d.c. component in the modulating 

Signal, the total number of pulses that have occurred in 

the periodic pulse group must equal the number of pulses 

that would occur in an unmodulated sequence (i.e. idling 

pattern). Otherwise, when integrated, a d.c. shift would 

Oecun . 

Hence, K, pulses have occurred at a mean rate of P/2 

PP Gas (Note that these pulses are the positive pulses 

only in the delta-modulator pulse waveform.) 

Therefore, mee oe orey (eee) 

where ty is the time duration of the pulse group. 

AG tame: M= kK, ee CHAOS) Rr °
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Substituting for M and t, from equations (4.7) and K 

(4.8) into equation (4.5), 

therefore, 

  

% N.D.w 2.N.K.w fe eee 2 as m ; om Weer ek ar spel Get eh is (oe 
m N=1 

es 

Hence, 

9 oo 1 N.D a 2.N.Keu 
=—. } eae ark aa Ps Oy ee ee 

m N=1 P 

: th : 1e. for every K, pulse, the phase modulation 

ofthe P.S.8.C.'s is:-the-same. 

Equation (4.9) contains both zeroes of Jyle ee) and 

zeroes of Sin(...). However, the cycle of pulses depend 

only upon the frequency of the modulating Signa: thus 

the selected zeroes must be independant of D. It is also 

necessary that an integral number of eyeles of x(t). are 

chosen, since the reference is the P.S.%.C. The choice of 

zeroes must reject those that occur at odd half cycles, 

i.e. the negative-slope zero erossings. 

Thus, for the summation over the range N to be 

independant of values of D, up to slope overload, then: 

2.N.Kew 

Sin( vse Oy Poheaad’ Ne 
p 

For this condition and the conditions that the 

solution be selected at only even half cycles and 

independant of N. 

2.N.K.w 

[FP ~) os NCB. 28),



140. 

Simplifying, 

2S TH 5 
creel kOe) 

  

Putting’, Ge 2. We aie weed.) 

  

wee e (4.12) 

where, f is the modulating frequency. 

%Z is a positive integer such that the 

Solution of K is the lowest positive integer. 

Since ty represents the period of occurrence of the 

pulse pattern, then the funadmental~frequency component 

in the pulse waveform is fo: where, 

eis - fo 129) " K 

which, from equation (4.7) and (4.12), gives 

Zz 
fy = ae 

Pie 4a. ee) 

The theory states that after K pulses, the pulse 

pattern repeats. Thus: 

The period between pulse (L.K + R) and pulse 

((L+1).K + R) is constant, where L, K» R are integers. 
' 

Lush K 

(L is a positive or negative integer). 

Prom this, it is concluded that pulses that are K 

pulses apart are all equally spaced. The infinite pulse 

sequence is therefore broken down into groups of K pulses. 

Thus, if in each group the pulses are numbered, 

4 Le es ey eR ee Uked) °K,
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Then, pulse R' can be associated with pulse R in every 

group and will form a basic pulse sequence of constant 

period P/(2.K). Hence, for each value of R there is a 

pulse sequence which is identical except for a time 

displacement. The time displacement depends upon the state 

of modulation of the ee pulse. The spectrum of the basic 

pulse spectrum is derived, then the time-shift theorem 

is applied to each pulse sequence generated by every value 

of R ih the group of K, pulses. Finally the Superposition 

Theorem is applied over the range of R’, Fig. sl illustrates 

the principle. 

Let P,(f) be the basic pulse spectrum of the pulse 

sequence of duration 2K/P. This includes the pulse at 

t=O. The fundamental frequency component of this pulse group 

is given by equation (4.14). 

Consider the gs pulse an each pmoup. The first co 

pulse occurs at time tp: Hence, using the Time.Shitt 

! Theorem, the spectrum generated, PR(f), by all the ee pulses 

os 

~j2nf.t, 
Py ht) = oe - PL(E) odie «See 

The total spectrum of every pulse is therefore given 

by the Superposition Theorem as FL(f), where: 

K, 

Pig Boe RE Pa ee) q pat R 

Therefore 

Ky ~j2nf.t, 
Pik) SP Ae Ve 8 bat CUS BoD 7 B ie 

R=1 

Let the basic function be a sequence of delta pulses 

of period (2%y, with a pulse coincident with the t=O sample.
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2K 
—oO 

P 
Thus, basic function period = 

Therefore, basic function frequency = : awe K MET) mt
 

° 

Thus) from. equations. C4wl2) o( 4.14). (4..17)% 

P 
fF == 
° 2k, 

sat 4.18) 

Thus, the lowest frequency component of the P.P.M. 

signal is the frequency of the basic function. 

The basic function is defined, 

+ Q 
Bot) Se oy 8 t-) coe et 4e LS) B : a 

Ree ° 

Taking the Fourier Transform of equation (4.19) 

=e tc 
+00 0 

Petey 6 9) eee} oltre te dt 
— © Q=na 

Rearranging the order of integration and summation and 

applying the Time Shift Theorem: 

to -j2nfe- 
Therefore, Poth) aa e % 

B = Q=-a@ 

This has the spectrum: 

+00 

Pitti f+) 6(£-Q.£,) es. 0820) 
Q=-a@ 

Substituting P(t) from equation (4.20) into equation 

(4.16 hs 

+ Ke a p 

Ppldh. =eye A ete aek ae a AUR eas 
Ose “6 Bai. 

Set seat ee He 2)
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The pulse sequence is even, Hence, the Fourier 

series Ff) has Cosine terms only for the modulating 

function chosen. The summation of R from 1+K can 

therefore be expressed as; 

Ke agonees K, K, 
my © easy Cos(2nft,) * ce) Sin(2nft,) 
R=1 R=1 R=1 

Therefore 

Crete. K, 
aD e ae Cos(2nft,) este tts 2o7 

R=1 R=1 

K. 

and) Sinloveted =" 0 ere ute? oy, 
R=1 : 

Thus equation (4.21) can be written, 

+0 ot ae 
Bie) Ge hse aa 6(£-Q.£,)]. } Cos(2nf.t,) 

. “R= 

arsed ee 2D 

The 6 pulses that have been phase-modulated by the 

Sine-wave input to generate the line spectrum of equation 

(4.25) are next converted to a standard pulse, as defined 

in the model equivalent. Each delta pulse is converted 

to a finite pulse of 2 units amplitude and duration 1/P. 

Fig. (4.2) illustrates the conversion process. 

  

Hence, 

2 yee Tie 2 
Pott) Sone: F(f) e -FLCf) > 

sin(S*) by Mae 
Putting, oe = Sinc(==), 

ae 

Therefore, 

ehh eS Mk Pek ae F (f) he -Sine (5—).F,(£) Temata ee )
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Combining equations (4.25) and (4.26) to eliminate 

P(E), subtracting a d.c. level of -1 to cancel the 

d.c. component of F (f) and finally rearranging, gives: 
s 

  

2.f, +0 " -jmQf /P 7.QE. ti 
BLE) t= 2 -Sine(———) .Cos(27nQf .t_) s r Q=-© Rel P aR 

-a£-08,)]- é $9 See eA 4e 279 

It should be noted that, £=Q.f 0 since the frequency f 

is only evaluated at these values of Q.f.. 

The next process is to sample the standardised pulse- 

Phase modulated pulses by a delta sifting function, .the 

Sampling rate being at the equivalent clock rate P. The 

sampling function takes the form, 

+2 ‘ 
Cty ba O(t=—),, ae ee Ss P 

M=-0 

The product of the P.P.M. standardised time signal 

and sifting function leads to a resultant spectrum 

evaluated through Convolution as, 

Fao (f) es) Bote a Sg £.(t)e 3% ae), 

= Pe cage fg 2 sce s ou MS oe iF > 

Therefore 
Le 

Pgidle ters ob F Lit -MgRo vn 6 AM PO) 

Poo(f) is the spectrum of the output-pulse sequence 

of the model when the pulses are in a delta format. 

Combining equations (4.29) and (4.27) to calculate the 

final spectrum:



Therefore, 

K, po Qt nm MP) (QE. -MP) 

Dae P Sim {—3—_4 
R 

  

+ 

sh tei aie ) 

Cost onl Qt CMP) th OCE“( Qf -ME)) 

ee C4230) 
*Q70. 

i.e. Putting Q#0 is equivalent to subtracting 6(f) in 

equation (4.27) when d.c. level of P.P.M. Signal is 

zero. 

The value of te is calculated from equation (4.6). 

  

Putting teeth gives, 

, %0 N.D.w 2NKw ah 2 al m ‘ om OF Ey we oat Woe be Si pr) s+ ee (HST) 

If the time function is neither odd nor even, then 

the general spectrum, from equations LW521), £0930). 

    

becomes: 

eeu Gai soi “MP ) 7 (Qf -MP) 
Iai a Lae fan ahi Sine { a 

eee ee ree a 

#940 ee ee 

Equations (4.30) and (4:31) allow the complex 

Fourier Transform of the Output pulse sequence to be 

calculated for a sine-wave input signal. 

The analysis described, may be readily applied to 

a general periodic function. Equation (4.32) may be used 

for any periodic function whose fundamental frequency 

component is wn? the same as the sine wave inpib. «usc 

considered. The values of K, and ft, are determined on the
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basis of the fundamental component Wn? other upper 

harmonics not effecting the values, However, equation 

(4,31) is no longer applicable. It is therefore 

necessary to calculate the values of t, over the range 
R 

(1sRsk), by another method. A general procedure uses 

a digital computer as follows. 

The computer uses equation (4.1) as an algorithm, 

evaluating x(t) at various instants over a period (1/£,). 

The analysis could follow a binary selective procedure 

wo Tocate ate Fis 860. tarot xt). s Piet, «(t). Lécevatnated 

at equally-spaced samples for a range of t, where, 

Mt oS CR) 

The sampling rate is made greater than twice the 

highest deviation frequency, i.e. greater than 2P. Thus, 

it is possible to position a P.S.%.C. to the nearest 

time slot by comparing samples, the time slots being of 

duration 1/ P. When the time slots containing P.S$.%.C.'s 

are known, each slot may be divided equally into two, 

and the P.S.4.C. allocated to its appropriate section by 

comparing sample values. This process may be repeated 

until the desired accuracy of te is obtained. 

Pig. 4.3 illustrates the binary selective procedure 

for obtaining a better approximation to the P.S$+%.C.'s 

locations. 

If the transform of the integrated waveform S,(£) 

is required, then: 

Pegtt? 
"oer ae ayane coe 385 

At this stage in the analysis, the conversion to 

a P.C.M. system is readily achieved by sampling the transform
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8.(f) at or above the Nyquist rate. The sampling rate 

is a function of the delta-modulator clock rate P. 

The delta samples are then converted to finite pulses 

by a standard hold network similar to Fig. 4.2. 

Hence, from equation (4.33) and (2.52): 

Foo (f-Ms. ) +0 

Suey tt) = ate es jen(f-ME_) = a pete oH) 

il 

Where the restrictions of equation (2.50) are 

applied.
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4,2 Direct analysis of delta-modulation systems for 

ramp and sine-wave input signals. (13) 

Although a ramp-input signal with superimposed 

sine wave is not practically realisable, except over 

finite periods, for delta-modulation. It is realisable 

when considering an equivalent delta-sigma modulator 

where it represents a constant d.c. level with super- 

imposed sine wave. 

13 
It can be shown that an asymmetrical integrator 

(positive step-height is not equal to negative step- 

height) in a delta-modulator, is equivalent to a perfect 

integrator with a constant ramp input signal. The ramp 

input corrects for the integration assymetry. fThus, 

when this asymmetry can be determined and the compensating 

ramp input calculated, it is necessary to add a ramp 

input to the perfect model to realise the practical system. 

A small d.c. offset with delta-sigma-modulation can also 

improve the coding threshold. 

Let dD. be the slope of the ramp input and 

-D.Sin(w +t) the superimposed sinusoidal excitation. 

Hence, D(+) ::« Di -t = D.Sin(w t) oie as) 

Sustituting for D(t) from equation (4.35) into equation 

(4.2), 

therefore, POMS ats SD oe DV SInty Fy. c* mm mm 

Rearranging, 

2.M PPD} ite. p D.Sin(w t) coe (h. 36) 

Hence, the addition of the ramp input modifies 

Chée= mean rate of ‘thesP.S.2.C.'s .
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Hence, comparing equation (4.36) with equation 

(4.4) and modifying equations (4.5) and (4.12) gives: 

2M 2 j 1 N.Dew 2-NM.u 
eee : + =. (a) St alta), m P-D. Wye) Y 9 (PeD) eh 

ee ( hae) 
(P-D_) 

| K = Sa 5 eT vate 2CN S38) 
m 

where, from equation (4.7), 

a 2 atts 
ty = TP-D,) Soc 39) 

Using equations (4.37), (4.38), (4.39) in place 

of equations (4.5), (4.12) and (4.7), the analysis of 

the output spectrum may be determined as in section (4.1). 

With superimposed slope modulation, the slope of 

the sinusoidal component must be reduced to prevent slope 

overload. Differentiating equation (4.35) ana taking 

the maximum value, 

d 
at D(t) a wird, D, ee tae 

MAX 

= D. - wd D. negative 

me — D(t) e LDe| 4 feo] 

MAX 

The slope must not exceed the maximum Slope, P, 

where P is the delta-modulator clock rate, and the step 

height is unity. 

Hence, {|D.| + Jw cr DI} < P os ee( h tg) 

The infinite ramp input is not applicable to the 

P.C.M. system since the condition requires an infinite
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1.5 Direct analysis of delta-modulation system for 

ramp input. (13, 14) 

To calculate the position of the P.S.4.C.'s for the 

linear ramp input, put D=0 in equation (4.35). Hence, 

Db yy ee Dost yas ee Ula) 

where, |p. | oP emcee (4 e429 

Hence, from equation (4.5), 

t. = @ igo khs) 

The P.S.%.C.'s form a periodic function of fundamental 

frequency. 

eo ite? eek 
oh tee) he 

i see - = ae, (4.44) 28s i : hw oh Me 

Hence, from equation (4.20), 

(P-D,) . (Ped 
Poe eee). A 

2 = =O 

In this case, F,.(f) = FuCt), since the fundamental 

frequency is the actual pulse rate of the delta functions. 
2 

therefore, 

P-D., +00 Q 
3 ¥% ee ‘eek OS)   F,(f) = { 

The spectrum Fatt) becomes, 

(Q-2M)P-D.Q 

  

-jr( ap ) 
oy paras , - m((Q-2M)P-D_Q) 

PF f)= ‘ e » Sine {————-—_ } 
p2 P ie-loess 2P 

QD 
Seo ee s & ~6{f-(5 =e MP ) }-6(f-MP) 

eon e6}
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Equation (4.46) is the pulse spectrum of Pi(t) when 

the modulating signal is a linear ramp. Again there is 

no equivalent in the practical P.C.M. system.



44 High-band delta-modulation with low-frequency 

deviation, with application to spectral analysis 

of delta-modulation and P.C.M. system. 

A delta-modulator operating at a clock rate of 

P(P.P.S.) is termed a low-band modulator, whereas a 

system operating at a higher pulse rate is termed a high- 

band modulator. | 

The model has described a system of phase modulation, 

where the carrier frequency deviates by a maximum 

frequency of (p/2) from the central carrier frequency 

Plo 

Such a modulation process produces a large number 

of side-bands of considerable power. Hence, calculations 

of the Fourier Transform are extremely complex for 

general functions. Initially, consideration is given to 

the integrated pulse waveform, S(t), and an alternative 

method of generation is proposed. The waveform S(t) 

requires, that at the delta-modulator sampling instants, 

the integrated values of the pulse waveform are exposed. 

This was described in Chapter 3. 

Let the clock rate b.P of the high-band delta-modulator 

be such that b is a positive integer. The high-band 

delta-modulator generates its integrated pulse waveform, 

S(t). The waveform S(t) is sampled at the low clock 

rate, P, by a delta sampling function. There are two 

cases to consider. 

Case 1: b. add , positive integer.
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By sampling S(t) by a delta sampling function, 

S(t) can be generated when b is an odd positive integer. 

It is important that the input-signal slope at no time 

exceeds slope overload condition of the low-band 

delta-modulator. Otherwise the sampled waveform changes 

may be greater than unity, assuming the high-band model 

has a unit-step output function. Consequently, the high- 

band modulator, whose input is made identical to the low- 

band modulator, is undermodulated: 

The phase-modulated carrier of the high-band 

modulator, is obtained by modifying equation (3.12), such 

that, 

x(t) = X.Cos{n(b.P.t + D(t))}, eget eon PD 

Putting D(t)=P.t to generate maximum carrier 

deviation and so prevent overload of the low-band delta- 

modulator. 

Therefore, 

a(t) = X.Cos{w.(b+1).P.t}, 

i.e. the carrier deviation of the high-band model is 

P , but the centre frequency is bP. . Hence the total 

eek is only 1/b: of the te under the stated 

loading conditions. 

By making b large, the percentage deviation can be 

made small. Consequently, the analysis of the Fourier 

Transform of x(t) is simplified. Section 4.6 will extend 

this concept to provide an approximate solution for a 

general signal D(t).



Case 2: b. even, positive integer. 

For even b, the low-band samples are always on 

even levels; hence, the difference between two low- 

band samples is either zero or fo units, providing that 

slope overload does not occur on the low-band system by 

undermodulating the high-band system, as before. Then 

each high-band sample has an error no greater than ais 

Similarly the low-band samples have the same error. 

However, since these a anes values fall only on even 

levels, the P.C.M., quantised P.A.M., signal is generated 

where the quantisation step is of value 2 units, but 

the error is a maximum of *1. This is the condition 

discussed in section (2.5). Hence, the delta-modulator 

centre frequency may be made large and the depth of 

modulation kept low. Then, by using even sampling, the 

P.C.M. system can be analysed. The same process is thus 

applicable to P.C.M. as for delta-modulation, the 

difference being in the even and odd sampling process. 

Both these sampling processes may be applied to the P.C.M. 

model of section 3.8. Thus, the P.C.M. model can 

generate the delta-modulated signal S(t) or the P.C.M. 

pom't)> 

Fig. 4.6 shows a flow chart for basic direct 

signal S 

calculations on the deltamodem model and P.C.M. model, 

for delta-modulation and P.C.M., P.A.M. quantised 

waveforms.
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4.5 Analytical determination of a P.P.M. waveform 
from a phase-modulated carrier 

For spectral analysis, it is necessary to determine 

the relationship petaean the phase-modulated carrier, x(t) 

and the standard-pulse P.P.M. waveform, where the pulse 

duration is set at (1/b.P) secs., the sampling duration 

for the delta-modulator. The relationship is demonstrated 

by the schematic diagram of Fig. 4-7. 

Observing the processes in Fig. 4-7, the relationship 

between Rant) the P.P.M. waveform and f(t) P.M. waveform 

1s given by, 

  

- 2 
# tty = [ecey-#(t-a/p.P) | + 200) -£(Ct-1/b<P 7) a, 

2 2 
Expanding, 

ttt). * (E(t) > } £(t).£(t-1/b.P) +( £(t-1/b.By 
4 4 

+ EGty) eee Chr bw). eae dy 
2 2 

From Paige Yow, 
(F(t)2 251 

(F(t-1/b.P)2= 1 

therefore SS) = 3 [ect )-#(t-2/b.Py A SEE elt ol l/h ob 1 

(4-48) 

The conversion of x(t) to f(t) may be obtained by 

considering each harmonic of a square wave to be phase 

modulated. Thus, the expression for f(t) is an infinite 

series in terms of harmonics of x(t). 
eo 

Put, fey ee oo Pent). ex Searels 

TT
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Equation (4 ~49) represents a square wave of fundamental 

frequency f. When the fundamental, corresponding to x(t), 

equations (4-47), is phase modulated by p{+.),. then, 

Oat dee es fds PED «er. 

tendue ele: s 2p ‘at a2, Poe es 

Woes 

M720 

wiere, fCtin 3 x(t), when: MP: sland: Xan h *. 
: 

in equation (4-47). 

Thus, if the instantaneous phase angle of xe.) + @, then 

the instantaneous phase angle of the mth harmonic is (M®). 

Hence considering the infinite harmonics of x(t). Equations 

(4 -48land (4 -49)¥allow the time-domain solution of f(t) 

to be obtained.
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4.6 Application of high-band delta-modulation and 
analytical determination of P.P.M. signal to 
general spectral analysis. 

It is possible to combine the signal transformations 

of equations(4-48) and (4-49)in a high-band delta-modulator 

and obtain expressions for a high-band, quantised P.A.M. 

waveform S(t). Hence, by suitable sampling, the delta- 

modulation and P.C.M. waveforms S,(t) and § CE) scan 
PCM 

be derived. The approach here, is to follow these processes 

in the frequency domain and determine the general spectra 

in terms of the spectrum of a high-band phase modulator with 

low deviation. 

Fig.4-8 shows the calculation procedure. 

Let aon be the Fourier Transform of ear and 

f (£) be the Fourier Transform of f Ct); then 

from equation (4-48), 

£(£) = 3 | « E(B ee tT Do EY shea 

- fece ptt ei27f/b.P pa PUL) Von BE) 1; 

pet (4-51) 

ca gle is the spectrum of the phase-~modulated 

functionx (t), then the spectrum f(f) of the phase—modulated 

Square wave is determined by extension of equation (4-50) 

to give db og 
-_ Mtr ; Sin(7>) 

£(£) sick A al os ney oh aes (4-52) 
M 

M#0, 

The advantage of making the high-band phase modulator 

of a high centre frequency, with low deviation, is in 

simplifying the spectrum A(t). ihat 18,5 ACh) 1s more easily 
x 

determined, since the side bands decay more rapidly.
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Finally, fais) is sampled at the high-band clock 

rate b.P to determine the high-band output pulse waveform, 

which, after integration, yields the high-band, quantised 

P.A.M. spectrum S(£). The sampling procedures of section 

4.4 then complete the analysis. 

Thus, an alternative approach is possible which does 

not depend upon the calculation of PSZC s. It allows the 

Spectrum of the phase-modulated carrier x(t), operating 

under low deviation, to be transformed through equations 

(4-52) and (4-51) and two sampling processes.



164. 

+0 

> s(t -M) 
bP 

      

  

Ms-0° 

D(t) 

‘TES P(t) 
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(4-50) (4-48)                       

& pulses |   
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S(t) 

teCe=1 Sampling 
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S(t - M) 

Me-00 f, 

cfeee centre frequency. 

Fige4-8,. Calculation procedure for high-band delta-modulator 

using high-band phase modulator and the pulse 

converter of Fige4-7.
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4.7 Model with generalised feedback and observations 
of stability of delta-modulators. 

All dé@élta-modulators using feedback, can be classified 

as unstable, However, in certain classes of modulator, the 

instability can be controlled by the modulating signal, so 

that the output pulse sequence efficiently carries modulation 

information. In a delta-modulator, the transfer function 

modifies the pulse output waveform and applies the signal 

to the modulator input. Consider the idling pattern 

condition for a delta-modulator. Fig.4-9 shows an idling 

modulator with the modulating signal removed. 

A general linear transfer function modifies the phase 

and amplitude of the input signal. For the purpose of 

Cane the phase and amplitude functions are considered 

separately though they are mutually dependent. In the 

forward path of the delta-modulator is a comparator. This 

can be considered as an amplifier of gain -A and an amplitude 

limiter. The amplifier gain can be included with the 

amplitude function [A (£)| » forming, 

mA. tA. CE9|. 
G 

Since the forward loop functions as a comparator, A 

is large and, in the limit, A +* The significance is that 

the amplitude characteristic is destroyed. Hence, for a 

periodic idling pattern, only the fundamental frequency 

is detected, the output zero crossings being phase shifted 

by the phase function. Thus, the phase function determines 

the idling pattern, when the idling pattern is symmetrical 

and periodic. The phase functions represents delay; thus
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as an initial discussion, the effect of loop delay on 

the idling pattern will be investigated. Bip. + 10 

represents the system for investigating the idling pattern. 

In the following discussion the clock period is P 

(P.P.S.) and the output pulses are held for a time 1/P 

secs. Assume, initially that the output of the modulator 

and delay line are at the '0' level, and that the delay line only 

contains a $6r0 level. Thus, -on the clockspulge Pee? 

goes high. T(f) seconds later, the output of the delay line 

goes high; then at the next clock pulse Pi (t) goes low. 

From Fig. 4-11, it is clear that if N is a positive 

integer, for, 

Ce. Svante)... & ~ 
P F 

then the half-cycle idling duration is N 
P 

Hence, generally, (Nel). % TCE) SN 
rE Ei 

then the idling pattern frequency = _P (4-53) 

(2.N) 

The phase function, o,(f), of the general transfer 

function represents a frequency-dependent delay. Big. ei? 

shows the relationship between the phase delay o,(f) and 

the equivalent time delay T(f), T(f) being the frequency 

dependent delay. 

Hence, ee, ec (Gb) 
27 L/t) : 

Therefore, o,(£) a = Snk TCEs Fike + skeen? 

Puteine , fc is P
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Therefore, o, C PeS) eee Pou. Tales) is ail Se 5G 

2N N 2N 

Where, (hea yon oT Cb Yeh 
iz 2N P ¢ 

or, fia iy <t CE) gp cae sy 
Soa He OE 

Equation (4-55) states the phase delay for an idling 

pattern of frequency P/(2N), when using a zero-order hold 

of duration 1/P. The general delta-modulator was defined 

in terms of a delta-pulse sequence for the output waveform; 

thus the hold circuit can be included in the general 

feedback transfer function. Fig. 4-13 illustrates the 

hold:-circuit assumed at the output of Fig. 4-10 and Fig. 4-9. 

The zero-order hold transfer functions, T Cf), can be 

written, 

man. fs e Sine (ato) \y Bee ee (lives Bigg) 

T Cf) = P P se 

ie 

Thus, the phase function of the hold network is 

given by, o(£), where, 

o,(£) Be esl Te oe cha 5 7) 

tu
] 

th
 

Hence the total phase lag is given by the function 

o(£) and the function o(£), where o,(f) is the total 

phase-lag function, i.e. 

o,(£) x o,(f) + (Cf) Jiccae o Le OBa 

Substituting o(f) from equation (4-54) and 0, (£) from 

equation (4-57) in equation (4-58). 

Phy or ee ge BRE) eke see's e425 9) 
Pp 

For efficient encoding, the idling pattern must always 

Meat Pye, Pircd.,. that is’ the Idling pattern: 1s, 

ie os OLOLOU ee
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Now it has been shown that for oscillation at a frequency 

f (where f is a sub-multiple of clock rate), that, 

1} y will, not result im caciitations at e 

the frequency f. However, the oscillation is at a frequency 

P/2 hence, 

T (P) < 

2 

iE 
Pp > 

Applying these conditions for T(f) to the total phase- 

lag function of equation (4-59), gives 

,(£) meee) iF Fo Condition 1, £ 
P 

andes —. Oe > dp GP) * - , Condicthaon ” Qi. 1 

When the hold network is introduced, the limits on 

the additional transfer function rT (f£) can be stated: 

EE NR eS 2h) s Condition 3. 
Er 

= Tre >, (RP) 2. 0: Condst1 One. 
2 

Conditions 1,2,3.,4 ensune that in the idling state 

the only mode of oscillation is the P/2 idling pattern. 

If these conditions were not met, then several natural 

modes of oscillation could result; the actual: state 

depends on the state of excitation of the modulator and 

is thus indeterminate. In this case, the frequency of 

oscillation would not be uniquely defined and the encoding 

would be sub-optimum,. 

However, conditions 1,2,3,4 do require that the waveform
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at the output of the transfer function, oscillates 

symmetrically about the comparator reference level. If this 

is not the case, then the idling pattern is not obtained 

for all phase delays in the range - 37 > ew hi Gadi 
2 2 

The three error Wer coors shown in Fig.4-14 have 

undergone different phase delays by the transfer function 

in the feedback loop. On each error waveform, two reference 

levels have been indicated Wo pepresent ine two different 

comparator levels. It is clear that in the extreme cases 

of 7,/2 and. 37/2, the comparator can only, operare 

satisfactorily if it is positioned at the mean of the 

periodic, idling error waveform. As the phase shift approaches 

m, the range over which satisfactory idling is obtained 

increases until at a delay of 1, the reference level can be 

positioned anywhere over the signal range of the error 

waveform, allowing the modulator to always idle correctly. 

Hence for ideal operation, 

br () = T eon ee 4 e502 

Condition 1 still represents the condition for no 

oscillation and condition 3 applies for the system including 

a zero-order hold of duration 1/P secs. 

Thus, the phase margin limits can be explicitly defined. 

These are summarised below: 

dep CP) = 1 soe ee CESGO) 
2 

o, (P) = T SoC AST 
2 g
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For all other frequencies: 

be CLs et Ee £} ei kG 2) 

4 SERIES OW gh oO 2 EY eis LOC On) S 

The limiting phase functions are illustrated in 

Fig. 4-15, and Fig. 4-16. Note that they -only apply.at 

sub-multiples of the clock frequency and apply to idling 

stability. 

When an input signal is applied to the delta-modulator 

the feedback network respondshy generating many frequency 

components. If the modulation is efficient, then the 

largest components in the signal band should be related 

to the modulating function. The deltamodem model 

demonstrated that the signal information is initially 

carried by a pulse-phase modulated sequence then partially 

redistributed in time by the time quantisation. The time 

redistribution depends upon the position of the P.P.M. 

signal and the delta sampling during time quantisation; but 

it can lead to a delay of the information of between O and 

(1/P) secs. Any component which is applied to the input of 

the modulator (assuming it does not fall below the threshold) 

will be produced at the output with other frequency components 

due to quantisation distortion. Hence, it is necesary to 3 

ensure that the loop gain does not produce an unstable 

system. Fig. 4-17 is a modified second-order model system 

as SNoOWn ine Pig. J-LL 5c.
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Frequency components may be injected either at 

the input Port or at the quantisation noise port, 

however, the loop gain for any component must not produce 

instability. 

Since S(t) and D(t) have a unity gain relationship 

at signal frequency, then, 

e J?z BEET Oe a ee aes tec (4-64) 
—_—— 

G 

Note in the modulation process, the phase modulator 

effectively differentiates the input signal, however, 

during demodulation of the delta output pulses, the process 

is cancelled by the integrator. 

From Fig. 3-10A for the second-order delta-modulator, 

the general feedback transfer function is A (f£).. «In, terms 

of A(f) of Fig. 4-17 putting Ty = 1 sec, Ag(f) is given’ by: 

Ac(f) -= 1 ple # BE i Re ieee (4-65) 
wei Ses G 

j2uf 

From equation (4-64), the stability criterion is 

Hence substituting in equation (4-65) for A(f), gives 

G 

AQ(£) > l aa eti2mt/p 

j20f 

Pheretore,s A CE) os Oe ed glare: aha ure} See Rene) 
S P 

From equation (4-66), the phase margin is given by, 

o_(£) = Ty 1 

td
| 

th
 

Fh
 

- } 

and | Agi #)| a be (1 | foes (4-68) 

|
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where |a,(#)I is the maximum amplitude of a given 

frequency component. 

Equations (4-67) and (4-68) apply to the total 

feedback network. It is interesting to observe that the 

stability conditions for the idling state is also the | 

solution for the Nyquist stability criterion. 

In delta-modulation networks, the general transfer 

function consists of either a single integrator or a 

double-integrator with a forward predictive loop. 

The transfer function of the single integrator is 

A.(£) = ZL i Jae ei hb =O0) 
. qone 

and for the double integrator, modifying equation (2-32) 

gives 

Ap(f) z +1 AES Ee ea os 8 (4-70) 
7205 

By comparing Fig. 4-16 and equations (4-69), the. 

single integration function with hold network appears 

optimum at P/2 and P/4 and well within the limits of the 

phase margin at lower frequencies. Increasing the phase 

lag at P/2 and P/4 can generate a dual stable idling pattern 

of either 0101 or 00110011; this is readily observed in 

practice. 

In all analogue networks, the hold circuit is 

required. However, it represents only a single clock- 

period store and thus its storage capability with respect 

to baseband signals is zero. However, it does introduce 

unnecessary phase shift, thus limiting the total storage 

‘capability of the feedback network. Thus, the digital 

methods of generation (which are capable of realising the
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response of a transfer function without a hold network) 

have a greater phase margin, with enhanced performance 

and stability margin. The transfer function of 

equation (4.70) for double integration can be modified 

with respect to phase margin by changing the prediction 

G. The value of G, which is controlled by the type 

of modulator used, is calculated so that the phase 

response of the double integrator falls within the limits 

shown in either Fig. 4.16 or Fig. 4.15. 

Consider the double-integrator network of 

Fig. 2.5A, together with equation (3.32). The phase shift 

of the network ,(f) can be written: 

,(f) = n-tan~ {20fGT,} “oe tat Tia 

For the digital system, where no hold network 

is used, Fig. 4.15 shows that 

on (Ff) < a 

x P ap 
Hence, putting ef) = ome f= yf and solving 

equation (4.71), gives 

G > toy eth 27 

p 
  

2. ab 

1 P.T, 

where Gn is the value of G evaluated for the system 

without a zero-order hold. 

For the network using the hold of duration 1/P, — 

Fig. 4.16 shows that 

oR) =e» 

Defining G.=G for the hold circuit, then: 

ne 
On a sie CROPS) 

P.T, 
és & 

H T
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For the system with the hold circuit a realistic 

solution for the quarter-clock-frequency idling pattern 

is not possible. Thus, the best solution to be found is 

one limiting the eighth-clock idling pattern p/8.. Thus; 

with an analogue double-integration network using a hold 

circuit of duration 1/P, two idling pattern modes 

i.e s 0101. and 00170072 

are possible. This infers that the quantisation 

noise can reach a higher power level.To stabalise the idling 

pattern, G would have to include a phase-advance 

network. The results (4.72), (4.73) compare favourably with 

the predictive theory which determined a value for G given 

by equation (5. 30s 

A double-integration network with a hold network can 

produce more quantisation noise than a double integration 

without a hold network. This can be of importance when the 

clock rate is only a few orders of magnitude higher than 

the highest modulating frequency. In such cases, 4 single- 

integrator system may give improved high-frequency noise 

performance, expecially with high-frequency modulators which 

have their own inherent delay. 

In section 2.6, it was stated that the single 

integrator and hold circuit were on the limit of stability 

with respect to a single idling pattern and that only a 

small delay was required to produce two possible idling 

patterns with an increase in quantisation error. Fig. 4.16 

illustrates the phase margin, where the single integrator 

is represented by the dotted line, it is seen to be on the 

limit at P/4 and at P/2. It is important that idling 

stability is observed as this controls the peak quantisation 

error which occurs.
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CHAPTER 5- ADAPTIVE DELTA-MODULATION WITH PULSE 

GROUPING TECHNIQUES. 
  

Sid Introduction to pulse grouping. 

When a delta-modulator has zero input signal, the 

output pulse waveform is the idling pattern ...01010.... 

As the input signal rises positively, more 'l' pulses 

are generated in the pulse sequence. In delta-modulation 

this change in pulse pattern is related to the 

modulating signal slope, while in delta-sigma modulation 

it is related to the amplitude. Once the input is non- 

zero, the idling pattern is destroyed and other pulse 

patterns appear. The first noticeable pattern is that 

of pair groupings of two 'l's or two 'O's, depending on 

the signal direction. As the signal becomes more positive 

the pair groupings become more common until a pulse 

pattern, 

oie o. OUMOLLOL ses 

is obtained. Further signal increase produces a further 

change in pulse grouping and triplet groupings become 

more common. A limiting condition is reached, where the 

pattern becomes, 

eo 2011 LOT LOM TO css 

and the pattern then produces groups of four pulses on 

further signal increase. The pulse groupings will be 

classified as follows: the idling pattern is termed a
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zero-order pulse group, the pulse pairs are a first- 

order pulse group, pulse triplets are second-order pulse 

groups, etc. 

Since the pulse signals contain information as to 

the modulating signal, there is a predictable theory as 

to the pulse patterns generated. For this discussion, 

delta-sigma modulation will be described, although the 

results are equally applicable to delta-modulation. The 

input signal to the delta-sigma modulator is defined M(t) 

such that, 

M(t) = 1, output pulses all 1's. 

M(t) = 0, output pulsesat idling pattern. 

M(t) = -1, output pulses all O's. 

To investigate the behaviour of various order pulses 

produced by d-c. modulating signals, a computer program 

was compiled which generated the pulse pattern of a single-. 

integration delta-modulator with various d.c. excitations. 

The pulse sequence was evaluated over 1000 pulses for each 

d.c. input level. The levels were changed from zero to 

1.00 in steps of 0.05. The output pulse waveform was 

observed at each input level. At each level, various order 

pulse groupings were observed and the number of each order 

groupings that occurred in the 1000 samples were recorded. 

The results were normalised by dividing by 1000; this gave 

a measure of the frequency of occurrence of the groups 

considered. Fig. 5.1 illustrates the results of the 

computer analysis. 

Before continuing the discussion, an exact definition 

of a pulse group will be stated and the method of generating
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such a group will be given. 

Consider an oe order! group. To detect the presence 

of such a grouping, the pulses are observed in an (N+1) 

bit shift register. If the outputs of the register are 

Q, 2 ya ot Qoy4r)? then a pulse group of order (N) is 

defined by the Boolean Expression, 

th 
N Order pulse group = Si (n) = Qy 8528302 Qin @(y ar) 

Wiel sak) 

This is a positive group since positive pulses are 

observed. For a negative ne order grouping, 

SYay. * 8 +85 +8306 + Qe) Sa Hi 5Ee} 

Fig. 5.2 illustrates a system of a pulse group 

detector and illustrates the system with an example showing 

lst, 2nd, 3rd and 4th order positive pulse groups. 

The results of Fig. 5.1 indicate that there are 

precise threshold levels at which the various order pulse 

groupings commence. The results also indicate, that once 

a pulse group has occurred, the frequency of occurrence of 

that order of pulse group rises linearly with the modulating 

signal. Since the frequency of occurrence was measured over 

a finite pulse sequence, changes in modulating signal cause 

the frequency of occurrence to rise in steps, the step 

depending upon the group order and the number of pulses 

averaged. Thus, as the pulse group order becomes larger 

(keeping the total number of samples constant), then the step 

change becomes more coarse. 

The next section determines the threshold level in terms 

of the modulating signal M(t), for an ne? order pulse group.
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5.2 Determination of threshold level of an yeh order 

pulse group, for delta-sigma-modulations. 

In chapter 3, delta-sigma modulation was demonstrated 

to be identical to time-quantised pulse-frequency 

modulation. This concept is used here to calculate the 

threshold level, for a delta-sigma-modulator, of an ro 

order pulse group. In the model system, a carrier of 

frequency P/2 is modulated in frequency by the delta-sigma 

modulator input signal M(t) to a maximum frequency 

deviation of P/2, corresponding to |M(t)|=1- 

Thus the instantaneous frequency f may be defined in 

terms of P and M(t) by the relation 

% P fics + 5+ M(t) 

r[
td

 

wieperore, f= {1 + M(t)} Jes eS) 

A pulse group of order WN occurs when (N+1) 

P.S.Z.C.'s fall in (N+1) consecutive time slots. For the 

threshold level defined m(N) for an nee oraer system, M(t) 

must be the minimum value for this condition, which infers 

a minimum frequency deviation in the frequency-modulation 

model. The limiting condition for generation of an som 

order group is that when the time between the first and 

the last detected P.S.%.C. is just equal to (N+1) time slots. 

+1) 
(N+1) time slots occupy a duration (we » Since each 

  

slot is of duration 1/P. 

For the first and last P.S.4.C. to just occupy a time 

(Wh), the number of cycles of the frequency-modulated
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carrier is N. 

on : oe 
Therefore, period of f.m. carrier = (M44). (5) 

Therefore, frequency of f.m. carrier = (———).P 

Equating this frequency in equation (5.3) and 

substituting m(N) = M(t), gives: 

Tray P = (1 — m(N)) | 

Therefore, m(N) = () Gok k CS eA 

From equation (5.4), 

mei). #0, 

m(2) = 2; 

m3): * 5, 

m(4) = 2, etc. 

It can be seen that these results agree with the 

computer simulation, the results of which are illustrated 

in Fig. 5.1. Pulse group detection thus gives a very 

reliable measure of the depth of modulation of a delta- 

modulator, and is therefore very useful in adaptive systems. 

The distribution of an ne® order pulse group 

sequence for 1z|M(t)|zm(N) is also required. Consider 

again the condition for (N+1) P.S.%.C.'s to be distributed 

in (N+1) consecutive time slots, but that the number of 

cycles of f.m. carrier is {N+e(N)} where e(N) is a number 

related to the ie order pulse group such that,
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Ose(N)<l, 

Thus, {N+e(N)} eycles of f.m. carrier occupy a time 

(+1) 
P 

. : 4 (N+#1), 1 
Therefore, period of f.m. carrier = iieetuy 

The frequency of f.m. carrier is 

Nee (N | 
Feet! dy oP, ceva 

(N+1) 

Equating f in equations (5.5) and (5.3); 

Therefore, 

p{Nte(N))) 5 gi ae ai = atl + M(t)}, 

Therefore, 

ct) u(t) (Hen) _ (en) | | oC oes 

The frequency of occurrence of yh order pulse groups 

is directly related to e(N). When e(N)=1, the rate is P 

the clock rate, and when e(N)=0, only one group occurs and 

the rate is zero. Let the frequency of occurrence of ie 

order pulse groups be fy The initial and final conditions 

are known and, from the computer results, the normalised 

frequency of occurrence suggests a linear relationship 

between f, and M(t). Thus from equation (5-6), fy and 

e(N) are also linearly related. Hence, put 

fa * e(N).P tau lSeT) 

The proposed model for pulse grouping distribution 

is therefore a frequency-modulated carrier commencing at 

zero frequency and rising to a rate P at peak modulation. 

The system is such that for the yh order group,
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and 

the 

yeh 

o < |u(t)| < m(N) 

then fy = 0. 

for m(N) < |M(t)| < 

then fy = e(N).P 

185. 

As in the previous model system, a reference point on 

carrier is chosen which is related to the position of 

order pulse groups. Again let the reference be the 

P.S§.%.C.'s of the frequency-moduiated carrier. The 

P.8:2.C.'s of the signal jot trequency fy are then time- 

slotted into time slots of length (1/P). The model is 

identical, with respect to the time-slotting procedure, 

to the previous deltamodem model.
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53 Suppressed-carrier delta-modulation. 

In section 5.2, pulse grouping was discussed and 

the frequency of occurrence of an yeh order pulse 

group expressed as a function the modulating signal 

for a delta-sigma modulator. Fig. 5-1 illustrated 

the threshold phenomena associated with various group 

orders. 

It is interesting to observe that the curve of 

frequency of occurrence versus modulating signal for 

the first-order group (group of two similar pulses) 

passes through the origin. Since the grouping is farsi o 

order, the idling pattern is suppressed and the output 

during the idling pattern is a constant level. Fig. 

5.3 represents Ci oe order-system, its response and 

its integrated response to a typical pulse sequence. 

The integrated first-order pulse sequence appears 

as a modified waveform of 5, (t)5 however, the ‘carrier' 

component at one half the clock rate has been removed. 

A delta-modulator changes the phase of its P/2 component 

on odd and even levels of S(t). This can readily be 

seen by observing the idling pattern shown ini Ft es oes. 

The lst-order system, as well as suppressing the 

half-clock-frequency component, also separates the 

positive signal from the negative signal, thus readily 

allowing a rectified waveform to be obtained. 

Fig. 5.5 illustrates a "full-wave' rectified 

signal extraction.
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5.04 Basic adaptive system for delta-modulation. 

(264 275 285 29) 30, 314 47, 48, 49) 

This section deals with a basic adaptive loop 

that can be applied to television signals. The system 

is designed so that the high-frequency signals are fed 

directly to the modulator, but the low-frequency 

components are controlled so as not to overload the 

modulator. Fig. 5.6 pia ueteeets che adaptive loop. 

The modulator transfer-function for the adaptive 

loop, when y is the control signal, is 

oe 1+jw(RC) 

Ay(f) = (CELT ejaC (ROD)? Babee 

The demodulator transfer function for the adaptive 

loop is 

(xe1 jo jw(RC), 
Itju(RC chee 899 A(t) = { 

Providing »” tracks identically in both modulator 

and demodulator (a condition which can be ensured by 

identical control circuitry operating from the same pulse 

signal) then 

Ay(£) Ap (f) me fees as 10) 

Equation (5.10) holds providing that there are no 

transmission errors. It is also applicable when the delta- 

sigma-modulator is overloaded. Fig. 5.7 shows the transfer 

characteristic for static values of ae the control signal. 

Basically, as the low-frequency signal components increase 

in magnitude, their magnitude is attenuated by the RC 

feedback network. By correct choice of network, the high- 

frequency signal can be left unattentuated and the relative



1926 

gain of the input signal adjusted such that the high- 

frequency components give a reasonable depth of modulation. 

The logic control signal can, in general, be formed 

by combinations of first, second (etc) order pulse 

groupings and the composite group signal approximately 

filtered. 

The basic advantage of this approach to adaptive 

delta-modulation is that the modulator network is non- 

adaptive. It is thus simpler in design and can be 

optimised for operation at high pulse rates. In practice, 

it is virtually impossible to produce a wide-range 

adaptive modulator. The approach outlined here should 

allow the design of adaptive systems for delta-modulation 

at frequencies appropriate for television. 

This type of adaptation also takes account of the 

improved noise performance with descending signal frequency 

that is obtainable with delta-sigma-modulation. That 18, 

low frequency components may be under-modulated if it 

allows the high-frequency components to load the modulator 

more fully. Since also, the adaptive circuLtry, can 

operate in synchronism at both transmitter and receiver 

(neglecting propagation times), distortion generated at 

the transmitter is compensated for at the receiver.
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5.5 Instantaneous non-linear delta-modulation. 

(32, 334 34, 50, 51) 

The companding system of section 5.4 involved 

an external control network with an analogue multiplier. 

Such a configuration involves considerable instrumentation 

difficulties. Since adaptive delta-modulation was not 

the objective of the research, the compander has only 

been dealt with in principle. 

In the experiment with television, an adaptive 

delta-modulator operating on an instantaneous system 

was introduced, as this was more readily realised in 

practice. 

The principle is to adapt the pulse amplitude in 

the feedback network by observing various order pulse 

groupings, but combining the groupings by an addition 

network. Fig. 5-8 shows the basic configurations possible 

for a single-integration delta-sigma modulator. 

Adaptive systems such as that of Fig. 5.9 .-are 

useful at high frequencies, since the network introduces 

the minimum of delay. By using a resistive network the 

output pulse sequence can be fed back to the input directly. 

The sequence is the zero-order pulse group and is shown 

in Fig. tao aa Gri)? 

In the practical system, a single second-order 

adaption was used; the circuit details are given in a 

later section. The system is such that signals within 

1/3 of peak (non-companded) delta-sigma modulation are not 

in any way effected. However, once the threshold m(2) is
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exceeded, second-order pulse groupings become more 

frequent and the feedback signal effectively increases 

in amplitude, thus increasing the dynamic range. In 

terms of delta-modulation, the step height is adapted. 

If a pulse sequence containing a second-order group occurs, — 

then the step height doubles in magnitude. Fig. 5-4 

illustrates the process in terms of delta-modulation. 

Computer results of this type of adaptation are 

dealt with in chapter (10).
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CHAPTER 6, BASIC FUNDAMENTALS OF TELEVISION SYSTEMS. 
  

6.1 Picture Structure and Bandwidth Requirements. 

(52, 53, 54) 

The purpose of the television system to be 

considered is the transmission, by one or more electrical 

signals, of a two-dimensional spatial sample of vision. 

The system is required to produce a two-dimensional 

image, at a remote receiver. The reconstructed image, 

when viewed by the human eye, must be a close 

approximation to the original image. The characteristics 

of the eye are of extreme importance and, as will be 

shown, allow considerable approximations to the image 

structure to be made with very little observable 

impairment, providing the image is viewed under specified 

conditions. The direct image is a two-dimensional 

projection of a three-dimensional scene, the boundary 

being finite and of a rectangular form. The direct 

image and indeed remote images, are viewed such that the 

image formed on the retina covers the ics However, 

this condition is not rigid and a viewing distance of 

the order of four to ten times image height can be 

considered normal. The projected image, whether local 

or remove , with be referred to as the picture. 

Since the eye is limited in regolution and the 

picture viewing conditions are defined, i.e. the 

reproduced image is not to be observed by a microscope 

or at very short distances, then the spatial bandwidth 

may be limited and made independant of absolute picture 

size.
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The spatial bandwidth of the picture defines the 

spatial proximity that, say, a black dot and a white 

dot can be placed. Consider an array of black and white 

dots, the dot spacing being Al and the dots lying on 

a straight line. The fundamental spatial frequency is 

then (1/2A1) dots/unit length. If the spacing is the 

minimum that a system can reproduce, Ali then, the 

  

spatial bandwidth, toy is. 

a i: 
x Al 9 Sa oe ( ORE) 

m 

Let the vertical and horizontal spatial bandwidths 

bes fs TU respectively. Since these bandwidths are 

finite, the picture can be sampled. In the systems 

considered here, the picture is divided into equally- 

spaced horizontal lines; thus the vertical bandwidth is 

constant over the whole picture area. Let the picture 

height be, Lis and the width be, Li then if the system 

has Ny line samples, 

. = ; ves One) 

steel O03) 

since, generally, the eye resolution is similar in all 

planes. 

From equation (6.2) and (6.3), 

fe bee Seon) 

The ratio of Ly to Ly is constant and is called 

the aspect ratio A, He's
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The picture, however, is not temporally eats st 

there are changes in picture structure Witbh=times . Lhusi, 

as well as spatial sampling, it is necessary to define 

the samples at various time instants. For simplicity, 

the samples are scanned. The process scans, with 

constant velocity, each line of the picture, line by 

line. Thus, for a monochrome picture, only one signal 

is generated, which is formed by the scanning process, 

the signal being proportional to the 

picture luminance . The bandwidth of the signal thus 

generated, is a function of scanning velocity and 

picture bandwidth. Fig. 6.1 illustrates a simple system, 

the scanning paths being indicated by arrows. The 

dotted lines represent fly-back periods in which the 

scan is suppressed. 

The scanning signal bandwidth, for a given number 

of lines, is a compromise between horizontal, spatial 

bandwidth and picture scan rate. The rate at which 

the picture is scanned is primarily a function of 

subjective flicker and the ability for the picture to 

track moving scenes. 

For the flicker caused by sequential scanning 

of the lines to be unobservable, the pictures must be 

completely scanned at a rate of about 50 pictures per 

second. This however, results in a rather high 

signal bandwidth, the bandwidth being raised basically to 

overcome the flicker effect. If the rate is reduced to 

25 pictures per second, then the flicker is increased. 

However, the signal bandwidth is halved and the system



can still track moving scenes fairly accurately. 

The system of 2:1 interlaced scanning may be 

introduced to offset the effect of flicker when the 

picture rate is reduced. The picture is divided into 

two fields, each field consisting of alternate sets of 

lines of the picture. Thus the system of Fig. 6.1 is 

decomposed into two fields, as shown in ‘Figs 6.23 :the 

fields are designated 'ODD' and 'EVEN'. 

For 2:1 interlacing, the field rate is twice 

the picture rate; thus, for a picture rate of 25, the 

flicker rate is 50. The system also improves the 

ability to track moving scenes, as the fields are 

temporally spaced. 

Consider the scanning signal, of bandwidth, fie 

The time to scan a single line is: 

Time to.scan a. single line = =——=—.., 

where Pe is the picture rate 

No the number of lines in the picture. 

If the line to be scanned is a sequence of 

alternate black and white dots at the maximum spatial 

frequency fis? then the number of spatial cycles in a 

line of length L, is (foe L,): Hence, 

1 ty at ee? tus? 

Eliminating f,, from equation (6.4) and 

substituting for L/L, from equation (6.5), then, 

AP oN; 
iy 2 ‘ cee On) 

  

Thus the image is constructed by uniformly 

scanning an array of lines. For a monochrome image,
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it is only necessary to read the luminance information 

during the scan and produce one electrical signal. When 

colour information is also required, more signal 

channels are needed; this is discussed in the next 

chapter. 

The process of reading the image and converting the 

instantaneous samples to an electrical signal is 

immaterial to the present system. Only the form of signal 

generated and its relationship, spatially and temporally, 

to the scanned image is of importance, since it is the 

transmission and encoding of these signals that is of 

COnCE LN ..
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Simple linear scan line structure. 

EVEN field. 

Two interlaced fields forming a single-picture 

204.
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6.2 Spatial and Temporal Identity 

The signals generated by scanning define the 

picture. To reconstruct the image from the signals, 

it is necessary to relate instantaneous signal 

values to the appropriate spatial location on the 

image. Thus, it is necessary to scan the 

reconstructed image in synchronism with the original 

image scan, allowing for transmission delays. The 

scanning process is repetitive and the time to scan 

each line is identical. In order that the scanning 

processes are in synchronism, it is necessary to 

label the transmission signal so that the line and 

field can be identified. By introducing the 

synchronisation signals at the signal source, any 

transmission delays or subsequent storage, will 

maintain accurate spacial coordinates. 

Synchronisation is established by introducing 

pulse patterns. The pulse patterns identify line 

commencement, field commencement and identify the 

field as 'odd' or ‘even'. Fig. 6.3 illustrates the 

three synchronisation pulse patterns and pulse 

durations used in the C.C.1I.R.* 625 line-standard. 

The initiation of each line is determined by 

a negative pulse of duration 4.7 weecs, the leading 

edge defining the commencement of the line. The 

line duration is 64 wsec. Field detection is 

established by a series of five pulses of duration 

* Comité Consultatif International des Radiocommunications.
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27.3 usec. at a rate of twice the line-repetition 

frequency. The phasing of these pulses establishes 

the field about to be transmitted. Since the field 

pulses contain a component at line frequency, line 

synchronisation can be maintained. In the C.C.I.R. 

system, the group of field pulses is preceded and 

followed by groups of five short-duration pulses, 

again at twice line frequency; their duration is 

2.3 usec. These pulses are termed equalisation 

pulses. Their purpose is to simplify field-pulse 

detector circuits, since the field pulses are 

superimposed on the scanning signals or video signals. 

The line and field synchronisation pulses, trigger 

linear scan generators, which enable the video signals 

to be correctly positioned on the reconstructed 

image. Fig. 6.3 indicates the types of field pulse 

phasing, indicating 'odd' and 'even' fields. Basic 

system parameters are shown for later reference. Note 

that the field phasing is related to a component at 

twice line frequency; thus there is no discontinuity 

in the line-scan waveforms due to the displacement of 

the field pulses.
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6.3 The Video Signale (52, 53, 54) 

The signal producing the brightness of the 

picture is termed the luminance signal. Its 

instantaneous value corresponds to the brightness 

of the scanned image at the point scanned at that 

time instant. Since the brightness range is limited 

between black and peak white, the range of the 

luminance signal is also limited. A precise voltage 

level can define black level and thus all 

intermediate grey tones up to peak white. 

When the image is reconstructed, it is 

necessary to be able to relate the signal amplitude to 

a brightness level. For this purpose, a part of the 

line scan is transmitted at black level. MThe 

receiver can then sense black level and assess the 

picture brightness by comparing the instantaneous 

video amplitude to black level. 

The luminance video signal is generally formed 

by a summation of the brightness component and the 

synchronisation pulses. The synchronisation pulses 

are positioned so that they lie below 'black level' 

and their amplitude is made an exact proportion of 

the black-to-peak-white signal voltage range. Thus, 

as well as providing synchronisation, the 

synchronisation pulses form a reference amplitude for 

setting the contrast ratio of the display system, 

which can be judged on a line-by-line basis. The 

system is useful for automatic circuitry to adjust 

the video signals in amplitude by measuring the
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synchronisations pulse amplitude. The measured 

synchronisations pulse amplitude is compared with 

an inbuilt reference, hence, where a discrepancy 

occurs, the gain of the video-signal path can 

be adjusted. 

When it is required to define the chromaticity, 

extra signals are necessary but their form 

depends upon system encoding. Specific details 

relating to chrominance are dealt with in chapter 

seven. 

The standard presentation of the C.C.1I.R. 

625 line standard video signal is shown in Fig. 6.4. 

The 'front' and 'back porch', are levels transmitted 

at black level, and positioned before and after the 

synchronisation pulses. The ‘front porch' is 

mainly a guard level which prevents a signal 

excursion from peak white to the tip of synchronisation 

pulse, which would complicate line synchronisation 

detection. 

In the C.C.1I.R. system there are twenty lines 

commencing at the first equalisation pulses, which 

are transmitted at black level, thus only 605 lines 

are used for active picture. It is seen in Fig. 6.4, 

that only about 52 usec. of each line contributes 

to the active picture and that about 12 usec. are 

occupied with synchronisation and black level 

transmission. Basically the 5.8 yusecs. of black 

level represent a periodical chopping of the video 

information. By virtue of the scanning structure, 

this chopping frequency can be made only a small 

fraction of the chopping rate required for a chopper
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stabilised system. However, its effect is 

identical and it allows the video signal to pass 

through a.c. coupled circuits with exact d.c. 

restoration. 

The luminance video-signal bandwidth can be 

calculated approximately from equation (6.6), 

putting, 

A= ss Pe 5, N. = 605 

12 Hence, f. 6.1 MHZ 

In practice, the video bandwidth is limited 

to 5.5MHZ. The bandwidth of the video signals is 

directly related to the spatial bandwidth that is 

transmitted; thus in order to maintain picture 

definition, the video bandwidth must not be 

restricted.
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Fig6-4. C.C.I.R., 625 line-standard, luminance signal.
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6.4 Gamma Correction (52, 53, 54) 

With present-day display systems, the image 

intensity is not directly proportional to the 

control signal. Correction for this non-linearity 

is realised by introducing a complementary 

distortion characteristic. It has been found 

desirable to introduce the correction at the signal 

source of the television system by means of a 

predistortion called gamma correction. This saves 

each receiver terminal from having to correct for 

the non-linearity of its display; also the system 

introduces an instantaneous companding characteristic. 

oe Ee represents the luminance voltage, which 

is linearly related to the image brightness, then 

gamma correction generates a signal Ey, where, 

Be ee t/y Bi aN cs eel Oot) 

and. Yi=2.2. 

When a colour image is transmitted, the gamma 

correction process is applied to an array of signals. 

The signals to be presented to digital systems also 

have to be gamma corrected but, since the system 

maintains signal balance, the gamma correction 

characteristic is not modified.
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CHAPTER 7. FUNDAMENTAL OF COLOUR WITH 
  

APPLICATION TO TELEVISION. 

7.1 Introduction. (53, 54, 55) 

The sensation of colour is of the mind and is a purely 

subjective phenomenon. The science of colour, colorimetry, must 

therefore be based upon subjective measurement, and is difficult to 

describe in absolute terms. 

The foundation of colour theory stems from Newton's famous 

experiment in 1666, when he demonstrated that "white" light could 

be decomposed into a mixture of all pure colours, the visual colours 

of the spectrum of light. These colours are termed ‘spectral colours’. 

It must be appreciated that the experimental interpretation of such 

decomposition is purely subjective; it is the result of stimulatim of 

our visual senses. 

Physisists have demonstrated that the excitation stimulus of 

colour is an electromagnetic wave structure; this result is basically 

Maxwell's Electromagnetic Theory of light'. The importance of this 

theory is that it develops the foundations of an objective study of 

the sensationof colour. The electromagnetic waves that stinulate 

visual perception are found to have wavelengths in the range, 

approximately, 400 to 700 n.m. Hence it is possible to assign the 

subjective, spectral colour to an objective scale of the wavelength 

of an electromagnetic wave. 

Already it is possible to realise a colour reproduction system. A 

general colour is produced by an additive mixture of various wavelengths, 

the proportions of enerzy each wavelength being precisely known, ‘The 

reproduction system must be capable of producing each wavelength of
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the original and also of controlling the energy distributions to 

match the original components. In so doing, the exact colour will 

be reproduced. ‘This system although exact, is extremely difficult 

to engineer. Hence it is necessary to examine more carefully the 

subjective characteristics of the eye and brain and determine what 

acceptable simplifications can be introduced. 

Experience demonstrates that colour is extremely variable. A 

tomato appears red in sunlight, yet viewed under sodium vapour lighting 

it is black. Certain flowers are vivid in direct white light, yet 

when observed in the evening or when illuminated by an overcast sky, 

they seem muci less vivid. It is the quality of the light or more 

specifically, the spectral distributions of the light energy; 

illuminating the objects, that produces the apparent change in colour. 

The other variable in the system is the eye, which together with the 

brain exhibits psychological and physiological characteristics. The 

latter are extremely complex and not, as yet, fully understood. However, 

the quality of the illuminant can readily be controlled by careful 

measurement and spectral filtering; thus only the visual sensors are 

variable. 

A method that is used to define a particular colour from an 

objective point of view, is to determine the "spectral reflectance" 

of the object under test. When viewed under white light, (white being 

defined here as a constant-energy spectrum over the range of visual 

perception) the colour may be readily defined by determining the energy 

spectrum of the reflected light, the characteristic defining the 

"Spectral Reflectance". In practice, the object is scanned with a 

narrow band of light and the percentage of reflected light is measured
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for a range of wavelengths. Thus a curve is generated of percentage 

reflected light against wavelength, which fully defines the colour of 

the object. 

It can be seen that it is relatively simple to define an 

objective measurement of colour without bringing colour into the 

measurement, Such a measurement would then be applicable to any 

sensor that responds over the range in which the Spectral Reflectance 

is defined, However, the objective of the colour theory is to 

realise and engineer a colour television system, directed at homo-sapiens. 

Such a system must base its design parameters around the characteristics 

of the human eye and its association with the brain.
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7.2. ‘Irichromatic Visual Model. (535 5+) 

During the seventeenth century, it was discovered that the 

eye possessed at least basic trichromatic characteristics. By 

trichromatic, it is inferred that a range of colours may be accurately 

matched, subjectively, by the addition of carefully proportioned 

amounts of three colour stimuli, By 1722, Jakob christoffel Leblan 

was using a fom of trichromatic printing and in 1861 James Clerk Maxwell 

was successful in producing the first trichromatic photograph. It is 

interesting to observe that Maxwell's primary objective was not to 

demonstrate trichromatic colour photography but to demonstrate 

the trichromatic nature of colour vision.Maxwell demonstrated his findings 

during a Friday evening discourse at the Royal Institution, on the 

17th May, 1861. 

Maxwell's experiment is of extreme importance, as it is the basis 

of most present-day colour television and colour photographic systems. 

In principle, the experiment was achieved by producing three similar 

photographs of the given object, each photograph being taken through 

a different colour filter; in fact red, green and blue filters were 

used. The luminance of the three photographs were therefore 

proportional to red, green and blue components of the object. In the 

reproduction system, tne slides were independantly illuminated by red, 

green and blue light and projected onto a screen in registration. The 

result realised a colour image where a fairly wide range of colours was 

reproduced, 

Hence experiment shows that a wide range of colours may be 

accurately reproduced by a trichromatic system. This is a physiological
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fact and not dependent upon any particular theory. 

In recent years, much work has been directed at the mechanism 

of colour vision of the eye. Examinations of the light and image 

sensor, the retina, has determined that there are at two types of 

vision . ‘These have been designated 'rod visions' and cone vision’, 

the names being derived from their appearance when viewed under 

a microscope. It is a common experience that under low levels of 

illumination, colours appear very desaturated and vision is mainly 

in varying shades of grey. This vision is attributed to the 'rods', 

which are far more numerous on the retina. Such vision is observed 

to depend upon the bleaching of a substance called 'visual purple’, 

contained in the 'rods', Colour vision is attributed to the ‘cones’. 

It is believed that there are three types of 'cone' sensors; each 

having different photosensitive pigments, responding to red, green 

and blue light. Experiment suggests thas is possible, though not yet 

conclusive, 

To engineer a practical colour reproduction system, it is 

necessary to know the relative sensitivities of the eye to the red, 

green and blue stimuli. Subjective experiments, and measurements of 

absorption of the pigments found in the 'cones', have been correlated 

to produce a set of curves that are said to be typical of the red, 

green and blue sensors of the eye. ‘The sensitivity curves are 

designated p,y,# and are plotted against the wavelength of light, 

as shown in Fig. 7.1, a,b.
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Fig. 7.1 shows two sets of characteristics, 

(a) Indirect determination of probable sensitivity 

curves of eye 

(b) Curves of sensitivity determined from 

bleaching of pigments on human retina. 

Figs. 7.1 (a) and (6) illustrate the basic sensitivity 

curves established by indirect measurement and pigment analysis 

respectively. The areas of the sensitivity curves are .used for the 

determination of filter responses for the red, green and vlue 

caanmnels, the determination of optimum reproduction colours and, 

finally, in forming the basis of colour mixing. 

In a trici:romatic system, the aim is to reproduce the 

identical p,y,8 responses that were stimulated by the original 

image. Ideally, red light should only produce ap response, green 

light a y response and blue light a 8 response. To do this, three 

filters of narrow bandwidth sample the light, producing red, grecn 

and blue responses, which define the red, green, blue channel 

responses. These channels, in a reproduction mode, then stimulate 

the p,y,8 sensors. 

llowever, the p,y,® sensitivity curves considerably overlap 

and it is imossible to excite each sensor independently; hence, 

there is interchannel crosstalk. There is no way in which the 

crosstalk can be overcome; yet in practice it proves not to be 

objectionable. Basically, the effect of cross talk is to desaturate
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the colours. The original sensor produces three responses 

52% 92g» which define the subjective colour impression on 

tiie object being observed. This process includes interchannel 

crosstalk, but a given object produces a unique 9,,V,58), 

response. In the transmission system, it is possible to generate 

three red, green and blue channel responses, R,G,B such that: 

R oC Po 

G & V5 

R a“ Bo 

Waen the three channels R,G,B are converted to red, green 

and blue light, the quality being about that shown in the shaded 

regions of Fig. 7.la, the light generates the required response 

PorVo2 bos Also, to a lesser degree, R produces a green (0) 

and blue (p,,) response, G produces a red (y,) and blue (y,) response B P R B 

and B mainly a green response B_); see Fig, 7.1 a,b. 

Thus, the red, green and blue responses can be written: 

> NAc _ J 

Kked Response P, + 10g + Op 

| 

Green kesponse = + ly, + 7 

‘ Yee ter B 
| 

Blue Response = By 4 ee 

Desired Interchannel crosstalk Kesponse 

Response
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The crosstalk components contribute additively at the p,y,8 

sensors of the eye, the eye tending to integrate these components 

to white or grey. Hence, the effect of interchannel crosstalk on 

the reproduction system is to desaturate the original colour. 

The distortion introduced by the trichromatic system, which is a 

fundamental failing of the system, is to distort the saturation 

rather than the hue of the original colour. The effect only Becones 

noticeable when trying to match colours of high saturation, the pure 

spectral colours. 

In colorimetry, an objective stimulus creates a subjective 

impression; thus standard terminology has been created to describe 

the subjective and objective. This is defined by, the British 

Standard 1611: 1953 and C.I.E. International Lighting Vocabulary, 1967. 

  

  

Subjective Term Objective Term Definition 

Hue Dominant Wavelength Colour 

Saturation Purity Measure of amount of 
white light mixed with 

colour. 

Luminosity Luminance Measurement of energy 
creating brightness of 
colour or colours. 

Lightness Luminance Factor Measurement of amount of 

reflected energy from object   
Hue and | Chromaticity 

Saturation       
  

Colour television is based upon the trichromatic visual
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model described. Subjectively, trichromatic colour mixing 

can reproduce most colours except colours of high saturation, 

however, even these, under certain conditions, can be matched 

in television by the concept of negative colour. It is evident 

that a continuous, spectral-energy distribution can be matched 

by a line spectrum consisting of three lines in the red, green 

and blue regions. Such spectral pairs although objectively 

dissimilar, can yield the same subjective response. The spectral 

pairs are termed 'metameric pairs' or 'metamers', 

In colo rimetry, it is necessary to present data to 

determine conventiently what combinations of trichromatic 

stimuli produce a particular colour of a particular saturation: 

that is define the chromaticity.
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Fig.7-1(a). Indirect determination of probable sensitivity 

curves of a human eye. 

Fig.7-1(b). Curves of sensitivity determined from bleaching — 

of pigments on the human retina.



C236 

Jad Colour-Matching Functions, 

Let the three colour sources of the trichromatic system be 

designated R,G,B. For convenience, R,G,B are measured in energy 

units, though this is arbitrary and luminance units could equally 

be used. It is necessary to know what ‘amounts' of R,G and B 

are necessary to match a colour of wavelength, value An.m. The 

colour match can conveniently be expressed as an identity, This is 

presented: 

1.0(A) = Ty (R) + g, (Gy by (B) secee (7.1) 

jhe identity reads: one unit of wavelength i may be matched 

subjectively in colour by, tT) units of the stimulus (R), g,units of 

the stimulus (G) and b, mits of the stimulus (B). The units may be 

energy units or luminance units. 

Identity (7.1) holds for all the visual colours, providing the 

colour matching functions, Tys Bas and b,, can take negative values. 

If a colour cannot be matched by an additive trichromatic systen, 

then an addition of a part of one primary to that colour, enables 

the combination to be matched by the other two primaries. The addition 

of the primary to the colour is said to be a negative quantity. Ina 

television system, negative colour can be realised within certain bounds, 

If a highly saturated colour is to be added to a particular background 

colour, it is possible to reduce one of the primary stimuli. 

Providing that the resulting reduction in the primary stimulus is not 

negative, then negative colour is realisable in a practical system. 

Identity (7.1) is a formal presentation of a metameric pair of 

spectra and is thus related to the sensitivity curves of the eye.
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Experiment shows that the identity of (7.1) may be multiplied by 

a factor, yp where: 

kyAy.2 kyr g Blt Bey CO? BP Chee UO 

Also, the mixing of several colours may be calculated on an 

additive basis as follows: 

N N N N - 

E {kag } = 2 (kyr y(R)} +2 {kyeg (GQ) +2 (ky-b,(B)} 
cohen N iy Nn en ee a Nee 

eee (7.3) 

This identity is known as Grassman's Law. 

The identity (7.3) may be generalised to a form: 

kic). = R.Q@) +0 (Go. “Fae. (B), cos (7.4) 

where, k represents the resultant quanity of the resultant colour 

(C). ‘The quantities Ras Go and Bos the amounts of the trichromatic 

stimuli, are termed 'tristimulus values'. The 'tristimulus values’, 

the stimuli R,G,B8 and the luminance of the reference white form a 

complete specification for a colour, (Q), in the trichromatic system. 

The theory has been concerned only with components of discrete 

wavelengths. In practice, a colour is defined by an energy (or 

luminance) distribution Ey ‘ FE represents an objective definition of 

a colour (C). ‘The tristimulus values, Ros G ot Bo are then defined by 

three integrals. The integrals represent the continuous relation between 

the identities (7.3) and (7.4). ‘They are expressed:



Re i | Ey ° Tr) e dr, eoee (7.5) 

G, aed | EY ° By . di, coee (7.6) 

B. = | Ey ° dy e da, evoe teed) 

Integrated over the visual spectrum. 

In equations (7.5),(7.6) and (7.7), the colour matching 

functions represent the amounts of primary stimuli required to match 

the equal-energy spectrum. The colour matching functions, however, 

depend upon the primary stimuli chosen.
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7.4 Chromaticity Triangle. 

It is possible to express the relatimnship between tristimulus 

values and chromaticity in the form of a map or colour triangle. 

Consider k units of a colour (c) to be matched by Ro units of 

stimulus (R), G. units of stimulus (G) and Be units of stimulus (B). 

This result was expressed in the colour matching equation (7.4). 

The units of ReeG, and B. are arbitrary; thus normalising the identity 

(7-4), gives: 

Ku kes ge (Cc) = Ro (R) + G. (G) + Bo CB). ¢ 

(ROG 4B) (RAG 4B) (R.+G_4B,) (R+G 4B.) 

Leow 

k . oe (Ce ee. + SENS 
(R.+G.4B,) eae (7.8) 

R 
where, r = e ; eed (7.9) 

(R.+G6, +B.) 

Be Go , es (7.10) 

(Ro+G, 4B.) 

oF Bo 5 eee (7.11) 

(Ro+G,+B.) 

From equations (7.9),(7.10),(7.11), it follows by addition that: 

Fr t.g°* b = 1, 
eeoee (7.12) 

r,g and b represent chromaticity co-ordinates. It is possible to map g 

against r for a range of values of g andr. The resulting diagram 

is the colour triange of Fig. 7.2. In colorimetry, it is usual to define 

a reference white (W) and adjust the luminances of the matching stimuli



(Rk), (G), (), such that equal amounts of r,g,b produce the reference 

white. The colours (R), (G), (B) and the reference white (W) are 

represented by the chromaticity co-ordinates g,r, as 

  

  

    

Stimulus Chromaticity Co-ordinates 
g r 

(R) 0 1 

(G) 1 0 

(B) 0 0 
i 

(W) 1/3 1/3   
  

The third co-ordinate, b, follows directly from equation (7.12) 
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The colour triangle of Fig. 7.2 has several useful properties. 

Consider two colours (C,) and (C,) of total luminance Ly and L, 

respectively. The colours may be represented by the identities: 

Ly(Cy) = ry(R) + g,(G) +d,@), vee. (7-13) 

Ly(C)) = 1)(R) + g(6) +b,B), eee (7-14) 

if, Lys Los Li. are the photometric luminances of the 

trichromatic stimuli such that when added they produce the reference 

white, then: 

L =-Lp +1, +h. g + ly o by, cece (7.15) 

L, = L teh Ty 2 R ° To G 2 B e bo. eoco5e (7.16) 

Consider the colour (C,,) formed by an additive mixture of M, 

units of (C,) and M, units of (C,). The resultant luminance of 

(C,,) is Lis hence: 

MiGs = Me (Ce M, (C)%..2- SCL 

From identities (7.13) and (7.14), Mj (C)) and M, (C,) can be 

calculated, thus from identity (7.17): 

Le (C,) My ‘ 7 (R) + My - & (G) + My ; 7 (B) 

L L L 
1 1 1 

+ My +t, ® + M 4 & (G) +i. db, @) 

Lo Lo L, 

Seat Liaaes
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The sum of the coefficients of the identity (7.18) reduces to: 

Sum of coefficients = 

e
e
 

Dividing the identity (7.18) by the sum of the coefficients of 

the trichromatic stimuli, to determine the chromaticity co-ordinates 

T28,95.., o£ the colour mixture, gives: 
i a 

  
  

  

  

  

    

    

Ty 7 mh + roe ce eign tt a) 
Ly L. 

M ) cf ae 
| Ly L, 

o., = Mg + My of 
a Ll 2 2 9 @e0006 (7.20) 

Ly L, 

i M 
aie S Spe 

hy his 

is r 

bd, = M, .b a NM, eb 
M at 272 a C80eve (7.21) 

Ly bs 

M \ mA re 
Ly L, 

It follows by addition that, 

Pa eae Py Ste eens (7.22)
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Tne colours (C)), (C,) and (C,,) are represented on the 

chromaticity diagram, such as the diagram shown in Fig. 7.3. 

The position on the diagram of (G.) in relation to (C,) and (C,) 

is set by equations (7.19), (7.20) and (7.21). The interpretation 

of these equations shows that Cy lies on a straight line joining 

(C,) and (C,) ° 

    

  

- a 
Consider the ratio, ts 4 

2 M Ps 

aM RL 

From equation (7.19): 

M ] M, .¥ M,.7r 
ik >, eee, eho etd ee ad 

Ly Lo Ly L, 

{ ahaa } 
Ly we 

Therefore, 

(To:- Ty) Pie, fr 
i ee 

Ly - Oa + ie } 

ae



rao Aes 

Sinilarly: 

(m4 - 74) = Np oe M4) 

2 ce . “2 } 

a 2 

Hence, Tet hoy o 
2 M Leek 

: = |, .. (7.23) 

Met mea 

Similar expressions can be obtainted for the g and b axis. 

The full interpretation is that Cy lies on the live joining C, and 

C, and divides it in the ratio given by equation (7.23). ‘his is 

termed "the Centre of Gravity Law of colour Mixing". 

The advantages of the chromaticity diagram can be listed as follows: 

(a) The chromaticity diagram presents, in a concise form, the 

relationship of all colours to the chromaticity co-ordinates 

r,g,b. 

(b) The locus of the pure, spectral colours is convex, thus 

by joining tne ends of the locus by a straight line, the 

closed surface contains all the visual colours. The area 

outside the closed surface represents co-ordinate values 

that are never required for colour matching. 

(c) The Centre of Gravity Law allows colour mixing to be readily 

achieved. 

(d) The Centre of Gravity Law automatically infers that two 

colours, when additively mixed, can reproduce all colours 

lieing upon the straight connecting line.
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(e) Extending the Centre of Gravity Law to three colours 

infers that a range of colours can be produced by 

additive colour mixing. The range is limited to the 

colours contained in the closed surface formed by joining 

tie colours, represented on the chromaticity diagram, by 

straight lines. The closed surface formed is a triangle, 

called a colour triangle. A television system using 

trichromatic stimuli, can reproduce all colours witivin the 

triangle. 

(f) Ail colours within the locus on the chromaticity diagram 

but not on the locus, are desaturated, The nearer the 

colour is placed to the reference white, the lower becomes 

the saturation. The Centre of Gravity Law implies, that if 

an amount of reference white is added to a pure colour, then 

the colour moves along a straight line joining reference white 

to the pure colour. Along this line only the saturation changes, 

the hue remaining constant. 

The chromaticity diagram of Fig. 7.2 was defined for particular 

trichromatic stimuli (R), (G), (B). The diagram infact corresponds 

to the stimuli defined by: 

(8) 2" G50. oa 

(G) SOO. mM 

(3) =. 7.960: rim 

It is possible to define other reference stimuli and produce 

alternative chromaticity diagrams. Such diagrams contain the same 

information as that of Fig. 7.2. However, it is desirable to produce 

a diagram which has special properties. The chromaticity diagram, in 

terms of chromaticity co-ordinates (U), (V), (W) posesses the property
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that constant, incremental steps across the diagram represent 

nearly constant cianges in chromaticity. The (V) axis contains 

all the information relating to the relative luminance of colours. 

The diagram is related to the (R),(G),(B) system by linear 

transformation equations; thus, it retains the properties of 

chromaticity diagrams already discussed. Finally, the coefficients 

of (U),(V),(¥) are all positive, the reference stimuli being "super- 

Saturated" and lieing outside the range of visible colours; they 

are, therefore, fictitious. 

The (U),(V),(W) chromaticity co-ordinates representing (R), 

(G), (B), where (R),(G),(B) are the reference stimuli used in 

televiston are given by 

  

  

      

(u) Gates Gn 

Red (R) 0.477 0.352 0.171 

Green (G) 0.076 0.384 0.541 

Blue (B) 0.152 0.130 0.718 

White (W) 0.201 OSs07 | 0.492 |     
(S.) is the 'equal-energy' reference white. 

Table (7.1) (u),(v),(w) coefficients of (Q), (G), B), S_) 

stimuli. 

Fig. 7.4 shows the v,u plane of the (U),(V),(W) chromaticity 

diagram. On the diagram, the trichromatic stimuli and reference 

white, (S c) shave been indicated. Also the locus of pure, spectral 

colours is shown. The television system, using these trichromatic 

stimuli, is capabde of producing all colours within the triangle formed
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eee (G) 

‘ 0.8 
500 

Boe 

CYA CHAN a wow 
° (Ww) 

+ Oo2 

(B) (R) 
' qT oe ' ¥, y 

-O.2 0 0.2 On 0.6 O28 Ve80 

r 

Fige7=2-5 Colour triangle for g, r, coordinates in 

ry & b, system. 

g 

&4°° 

Sues 

| 
i 4---- eee (Cc ) 

| | | 
| \ 

| r 

eA “3 

Fige7-3. Position of (C1), (C.), (Cys on chromaticity 

diagram.
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1.0 

0.9 

0.8 

0.7 

(U) 

O-<0- T + “a T T T T T T T eoe U 

O° O.7 One OSs OR 0I62-0.6: Oe -O.8.. 058° 150 

  
    

Fig.7-4. (U), (V), (W), chromaticity coordinate system.
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7.5 Fundamentals of Colorimetry applied to Colour Television, (53, 5h) 

The colour television systems to be discussed, are based 

upon trichromatic colour matching. ‘The systems are engineered 

to produce three registered images. Each image is produced 

in a similar manner to a monochrome television picture. However, 

one image is produced in red, the second in green and the third 

in blue. By controlling the relative image intensities of the 

simul taneously-scanned pictures, the instantaneous colour of the 

picture, during the scan, can be reproduced by additive colour 

mixing, Thus, three simultaneous signals are required to control 

the luminance and chrominance of the display device, when using 

trichromatic colour matching. 

Initially, each signal corresponds, in format, to the video 

signal discussed in chapter 6; thus three, wide-band signals are 

reproduced, Examination of the human eye has revealed that fine 

detail of vision is detected mainly in luminance changes. This is 

due to a concentration of 'rod' receptors in the region called 

the forvea, which results in high-definition vision in this local 

area of the retina. The engineering implication of this fact is 

that the chromaticity information may be transmitted with reduced 

spatial resolution. Reduction of spatial resolution is realisable 

by two methods and, in practice, both may be implemented, The first _ 

is a reduction in horizontal spatial bandwidth, this, as will be 

shown, is achieved by band-limiting the chrominance signals. The 

second method is a reduction in the vertical, spatial bandwidth, 

The process of bandlimiting in the vertical is based on a line by 

line averaging technique. This, as discussed later, can lead to



238. 

a reduction of the number. of signal channels required to define the 

colour inage. 

The picture reproduced by the television system consists 

basically of two superimposed images. The first corresponds almost 

exactly to tie image produced by a monochrome television system; 

itis a high-definition picture described only in luminance. 

Superimposed, in register, over this luminance image is a lower 

spatial definition image, describing the chrominance information. 

In practice, the spatial bandwidth of the chrominance image may be 

reduced by at least one fifth and, for certain colours, this can 

be reduced even more. The result of this strategy, when observed by 

the eye, is that the reproduced image resembles very closely a 

high-definition trichromatic system, where each colour stimulus is 

independent and reproduced at full bandwidth, 

Reduction of chrominance spatial resolution implies that 

considerable saving in the channel information capacity is possible. 

The development of the electrical signals facnsaaey for presenting 

the complete colour-image structure are now considered. The treatment 

is general, so that various presentations are possible for digital 

encoding and spatial bandwidth reduction can be realised for the 

chrominance of the scanned image. 

Res GeyBe are the tristimulus values of the (R), (G), (B) reference 

Stimuli used in the colour-system display. Let Lp» Le» Ly be the 

luminances of the stimuli to generate the required reference white, 

Sc: Hence, the luminance Le of a colour (C) is given by: 

Le = Lp eR, + bg Gp # Ly s Boy cose (7.24) R G 

The colour, (C), is given by the identity:
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Le (C,) = LpRo (Ry) + LG (G). + LeBe (B))> eve (7.25) 

where tne L signifies the quantities are measured in luminance wits. 

Equations (7.5),(7.6),(7.7) showed that the tristimulus 

values were determined by integration of the colour matching 

functions. By producing suitable optical filters, the integration 

over the positive lobes of the colour matching functions may be 

obtained. Thus, electrical signals ee be derived which are 

directly proportional to the tristimulus values. Let the three signals 

be Ep tse and o be the constant of proportionality applicable 

to eaci: signal channel, then: 

LR = o.Rus 

Eo = 0.G,, 

FE = o.Ba, 

Applying these proportionalities to equation (7.24), it is 

possible to derive an electrical signal E, which is proportional 

to the total luminance of the tristimulus colour-match. Hence: 

EF 2 0 -{Lp ° ER + L¢- Ec + L. ° Els eoce (7.26) 

To normalise the luminance values, put: 

1 
(Lait Lo # bg) oss 37:27) 

Hence, defining luminosity coefficients £,m,n such that: 

sé = O.Lp, eece (7.28) 

mh Lad o.lq, eeee (7.29) 

n = O.Lp, eevee (7.30) 

Summing the luminocity coefficients as defined by equations
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(7.28) , (7.29), (7.30) and substituting for o, from equation 

(7.27). gives: 

£ + Mo Fen = i eooe (7.31) 

Hence, the luminance signal, E,» may be written: 

ES =: 2B L + m.Eg + n.E,, ais Ey soe) 
R 

Thus the luminance and colour responses can be described in 

terms of electrical signals. However, it is necessary to know the 

luminosity coefficients £,m,n so that the luminance signal can 

be determined. 

The reference white, So is given when the tristimulus values 

areequal, ie. put: 

ee * Ga Rc me oD 

From equations (7.24) 

7. L tick bee eso 
C R B) oaeS 

Substituting for L. and normalising the identity (7.25), gives: 

aq) ROR: UO 8 Se) A eg), 
(Lath GL.) CL pth thy) (Lpth Gun) 

1.0 -(S 

Which, from equations (7.27), (7.28),(7.29) and (7.30), may 

be written: 

1.0. (Sq) = 2Q) + m (G@) +n (B)s 

(7.33) 

(note suffix L signifies luminance units).
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In the (U),(V),(W) chromaticity-co-ordinate system, the 

relative luminance of colours is entirely contained in the (V) 

axis. ‘hus, from the table 7.1, which listed the (R), (G),(B) 

to (U), (V), (W) linear transformation equations, the relative 

luminances of the (R),(G),(B) stimuli can be written: 

0.352 (Ry) 

0.384 (G 

0.130 (B 

2 

1) 

WW
 0.477 (U) 

0.076 (U) 

0,152 (U) 

+ 0.352 (V) 

+ 0.384 (V) 

+ 0,130..(V) 

+ 0.171 (WW), 

+ 0.541 (W), 

+ 0.718 (WW), 

‘Transforming equations (7.33) to (U), (VY), WW), 

co-ordinates: 

Hi
t 1.0(S.,) 

0.477 

0.352 

0.076 

0.384 

0.152 

0.130 

a ant) 

» m (U) 

ere (WU) 

0.171 

0.352 

.   £>4V) + 

+ m (V) + 0.541 
0.384 

0.718 

' 0,130 
J) + + n'(V   

eee 

o MW 

<™m “OD ; 

(7.34). 

Tables. (7.1) also defines the location of Scs such that in 

terms of luminance: 

O,.307 (Sey) 

Hence: 

1.0 (Sq) 

nt
 

iW 

0.201 (U) + 0.307 (V) + 0.492 (W) 

0.201 

0.307 
(Uy. 21,0 -(W) 

0.492 

0.307 

  (Ww), 

(7555)
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Comparing coefficients of (U), (V), (W) in identities 

(7.34) and (7.35), three simultaneous equations in terms of 
| 

4,m,n are obtained. Solving, gives: 

- = 0,299; eocoee (7.36) 

m. = ‘0,587, coves (7.37) 

n = Q.114 seeee (7.38) 

Hence, equation (7.32) becomes: 

be Bs Oeeno« EB. TOs ls EG + 0.114, E eeee (7.39). 

Ilaving determined the coefficients £, m, n, it is possible to 

determine the transfomnation equations in terms of tristimulus values, 

Hence for white, S., applying equation (7.33) and noting the 

form of equations (7.24), (7.25): 

£.Ro (Ry )+ meGo (G_) + n.Be (By) = R, (R) + G (G) + B, GB) 

eooee (7.40) 

Hence, it follows by comparing both sides of the identity: 

£ AR) = 1.0) , 

m (G) = 1.0), 

n (B) = 1.0 (@), 

Hence, substituting for £,m,n rearranging, and substituting 

in tie (U), (V),(W) co-ordinate system, it follows: 

0.352 (R,) = 0.352 “(R) = 0.477 CU) + 0.352 (V) +.0.171 WW), 
0.299 

therefore, 

1.0 (Q) = 0.405 (U) + 0.299 (V) + 0.145 (Ww) ,
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By similar analysis for G and B, the matrix equation 

is developed: 

(R) 0.405 0.299 0.145 (U) 
1.0 

(G) 0.116 0.587 0.827 (v) or 

(3) | 0.133 0.114 0.627 (w) 

eeeceee (7.41) 

It can be seen, that in this equation, the (V) axis contains 

tiie relative luminesity coefficients of the tristimulus values. The > 

equation readily allows transformations between (R), (G),(B) co-ordinates 

and (U), (V), (W/) co-ordinates,



7.6 ‘The Principle of Constant Luminance, (53, 54) 

Section 7.5 showed that three simultaneous signals are 

required to define tiie luminance and chrominance information 

of a colour-television display unit. However, if Ep» EE, form 

the three signals, then a fourth signal, L,, may be derived from 

them. ‘Ihis is the luminance component. The luminance signal 

requires to be transmitted at full system bandwidth, so as not to 

degrade the horizontal resolution, Thus, it is often desirable to 

transmit the luminance signal over the communication. channel; this 

has the advantage of producing a compatable signal for a monochrome 

display. ‘To define chromaticity, two other signals are necessary. 

However, tie luminance is defined by E, thus the other two signals 

can be transmitted at reduced bandwidth, to limit the chrominance- 

image horizontal resolution. There is another advantage in 

transmitting a separate luminance signal. Let E,, Ep, E,. be the 

transmitted signal and A Eins A Epne A EBN the instantaneous 

transmission impairments. Ilence, the received signals are: 

E, + 4Ey > | Full bandwidth 

ER td ERne 

Reduced bandwidth 

Ba. * A Ey 

The three signals applied to the display system are Ep,, EQy, bay 

are calculated from equations (7.32):
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where, Eng = ER ch Ep? 

; al * e5 Ee 

Eng a CE th By ~ {E,+A by} 

ai a 

- ={ ER, +AEY}, 
m 

le
s 

Baa ER + 4 By > 

Applying the three display signals E,,, Eas Eg to the 

display device, produces a resultant luminance signal E 4, where 

Eyq is given by equation (7.32): 

Ea = LE + meEQg + n.Epgs 

= L{E, + AE } + {E+ AE y } - £1 ER +A Ly } 

- n{E, + AE, } +n{ E, + 4 py i; 

Therefore, E, , = By + A Eyys seeeeee (7.42) 

Equation (7.42) shows that in the linear system, where Ey is 

linearly related to Ep» EG and Es then, if EL is transmitted, the 

noise on the other two signals need only introduce chrominance 

errors. That is, the luminance is independent of AE, and AED. 

This is the principle of constant luminance. 

In practice, however, gamma correction can modify this 

principle so that errorsoccur. The effects are often small and 

can, in certain systems, be minimised. Usually, gamma correction only 

causes noticeable error in highly saturated colours.
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Tf Colour - Difference Signals 

It is possible to separate the chrominance and luminance information 

by choosing a set of functions called 'colour-difference signals’. 

Let the three colour-difference signals be Bp, Dos Da; where, 

Bee et Be Bk (7.43) 

Boe EB | (7.44) 

Dp = te, oS), (7.45) 

Now, E L L.E) + me Ly ¥ n.E,, 

and from equations (7.31) 

Le £4 wt R, 

also, EL = 4 .Ep + mEq be n.Ep, 

Hence, O =2{E,- 5, } +m. {Eq- Epi +n. {Ey - EB} 

Substituting Dp, ,D, from equations (7.43), (7.44) and (7.45) 

for the colour-difference signals , gives, 

L.Vp + m.D a nD, Ine O, eooe ‘ (7.46) 

The total picture information required can be transmitted 

by the luminance signal E, and two of the three colour-difference 

signals. If a picture with only luminance information is transmitted, 

then, 

Zs
 ul to
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tt ae 
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 a
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o
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For the linear system, the colour-difference signals carry 

only the cirominance information; this is shown when the signals 

are represented on the chromaticity diagram. The colour-difference 

Signals may be band-limited to reduce the chrominance resolution as 

required. 

Consider the three signals Das Ep» Dye These completely 

define the luminance and chrominance of the picture. It is possible 

to define three trichromatic stimuli, (C.),(S,); (C,) corresponding 

to the signals D,, E,, D, respectively. This assumes a linear 

relation between the tristimulus values and the electrical signals. 

Assuming linearity between tristimulus values and electrical signals 

k units of a colour (C), as defined by equation (7.4), may be expressed 

as: 

k(C) a E, (R) +E, (G) + E, (8) 

D, (Cp)+ EB, (Sp)+ Dy (Cy), 

eeeeee (7.47) 

Ens Eq»Ep and Dp» »D, are related by the equation: 

ER = 1.0.D, + 1.0.5, + 0.0.D,, e@oee : (7.48) 

Heo: Seite. ee Loe oe (7.49) 7G i e R e e E m e B? eeee e 

Ex, = 0.0.Dp + 1.0.6, + 1.0.D,, oo. (7.50) 

Substituting for Ens Eos ER from equations (7.48), (7.49), 

(7.50) in the colour identity (7.47), gives:
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k(C) a 1{1.0.D,} (R) 1 + {1.0.B,} (8) + {0.0.03} (R) | ! ) | | 
l -£. I | : ! | -n | 

t I I | | 
1 | 

+1{0,0.D_} (B) | + 1{1.0.E,} @) 1+ 1(1.0.0,) (8)! 
aig set 

Comparing terms in Drs 

Dp-{1.0} (R) + Dye (2 } (G) + Dd, {0.0} @) R° 

=D (Cp), 

Hence, 

1.0(C,) = 1.0 (RS) (+ 0.08), eid. (7.51) Rr 

Similarly for EP and Des 

1.0 (S.J= 1a: fr * ~1T 0 (6G) @ 7.08) ae (7.52) 

1.0 (C,)= 0.0 ®) oD (Si) 4 0-), (7.53) 

It can be seen by substitution of identities (7.51), (7.52) 

(7.53) in identity (7.47a) that identity (7.47a)is correct. Thus, 

identities (7.51),(7.52) and (7.53) represent the location of 

(C,), (SQ) and (C,) in the (R),(G),(B) system. To convert to (U), 

(V), (W) the transformation matrix of equation (7.41) gives, 

i 1.0 (C 0.346 (U) + 0.000 (V) - 0.276 (W), .... (7.54) » 

1.0 (S 0.653. (U) + 1.000 (V) + 1.599 (W), .... (7.55) a 
1.0 (C,,) = 0,110 (U)"+ 0.000. (V) +°0.467 (WW), .... (7.56)
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Dividing each identity by the sum of the coefficients of 

(U), (V), (W) to determine the chromaticity co-ordinates, U,V,W, gives: 

  

  

Stimulus u Vv W 

(e) 4.981 | 0.000 -3.981 

(S,) 0.201 | 0,307 0.492 

(Cy) 0.191 | 0.000 0.809           
  

Table 7.2 Chromaticity co-ordinates u,v,w of 

Cal; py, (Cs) 

By construction of a suitable grid of lines on the chromaticity 

diagram, the changes in the stimuli (C,), (SQ) (C,) can readily be 

observed, Hence, for a particular set of trichromatic stimuli, 

there location on the chromaticity diagram is extremely useful. 

This procedure is adopted in the television systems to be discussed 

in later chapters,
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7.8 Systematic representation of chromaticity changes on tie 

chromaticity diagram. 

‘By drawing a set of straight lines through a reference 

stimulus, it is possible to observe changes in chromaticity due 

only to that stimulus. For illustration, the technique is on 

to the (R),(G), (8) colour triange of Fig. (7.2). The results obtained 

in one chromaticity diagram may readily be transformed, linearly, 

into another chromaticity diagram by suitable transformation 

equations. 

Consider a straight line of slope s through the (R) 

stimulus, thus, 

g = s.(r-1), 

= s,(r-r-p-b), 

ANBTELOYG) RS 
ie) (1+s) 

Thus, for a line dram through the stimulus (R), the ratio 

of the ¢ and » chromaticity co-ordinates is constant. 

Applying equations (7,10) and (7.11), it follows that for 

a line of slope s drawn through the (R)stimulus, then, 

G 8, “3 
Bo (1+s) 

Similarly, it can be shown that for a line through the green 

stimulus (G), then 

R 

I3 
= constant, 

Q



Cle 

and for a line through the blue stimulus, 

constant. 

A similar result follows for any choice of reference 

Stimuli, Consider the reference stimuli formed by (G,), (So), 

(C,) in section (7.7); they are represented in the chromaticity 

diagram of Fig. 7.5. 

In the linear system, the amounts of (C,), (Sq), (Cy) are 

proportional to the electrical signals Dp» Ey Dy. 

Hence, it can be shown that: 

1s Straight lines through (C,) represent 

  

  

(Ep-E, ) 
aot = constant, 

a 

he Straight lines through (S_) represent 

Ge) constant, 

(Ey-E) 

Ss Straipiit lines through (C,) represent 

(Ep-E) constant 

  

EL 

Fig. 7.6 shows the U,V,W chromaticity diagram with the 

positions of (R),(G) and (8) stimuli as indicated in Table 7.1; 

also the stimuli (C,), (SA) and (C,) are shown. Consider the array
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of lines that can be drawn from the reference (CG) that fall 

within the bounds of the colour triange formed by the stimuli 

(R),(G),(B). It is necessary to calculate the ratio (Ey E,) for 

og 
a particular line on the diagram. Fig. 7.6 shows that all lines 

through the point Ga); intersect the line joining the stimuli — 

(B)and ‘(G)a. It is therefore convenient to calculate the ratio | 

(Ely) 

a? 
displayed on this line are mixtures of (R) and (G) only. Thus, in 

  for points along the line joining (R) and (G); colours 

the electrical equivalent, Ep = 0. Thus the ratio may be expressed 

in terms of Ep and Ua only, if calculated on this line. 

Consider the colour (Cpa), being a mixture of (R) and (G) 

only. If the tristimulus values are linearly related to the 

electrical sipnals, then 

(Cpe) Oo Ep (ee Eg {G) #0: 0), 

Transforming to (U),(V), (W) co-ordinates by the 

transformation equation (7.41) gives: 

(Cee a E, {0.405 (U) + 0.299(V) + 0.145(W) } 

+ Lo {0.116(U) + 0.587(V) + 0.827(W) }, 

Hence, 

Q (Cro) {0,405 .Ep, + 0,116.5} (U) 

* {0.299 .E, 

eo (0.1458 

+ 0.587.Eq} (V) 

n * 0-827.E,} (¥),
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Dividing by the sum of the coefficients of (U), (V) 

and (WW), the chromaticity co-ordinates u,v can be calculated as, 

0.405.F, + 0.116.E, 
> 

0.849.E, + 1.530.E, 

v= 0,299,.E, + 0.587.E, 
QO.F a 0.849.E, + 1.530.E, 

Rearranging, 

ERs = = (1.530. u- 0.116) 
E, (0.849. u- 0.405)? 

Wade ctenee. ¢ 

u,v lie on the line joining (R) and (G), thus eliminating 

— and rearranging, 

"4 

v= -0,0791 + 0.389, head Cranes 

Since , = O, ‘then, 

Be a ER + meEn, 

Thus, rearranging and substituting for [,, 

(i, BD 

Ty 

ane Choe)
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Substituting for 1,m,n from equations (7.36), (7.37), (7.38) 

and elininating ER by substitution from equation (7.57); 

EG 
equation (7.59) can be written 

(Ep i EY) 

E 

-37.317.u + 2,829 
= ~ We 

L u - 4,951 eas (700) 

From equations (7.58),(7.60) it is possible to construct 

a grid on Fig. 7.6, showing lines of constant (E,-E,), and to 

L 
calculate the ratio with respect to the position of the line on 

the chromaticity diagram. The construction is shown on the diagram 

Figs: 7.6, 

A similar set of equations can be formed for lines drawn 

through (C,). In this case, the ratio (E,-E, ) is calculated with respect 
  

to the chromaticity co-ordinates lying on the line joining the 

(G) and (B) stimuli. The equations are developed as follows: 

(Cop) & O(R) + Eg (G) + Ey (8), 
transforming from equation (7.41) 

+ 0.133.E, }.-- @) 

+ 0.114.E, ; (V) 

(Cop) att 0.116.E, 

+ {0.587.5, 

+ {0.827.E, + 0.627.E, } (W), G 

Calculating the chromaticity co-ordinates u,v by division of 

the sum of the coefficients and rearranging, it can be shown that 

EG = -(0.874v - 0.114) 
eee (7.61) 4 

(1.530v - 0.587) ° 

u = -0.030.v + 0.192, eee (7.62)
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Equations (7.61) and (7.62) only apply on the line joining 

(G) and (B). Now, Ep = 0, thus, 

Fy = mLg * n.E,, 

Hence, (bp Bad oe Eee eS ee 
EF mE, +n 

Substituting for Eo from equation(7.61) and for the 

Ep 
luminesity coefficients m,n from equations (7437), (7.58);. hence, 

ecira  eae als yee : ieee (7.63) 

Ey 

Thus from equations (7.62) and (7.63), the ratio of 

( =3 - *L) can be caloulated along the line joining (G), (8). 

ri 
Hence, a grid of straight lines passing through (C,) may be 

drawn and the represented ratio (E,,-E, ) calculated. 

  

EL 

The grid is shown on Fig. 7.6 

It follows by similar calculations that on the line joining 

(R) and (B) on the (U),(V),(W) diagram, where EG = 0, that, 

rE 0.849u - 0,405 
B = ~ > eoee (7.64) 

Ey (0.874,u- 0.133) 

and, V = 0,682,u + 0.027, ofee Ulead) 

Equations (7.57), (7.58) ,(7.61), (7.62), (7.64), (7.65) are 

used in calculations in chapter 8.
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(E - E,) Z (E, - E,) Vv (Ep - E,) u 

E, (G)>+(B) Ey, (G)>(B) Bp so (B+) 

_=1.000 0.384 3.500 0.191 -1.000 0.076 

-0.500 Orsi6: 4,000 0.182 -0.500 0.140 

+0.000 0.314 4.500 0.173 +0.000 0.203 

0.500 0.288 5 .000 0.165 0.500 0.264 

1.000 0.266 5.500 0.157 _ 1.000 0.324 

1.500 0.245 6 000 0.150 1,500 0.382 

2.600 ; 0.231 6.500 0.144 2 .000 0.439 

2.500 0.216 7.000 0.138 2.344 0.477 

3.000 0.203 7.500 0.133 

Tage 0.130 

Table 7.3 Ratios pad : (Re calculated for 

S 2 
values of u,v on (U),(V),(W) chromaticity diagram, 
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1.0 —4 (C,) 

(E, - E,) 
= constant 

(B,- E, ) 

(Cg) 
1.0 

(Ss)   
Fipte7-5e Colour triangle formed by stimuli (Ch), (C.), (S.).
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constant. 
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Fige7-6 

        

    

Chromaticity diagram showing location of (R), 

(G7, (3), (Cs (So). (c,) and ratios 

By -Ay s By By on (U), (V), (W) diagram. 
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CIAPTER 8, COLOUR ENCODING SYSTEMS, 
  

8.1. Introduction. 

Colour encoding systems can be categorised into two basic 

groups. ‘The first group uses analogue encoding methods for 

introducing the chrominance informations. These include such 

Systems as N.1.S.C., P.A.L., S.E.C.A.M., F.A.M., etc. Analogue 

colour-encoding methods, rely on picture redundancy contained 

within the luminance signal. It is also possible to digitally 

encode, directly, these composite video signals. However, such 

systems require adequate signal-to-noise ratio at high-frequencies 

in the base-band, together with linear gain and phase responses. 

Such digitally encoded signals, after demodulation, are compatible 

with commercial standard equipment. In the author's experimental 

equipment, the red, green and blue signals were obtained from a 

decoded, P.A.L - composite video signal. Section 8.2. describes 

the basic P.A.L. system as an example of analogue encoding and 

to express the limitations of the signals that were available for 

experimental operations. Detailed information of analogue encoding 

of chrominance signals is to be found in the literature.(53,_ 54) 

Subsequent sections of this chapter deal exclusively with 

digital encoding techniques using pulse-compression and time-division- 

wultiplex (t.d.m) techniques; this forms the second basic group. 

The advantage of direct digital encoding is that the high-frequency 

energy content of the video signal is minimised, thus allowing pre- 

emphasis networks to enhance the signal-to-noise ratio of the 

modulated signals, The distortions introduced by an analogue encoder 

are clininated and with certain systems, the luminance 

signal may be extracted without
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decoding the t.d.m. signal. The signal range of a monochrome 

signal is not as great as for an analogue-encoded composite video 

signal; thus, the signal-to-error noise ratio can be increased. 

In present-day broadcast equipment, once the red, green 

and blue signals are generated they are immediately encoded in 7 

composite form so as to maintain signal balance accurately and 

to minimise transmission - line requirements. It is envisaged 

that a digital encoder would take the place of the analogue 

encoder; thus, signal balance would again be maintained and the 

number of hiighly-stable analogue circuits minimised.
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8.2. The P.A.L. - encoded systems. (53, 54) 

This section contains a brief description of the P.A.L - 

encoded system. Observation of the luminance signal of the standard 

C.C.1,R. 625 line television system shows that the epectesl energy! 

distribution is generally formed in groups of high energy separated 

by groups of relatively low energy. This spectral structure is 

developed through high adjacent-line correlation. Such correlation 

is developed by two processes. Firstly there is a spatial 

correlation of adjacent lines, since the picture does not generally, 

consist of random noise. Secondly there is a inter-line correlation 

formed by two successive pictures being, generally, extremely similar. 

Hence the frequency spectrum contains high-energy zones at multiples 

of line-frequency and picture-frequency. Thus, it may be concluded 

that there is a range of signals that can be superimposed upon the 

luminance signal. If the frequency distributions of the superimposed 

Signal has energy groupings which fall within the low-energy regions of 

the luminance signal, then only low visability interference is added to 

the viewed picture. : 

The process of modulation of the chrominance signals is to 

modulate a subcarrier in amplitude and phase; the carrier is suppressed. 

The chrominance signals De and. D3 defined by equations (7 - 43) and 

(7 - 45) contain energy groups similar to the luminance signal, since 

they are also formed by the scanning process. It is possible to choose 

a subcarrier such that the energy spectra of the luminance and sub- 

carrier sidebands only partially interfere with the picture. Patterns 

with the lowest visibility appear to be generated, in the 625 line 

system, by a combination of quarter line offset and picture offset. 

The chosen signal is also not too complicated to generate, it is defined 

by,
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£6 (284 OR25), fF +32 (8.1) SC R? e@eeee 

where, foo is the subcarrier frequency in Hz. 

fy is the line repetition frequency. 

PR as the picture repetition frequency. 

In the 625 line, C.C.I.R. system. 

£, = 15625 Hg, P, = 258, f R sc = 4433618.75 + 1 Hd. 
L 

Two subcarriers of frequency foc , but with 1/2 phase 

difference, are each modulated by a colour-difference signal. 

The colour-difference signals chosen are Dp and D,,, being the B? 

smallest of the three signals, Dp» De, Di. The two amplitude- 

_ modulated subcarriers are then superimposed, which results in a 

subcarrier modulated in amplitude and phase. In both modulation 

processes, the subcarrier is suppressed; thus only sideband 

information is generated. The sidebands of the modulator subcarrier 

are finally superimposed onto the luminance signals. For correct 

demodulation, a burst of subcarrier is introduced into the black- 

level interval of each line. | 

Consider now the modulation process of the P.A.L. system in 

closer detail. In Fig. 6.4, the signal range of the luminance and 

synchronization pulses was normalised to a value, one. However, when 

the modulated subcarrier is superimposed on the luminance signal, it 

is necessary to allow signal excursions of greater than one. In 

practice, the signal excursion is limited to a level of 0.333 above 

peak white (1.0), and 0.333 below black level (0.333). Thus, the 

subcarrier level never falls below the tip of the synchronization 

pulse.
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For this limitation in amplitude swing, it is necessary to limit 

the excursions of the electrical colour-difference Signals 

Dr and Diy» If EY, and EA are electrical signals applied to the 

suppressed-carrier amplitude modulators, then they are defined by: 

Ey men eoevevcce (8.2) 

1.14 

Ey Ree: eeececece (343) 

2.05 

In practice, the signals Ey and Ey are small, since highly- 

saturated colours rarely occur. ; 

The P.A.L. system is characterised by the phase of Ey being 

changed by m rad on alternate lines. 

ilence, the composite signal of luminance and chrominance is 

defined by the equations: 

Exc = Ey + By Sin (2mf,.t) + By . Cos (2mf pt) ...00. (8.4). 

cee = E+ E,. Sin (2mf,.t) - BE). Cos (27f,,t), +++. (8.5) 

where, Exc is the composite electrical signal on line N 

and E(n+1)C is the composite electrical signal on line (N+1). 

The signals described by equations (8.4) and (8.5) are 

assumed to be gamma corrected. The effects of gamma correction are 

treated fully in the literature. (53, 54) 

Equations (8.4) and (8.5) show that, when the chrominance 

Signals are small, then only a small sideband signal is added to the 

luminance; thus any visible patterning is small. Patterning is 

generally only visible in the region of highly-saturated colours.
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The signals EO and Ey produce quadrature modulation. Fig 8.1 

illustrates the vector diagram formed. In the diagram, the 

angular position of the resultant vector defines the hue of the 

colour, while the magnitude of the vector defines the saturation. 

The positions of the reference stimuli (C,), (So), (C,,) 

used in the P.A.L. system are discussed in section 7.8. The 

position of these stimuli are shown on the (tN), (V), (W) chromaticity 

diagram of Fig 7.6. The grids drawn for constant Bee and ro, 

show the variation of the colour-difference signals Fl; E 

with respect to changes in chromaticity. 

When the P.A.L. encoded signal is transmitted in analogue 

form and during demodulation, phase distortion can produce changes 

in hue of the transmitted colour. However, in the P.A.L. system, 

the phase of the Ey Signal is changed by 7 on alternate lines. 

Thus, with the assumption that the chrominance of adjacent lines is 

similar, then phase errors can be translated from resultant hue errors 

to saturation errors. The eye is far more tolerant of errors in 

saturation than to those of hue. Again, this process is described in 

the literature. 

In demodulation, the chrominance information is extracted 

using a suitable band-pass filter and a notch-filter or comb-filter 

introduced in the luminance channel to minimise chrominance 

patterning. The phase of the Ey signal is corrected by a phase- 

inversion switch. To synchronise demodulation, the reference burst 

introduced in black-level is changed in phase on alternate lines 

according to the transmitted phase of ED its transmitted phase 

is + w/4or- 7/4.
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The main effects of the P.A.L. system are therefore as 

(a) 

(b) 

(c) 

(d) 

(e) 

Introduction of chrominance-subcarrier 

interference on the display. 

Band-limiting of chrominance signal to 1.1 MH 3, 

thus affecting horizontal chrominance spatial 

frequency. 

Limitation of vertical spatial frequency when 

using adjacent line averaging for correction of phase 

errors. 

Requirement of linear phase and gain characteristics 

of signal-processing networks handling composite signal. 

Adequate dynamic range at high frequencies to encode, 

without clipping, peak subcarrier amplitude.
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Yellow. 

Green. ® 

Cyan.@ -0.5 0.5 . 410 

4 e Magenta. 

  
Fige8el6 Vector presentation of chrominance with respect 

to phase and amplitude of the subcarrier of the 

quadrature modulation process. 

266.6
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8.3. Classification of basic digital-encoding techniques 

primarily for encoding colour-television signals 

using delta-signa modulation, (6) 

The digital-encoding systems can initially be classified into 

three basic groups: 

A. Systems using three channels. 

Be Systems using two channels. 

Gi Systems using one channel. 

By suitable time-division multiplex techniques and pulse- 

compression techniques, the following sub-divisions are formed on 

the basic groups A and B; these are A.1, A.2, B.1, B.2, respectively: 

Al. Three wide-bandwidth channels combined using 

t.d.m. 

A.2. Two wide-bandwidth channels combined using t.d.m. 

and supplemented with a third low-bandwidth channel 

obtained using pulse-compression and redundancy in 

the video waveform. 

B.1. Two wide-bandwidth channels combined using t.d.m. 

The third channel is realised by using line- 

sequential switching and storage, thus reducing the 

vertical chrominance resolutions. 

B.2. A single wide-band channel and one low-bandwidth 

channel realised by using reduced resolution 

chrominance in both the vertical and horizontal 

directions and using pulse-compression for the 

second channel.



of 
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The systems to be described are designed to incorporate some 

following techniques: 

Digital encoding of video signals using delta-sigma 

modulation with the possible inclusion of non-linear 

adaptation. 

To use the digital technique of t.d.m. 

To use the digital technique of pulse-compression. 

To encode the luminance signal with maximum fidelity. 

To use high-frequency, inter-channel averaging to 

minimise the luminance impairment. 

To utilise the potentially rising signal-to-quantisation - 

noise ratio that is obtainable at lower frequencies using 

delta-sigma modulation. 

To limit the chrominance horizontal resolution. by 

effectively band-limiting the chrominance signals, nominally 

to 1.1 NM.lie. 

To use adjacent- line averaging, thus limiting the vertical 

chrominance resolution with the aims of reducing the number 

of channels: required to define the picture. 

To produce a compatible luminance signal for driving a 

monochrome display without requiring complex decoding 

circuiting. 

»linimisation of subjective picture impairment by non-equal 

weighting of the quantisation noise to the red, green and 

blue channels. 

Incorporation of pre-emphasis networks to improve the high- 

frequency performance of the delta-sigma modulator.
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Las Base-band analogue encoding to produce desired system 

performance. 

the description of the systems applicable to the digital- 

encoding of colour television signals begins with t.d.m. and pulse- 

compression techniques. These are discussed in section 8.4 and 8.5 

respectively.
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8.4. ifulti-channel realisation through time-division-multiplexing 

(totum)... (48, 195 245.35) 

The digital systems used for encoding high-quality colour 

pictures, require pulse rates in the order of 50 to 100 MHz. 

for transmission over suitable digital channels. In encoding the 

colour video signals, it is necessary to present to the display, 

after decoding, three simultaneous signals of aly green and 

blue. Thus, the digital channel and peripheral equipment, must be 

capable of transmitting multi-channel information. This is 

assuming that the chrominance has not been pre-encoded onto the 

video signal to form a composite signal, as described in section 

8.2; 

The simplest method of producing simultaneous channel 

transmission with a digital channel is to use t.d.m. Since the 

information over a digital channel is transmitted in discrete signal 

packages, it is possible to allocate, sequentially, signal packages 

to each channel required. It is convenient to allocate a single 

pulse to a signal package; however, with increased complexity it 

is possible to generate multi-pulse packages. In the colour 

television systems described, high-frequency signal averaging is 

used; this is described in section 8.6. Signal averaging necessitates 

a symmetrical channel distribution. Thus, when not using pulse- 

compression techniques, the t.d.m. systems are limited to a 

symmetrical channel allocation. 

The three-channel t.d.m. system shown in Fig. 8.2A sequentially 

samples each of the three channels, designated Az,B,,C,. Thus, in a 

group of three pulses, the first pulse is allocated to channel Ag,



the second to channel B. and the third to channel C The 
a s 

sampling sequence is then repeated, hence generating a sequential 

and synmetrical t.d.m. system. It follows that each channel has 

identical coding capability. 

The two-channel t.d.m. system, illustrated in Fig. 8.2B, 

is similar to the three channel system; however, the multiplex 

switch samples the two channels, designated A, »Bo» alternately. 

Again, each channel carries equal information capacity, the. 

chamiels being symmetrical and having identical format. 

Other two and three channel multiplexing schemes are 

possible. It is possible to use a non-equal pulse allocation to 

the channels where one or two channels are of reduced bandwidth. 

However, it will be shown that with such schemes, high-frequency 

averaging cannot be used to enhance the luminance signal; thus 

only the synmetrical systems are considered.



‘to decode tie t.d.m. system, it 1s necessary to introduce 

coding to identify the channel sequence. Also, in digital systems 

codiny is necessary to define the line and field synchronisation. 

In a practical system, decoding would be controlled by 

pulses generated from a phase-locked oscillator, the pulse being 

produced at the pulse rate of the digital channel. Such a ak 

could present excellent short-term frequency stability. Hence, 

for durations of about one line period (64 u.sec), a local pulse 

source is available for operation of regenerators and decoding 

systems. It would also allow the omission of t.d.m. frame reference 

signals during the active line period. Thus, if t.d.m. decoding 

was synchronised during the non-active line period, the synchronism 

would be maintained during the active picture. 

liowever, before the t.d.m. can be brought into synchronism, 

line and field synchronisation must be obtained. Again, coding 

patterns during the non-active line period must be introduced. With 

coding patterns, there is always the probability of the code patterns 

occuring in the picture information periods; thus the pulse pattern 

chosen must have a low probability of occurrence. Ilowever, with 

line and field synchronisation, the parameters of synchronisation are 

known. It is therefore possible having once obtained a synchronisation 

lock, to predict exactly at what times the line and field 

synchronisation code patterns occur. Thus, the recognition circuits 

can be gated in and out during these intervals, minimising the 

probability of detecting a code in error. Basically, this system 

utilises picture synchronisation redundancy to enhance the 

synchronisation detection.
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Complete systems synchronisation thus requires: 

(a) Phase-locked loop to lock onto pulse digit rate 

to produce control pulses and regeneration sample 

pulses. 

(b) Line-synchronisation detection to phase line frequency 

and decoding system with transmitter. | 

(c) Field-synchronisation to position picture in correct 

phase for display. 

(d) t.d.m recognition pattern detection for detecting 

sequence of channels being transmitted, checked on a 

line-by-line basis. 

The list (a) to (d) indicates the required order of detection, 

since each detection-network depends upon the operation of the 

preceding detection network. 

t.d.m. synchronisation can be achieved basically in two ways. 

For detection, it is assumed that functions listed (a), (b), (c) 

are operating in synchronism so _ that the position of the t.d.m. 

code is accurately known and detection networks can be gated in 

accordingly. The first method is to introduce a code pattern in the 

digital channel so that the t.d.m. sequential switch may be phased. 

The second method encodes via the delta or delta-sigma-modulators 

different known signals onto each channel, which may then be detected 

by signal identification. 

The various methods of total system synchronisation are not of 

direct relevance to the arguments being presented. The exact system 

design of the control networks depends upon the application. It is 

therefore assumed that synchronisation is achieved. The theory is
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concerned only with the t.d.m and signal presentations using this 

system, together with minimisation of subjective impairment of 

television pictures when constraining the signals for transmission 

over the chosen t.d.m. system.
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8.5. Pulse-compression in digital encoder for colour-television 

systems. 

Pulse-compression can be used to encode the chrominance 

information and realize an auxil. ‘ary, low-bandwidth channel. 

The auxil’iary channel can be applied to two-channel and three- 

channel systems. In these systems the signals to be encoded are 

applied to the respective digital modulators. The auxil iary 

channel modulator, however, operates at a lonér cledlé rate than the 

other channels. The high-bandwidth signal or signals are multiplexed, 

if necessary, directly and applied to the digital channel. However, 

the auxil iary Signal is clocked into a shift register initially 

shifting at the same rate as the auxi] iary channel digital 

modulator; the auxil iary signal is therefore temporarily stored; 

the procedure is shown in Fig.8.3. This modulation process operates 

only during the active period of the television line. At the end 

of the active-line period, the complete auxiliary line store is 

clocked at tie higher, digital-channel pulse rate, into the digital 

channel. The speed of clocking is such that the auxil iary channel 

occupies just less than the line-blanking period, the period 

occupied by line synchronisation pulse and black level. In 

demodulation the reverse procedure applies. During the line blanking 

period, the pulse package of the auxil iary channel is clocked into 

a shift register at the pulse rate of the digital channel, In the 

following active-line period, the register, now operating at a 

lower clock rate, presents the auxil iary signal to the decoder at 

the same rate at which it was originally encoded. Thus, the low- 

bandwidth channel during transmission, occupies the time of the 

line-blanking period.
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With such a system, the relationship of the encoding 

clock rates between the high-bandwidth and low-bandwidth channels 

must be exactly defined, as only certain clock ratios are possible. 

The chosen ratio depends upon the line structure and the bandwidth 

reduction of the auxil.iary channel compared to the high-bandwidth 

channels. 

The validity of this encoding method is that a signal whose 

bandwidth is restricted, may be encoded at a lower-pulse rate than 

a Signal containing higher frequency components. Since in colour 

television, the chrominance signals can be band-limited, then they 

can be encoded at a lower pulse rate. In practice, the chrominance 

bandwidth is restricted to one fifth the luminance bandwidth. Thus, 

the encoding pulse rate of the chrominance signal may also be 

reduced to one fifth, providing the chrominance signal encoding 

accuracy produces impairment which is not subjectively objectionable. 

The auxil iary channel pulse rate is calculated as follows: 

Required line standard parameters for 625 line, C.C.I.R system, 

Line duration, 64 uw sec. 

Line-blanking duration, 12 usec (12.05 u sec). 

Active-line duration, 52 uw sec. 

However, for a general analysis, let: 

Line duration = Vo 

Line-blanking duration = %, 

Digital channel clock rate = P, 

Auxilliary channel clock rate = P, 

Na 

where No is an integer expressing the ratio of the auxil.iary 

channel clock rate to the digital channel (also encoder) clock rate.
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Let K, be the number of pulses in the active line to be compressed 

into the line-blanking period. and let e€, be the mmber of excess 

pulses required over the register store to completely fill the line 

blanking period at a clock rate of P. 

lence, the number of pulses stored, R,> in the active line 

period of duration (y-x) is, 

ep 
(y-x) a es Q Seeeeeecccorve (8.1) 

N 
a 

The number of pulses in the line blanking period is P.x and 

the number of stored pulses plus excess pulses is (tf 

Thus, 

PX = RQ, * &)s eoeoeecvevee (8.2) 

Substitution for Ra from equation (8.2) into equation 

(8.1), gives: 

(y-x). oom Pix te Gis 
N Pp 

a 
4 

Therefore, P= N, + & Spek seer ese tee) 

For a positive, non-infinite solution for P; ‘then, 

sc: (1+N,) OR 

iC. No > x og Lice peihis cee ee (809) 

X 

Rearranging equation (8.3) gives: 

Ep o PA x. (1+N,) SiV}iig sevens (OURS 
TS 

Na
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applying condition (8.4) and substituting for x and y gives 

the values: 

64 wu sec y 

x = 12 sec 

From condition (8.4) 

n> &, 
12 

Therefore, Since N, is integer, for simple encoding, 

Ram 40,7 5 eeeoeveveeooee etc. 

However, a bandwidth reduction of 5 is required for the 

chrominance signal, 

Hence, 

8 
S She! eoeceece (8.6) 

For an integer number of excess pulses, P must be a 

multiple of 5. The restrictions on P are imposed by x and y; 

thus to modify the value of P, modifications in x and y are necessary. 

In the pulse-compression process, the auxil.iary signal 

undergoes a delay of one-line period. To correct for this the 

high-bandwidth signals must be delayed by one line. The delay is 

best introduced at the encoder, thus eliminating redundant use of 

delay networks at each receiving terminal. Delay may be either 

digital or analogue prior to encoding. Due to the large number of 

pits in the high-bandwidth channel, the analogue delay system is, 

at present, the most economical.
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The compressed chrominance information contains only one 

channel. In a two-channel system, the chrominance information can 

be alternated between two channel sources, line by line. In this 

System, an address is required to identify the channel transmitted. 

The address is introduced as a pulse pattern during the time 

allocated for synchronisation. The synchronisation signal also forms 

a pulse pattern. However, once the system is in full synchronism, 

the chrominance signal transmitted can be estimated; thus the 

address pattern is then only used as a check on the system. 

Consider the parameters of the system when the clock rate is 

100 }idZ: 

Substituting for y»X,P,N,, from equation (8.1) then Ro» becomes 

R, = 1040 pulses. 

From equation (8.6), ep is 

Ey = 160 pulses. 

Hence, for a 100 MiZ pulse rate, 160 pulses are available for 

synchronisation and address functions. also, to store the chrominance 

information in one line, 1040 bit register is required.
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8.6 Illigh-frequency averaging of two or three simultaneous, 

multiplexed signals. 

The red, green and blue signals that control the display 

device, carry the band-limited chrominance information. The 7 

upper chrominance bandwidth is set nominally at 1.1M.HZ. Thus, 

at frequencies over 1.1 M.H%, each signal carries the same 

information. 

Let: 

Bay Frequencies > 1.1 M.H%. in red signal. 

bor, Frequencies < 1.1.M.H%. in red signal. 

Boy Frequencies > 1.1 M.H#. in green signal. 

EG. Frequencies < 1.1 M.H%. in green signal. 

Ey Frequencies > 1.1 M.Hg. in blue signal. 

ER Frequencies < 1.1 M.Hg. in blue signal. 

Boy Frequencies > 1.1 M.H#%. in luminance signal. 

EEL Frequencies < 1.1 M.Ii#. in luminance signal. 

Thus, 

Ey = Bay + En, “ Perel cous tas (8.7) 

Ee = aa + EGL ; ee cccccccces (8.8) 

Ly = Ey, + Ens ee eccccccees (8.9) 

Eo Ey, + By > eccccccccees (8.10) 

and 

Ly = & Bay tM. Ey + ne Eee yeeeeeeee (8.11) 

Ly = & Bay + Ms Egy + ne Bar yecceseees (8.12) 

By = Bay = Fou = Ey pesccccece (8.13)
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Equation (8-13) applies, since the high-frequency information 

is common to all signals because of the band-limited chrominance 

information. In delta-modulation, the high-frequency performance 

is severely limited by reduced signal to quantisation error noise. 

Hence, the highest possible pulse rate must be available to encode 

the signals with high-frequency content. In a symmetrical multiplex 

system, the pulse rate of each channel is limited. For a two-channel 

system, the channel pulse rate is one half the total pulse rate, 

while for a three channel system it is one third the total pulse 

rate. In encoding colour signals, it is only necessary to 

differentiate between signals at frequencies below 1.1 M.H%. By 

suitable weighting the modulating signals applied to the t.d.m. 

system, it is possible to enhance the luminance performance by 

averaging between the two or three channels. That is, each channel, 

at high frequencies, carries an equal proportion of the luminance 

Signal. 

At low frequencies, the signal to quantisation noise is greater; 

thus chrominance noise (which is now differential-channel noise) is 

reduced. It is clear that the luminance will not be encoded as 

accurately as by a single delta-modulator encoder. However, by a 

symmetrical distribution of the luminance signal between channels, 

the encoding is considerably better than that of a single channel 

at one half or one third the total pulse rate. As well as simple 

averaging of the outputs of two or three delta-modulators, the samples 

are displaced in time. Thus, the luminance is sampled at the maximum. 

clock rate of the channel, although the encoding is not as efficient 

as a single modulator. The noise performance improvement that is 

obtainable with this method depends upon the luminance weighting in 

each ciannel. If Eas En, Ey were encoded directly, then the
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- luminance would be distributed in accordance with the luminosity 

coefficients. Such a distribution would not encode the luminance 

to best advantage, although the chrominance noise would be minimum. 

By suitable weighting, it is possible to exchange chrominance noise 

and luminance noise. The exact distributions are discussed in the 

following sections. 

Assume that a signal distribution is chosen such that the 

luminance is equally divided between the symmetrically multiplexed 

channels. The maximum improvement in luminance eneoding that can 

be obtained,is when the luminance is directly encoded by a single 

modulator operating at the total pulse rate of the multiplexed 

channels. However, under such conditions the chrominance crosstalk 

would be 100%, so no meaningful red, green and blue signals would 

be available. Thus, a compromise is required in the exhange of 

luminance quantisation noise and chrominance quantisation noise. 

The compromise may be achieved basically by two methods. 

However, the first method is the heast efficient: 

1. If a proportion of the luminance signal is added to each 

signal, so that luminance dominates the encoding of each channel, 

the luminance fidelity will rise. However, for frequencies above 

1.1 11.1%, the signals of each channel are identical; thus, this 

strategy can only effect performance below 1.1 M.Hz. In the 

limit, the system would consist of three modulators each encoding 

the same signal. This is not as efficient as a single modulator 

operating at the channel pulse rate. 

2. The second method shown in Fig 8.4 involves coupling between 

the modulators. Again assume that the signal distribution gives



285. 

equal weighting to the luminance signal on each channel. From 

the two or three encoding signals, it is possible to determine 

another signal equal to the luminance. Similarly, from the 

decoded signals, prior to final filtering, a decoded luminance 

signal can be obtained. From these two signals a difference 

Signal can be formed, which represents the luminance error signal. 

By adding a proportion of this error signal to each of the 

modulator error signals, the luminance encoding fidelity can be 

controlled. In the limit, when each error signal consisted only 

of the luminance error signal, then the modulators would operate 

as a Single encoder and the luminance would be encoded with 

imaximum fidelity.
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See section 8-8, system group A1. 

Fig.8-4,. Luminance error coupling to enhance luminance encoding 

performance in exchange for chrominance encoding accuracy.
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8. 7. Chrominance band-limiting of E,, Eg, E, signals. 

In the systems to be discussed, it is generally assumed that 

equation (8-13) applies for frequencies above 1.1 M.H%. This allows 

correct high -frequency averaging to be used and limits the 

chrominance resolution in the horizontal direction. It is therefore 

necessary to introduce a network prior to baseband encoding, which 

will mix the high-frequency components. If signals are derived from 

a P.A.L. type decoder, this function will have already been performed. 

The basic network is shown in Fig 8.5. The luminance signal 

ED is formed from an addition of the red, green and blue channels, 

using the weighting factors 1,m,n derived from equation (7-32). 

The colour difference signals are formed and band-limited to reduce 

the chrominance resolutions. From these signals and a delay- 

compensated luminance signal, the signals Eps Eq E, are peconstrieted 

from a linear matrix. However, the colour-difference Signals are 

(ideally) zero above 1.1 M.Hz; thus the high-frequency content of 

E,,, E.,E, are also equal (ie. ED: 
Re" G BS
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Bou # "ou * Bap, Eon = "on ~ "ane 
—————— (E, - E) 

  

  

1. 1MHz 6         

    

  

  

        
  

      

Linear / 

matrix: :., 

for -—Ep 

# red,green 
E te m nhs ¢ 9 9 |E, 

GC +/¥ blue signal 

L 
Delay compensation PRCCneSeRCh. ee 

ion. 
for filters. 

        pate Sed 
              

  
ae CX 

LINES   

4.1MH,       

(E, - E) 

Output such that: Output high-frequency components are mixed. 

Fig.0-5. High-frequency addition network to limit chrominance 

resolution and make equal the high-frequency components 

of the video signals of Eps Eqs ER
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8.8. Baseband encoding of video signals for modulating three 

simultaneous delta-sigma-modulators, each channel being 

full bandwidth and symmetrical. (System group Al). 

This section develops the format of the analogue signals 

for simultaneous modulating delta-sigma modulators. The channels 

are designated Az, Bey C. in accordance with Fig.8.2A of section 

8.4(the symmetrical t.d.m. system). 

Kor the application of the principle of high-frequency | 

averaging, it is necessary that each channel contributes an equal 

weighting to the luminance signal and thet the sum of the three 

channels is at all times equal to the luminance signal. The equal 

weighting of the luminance to each channel applies for all 

frequencies above 1.1.M.Hz and for all frequencies when the 

chrominance information is zero. It is also necessary that each 

signal can fully modulate each delta-sigma modulator, when the 

overload limits are identical. That is, each channel must have 

the same peak-signal level and preferably that the three signals 

are equal for transmission of luminance only. 

Consider the encoding sequence: 

AY = &. ER + (162). ED» 

t = 7 - Be = md Eo + (lem). EL ‘ 

Cy de: E, + (l-n). E ; 

If Agi ; Ba I? Cry » are the respective high-frequency contents 

of AR, Be ; Ce » then 

' ns : 2 a Ag Ea * &) Epis
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Applying equation (8,13) gives 

An, == Ey» 
Similarly, 

af = % ' = 2 

Bay Eye = and Cay BH 

Thus, the high-frequency components of each channel add 

to form the high-frequency luminance signal. 

Also, 

' 9 ts a 3 A as C. &.E, +m. E,+n. E+ 3.E, 

on LED mE, Ns EL 9 

applying equations (7-31) and (7-32), then, 

At + B! , oe Ce eae SE 3 L? 

i.e. the three channels add to form the luminance signal. 

The three equations for Ags Be and Cy show that each has a 

component of luminance added. However, the components are not 

equal and substituting the values for %,m,n from equations (7-36) , 

(7-37), (7-38) shows that 

(1-m) < (1-2), (1-n) 

Thus, Be has the smallest luminance component. Adding a 

luminance component (m-1). E, to each channel, gives 

A, = 2.E, + (1-2). E, + (m-1). Ey 

B, = mEg + (l-m). E, + (m1). E 

C, = n.E, + (l-n). Ey, + (m1). Ey 

Hence, 

Ay = LE + (m-2). Ee 

By = mE ; 

C. S n.J,, + (m-n). Ei»
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Thus, when luminance only is transmitted, each channel 

adds to m.L) . Normalising the channels Az Bz Cx to form Ag 

ae peace 
ad Ogi and rearranging, gives, 

5) ts Ey 9 eeoeeceseesee (8-14) 
A = bar isa | (i 
- on +4 R 

: 

Ban . (hy m ED) + EF r eee ee ee (8-15). 

. ag n i ; 
3 

Con 5 m £ (Ep EJ - De eoeeceseces (8 16) 

Inspection of equations (8-14), (8-15), (8-16) shows that 

the high-frequency components of each channel add to form the 

luminance, as do the low-frequency components when the chrominance 

information is zero. The equations show the luminance and 

chrominance components, the chrominance signals being expressed as — 

colour-difference signals. Since the signals Eps Eos Ep? Ey are 

equal at high frequencies, the colour-difference components are 

zero. Thus, the form of the equations clearly expresses the 

luminance at high frequencies. The equations also give a method 

of chrominance resolution limiting, if the band-limiting discussed 

in section 8.7 has not been applied. In this case, the colour- 

difference signals are bandlimited and added to the luminance to 

3n? form Ax 1? B C. " directly. 

Adding the three signals Agnes Bea» Co gives, 

Q n 
A Re B oF CG, = ee E + E - einer nat E e 

3n 3m 5n m R G a B 

sk a : 

bee : : 
af m . one + mE” rT. n.E,} 

+ i {2 .miky « £.E, = nsEyt 
reeks ori Pas 

mM
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Applying equations (7-31), (7-32) gives: 

Aga + Pigs 4 Gao = 3.5) 9 eeveeeeeeeeoeee (8-17). 

Thus, the three channels add to form a multiple of the 

luminance signal. The luminance signal is symmetrically 

distributed between the three channels as discussed previously. 

Since the red, green and blue signals are not equally 

weighted, the noise contribution of the delta-sigma modulators 

will not divide equally between these signals. Let, Asqs Bags 

C 3q be the normalised, instantaneous quantisation noise-signals; 

the received signals, Az, Bae C.. are then, 

Asn = Agy + Asq > evecverce (8-18) 

B,. eS Bea + Bag 9 eovovcee (8-19) 

C.. vend Con + Cea a) ececeooe (8-20) 

Equation (8-17) shows that the luminance and noise are 

given as, 

B= $n + Bet c,h *i {Aza + Baa + C54) yee (8-21) 

and are produced equallyfrom all three channels. 

Decoding red: From equation (8-14), 

nF gg os 3 
Ee : ° Az, + Un). EF : 

Substituting ED from equation (8-17). 

Therefore, 

Ly a C+ 2m ) 6 Agn + (% -m). (Bz, + Co) 

5h 5.8 sts. (8-22) 

+ (2 + 2m ) +: (ee =m B 

3, be “Sq Sibi Vor
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Decoding green: From equation (8-15) 

EG Ban - 

Substituting equation (8-19) and changing to received voltage, 

therefore, 

Be = By, #35, gs (8-23) 

Decoding blue: By comparing the symmetry of equation 

(8-16) with equation (8-14), then 

E, Dt Ze) Cz, + GQi-m. By, * Asp) 

Son oy Magee’ “WSags) 

(‘N+2m,. , Gm). Bs, + Aga)» 

3.n 3q 3.n 

Equations (8-22), (8-23) and (8- 24) calculate the 

decoded signals from the three multiplexed channels; they also 

indicate the noise contribution of each channel. 

Consider the noise contribution of the red channel to 

the luminance of the red, i.e. LEDs From equation (8-22), the 

red luminance noise is 

  

LE, = 2, {A, + Ba, + Cy } +m, {2.A, -Bz = Cao} 

noise 3 3 

fies valores) 

Similarly for the green luminance noise, from equation 

(8-23), 

ne EG = ml Beg ‘ weeeee (8-26) 

noise 
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and the blue luminance noise, from equation (8-24), is 

nl, = nef Ag + Be + & } +m, 2.C, aes ~ B. } 

Noise 5 3 

ehscveen(Ounae) 

Equations (8-25), (8-26) and (8-27) show how the 

luminance noise is distributed among the three multiplexed signals 

Azo Baus Co . The three weighted noise signals add to form, 

2.5 + Eo 5.5, 2/1 ALB, #0. = 9 
RR 3 SO 3G. 3q 

Noise Noise Noise 

eaeeee(OTes) 

It is necessary to observe, on the chromaticity diagram, 

how changes in the stimuli Ax we B. 7? C. effect chromaticity. Thus 

reference stimuli (Az)> (B, ? (C,,) can be plotted on the 

(U), (V), (WW chromaticity diagram. Proceeding as in section (7.7) 

the cocfficients %,m,n in the equations (8-22), (8-23) and (8-24) 

are obtained from equations (7-36), (7-37) and (7-38) and it is 

assumed that the noise signals Agq? Baa Cy are zero in these 

equations. Hence, Dp» Eq Ey are given by, 

Ey = 1.6421.A,, - 0.3211.B,, - 0.3211. C5,, 

E, = 0,0000.Az, + 1.0000. Bs, + 0.0000. C5, 

Ly = -1.3830.Az, - 1,3830.B,, + 3.7661. Cy, 

Following the procedure of section 7.7 and writing the 

colour matching identities of (Az) » (B,)> (C,) in terms of the 

(R), (G), (B) stinmli, gives:
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1.0(A,,) = 1.6421 (R) + 0.0000 (G) - 1.3830 (B), 

1.08.) = -0.3211(R) + 1.0000 (G) - 1.3830. (B), 

1.0(C...) = -0.3211(R) + 0.0000 (G) + 3.7661 (B), 
on 

Converting from the (R), (G), (8) diagram to the (U), 

(V), (i) diagrams, using the transformation equation (7-41), 

gives: 

1.0 (A 0.4812 (WI) + 0.3333 (V) - 0.6290 (W), 
3n) 

il
 

1.0 2.) -0.1979 (U) + 0.3333 (V) - 0.0867 (W), 

1.0 oe) Ht
 0.3709 (u) + 0.3333 (V) + 2.3147 (WW), 

Dividing each identity by the sum of the coefficients 

to determine the chromaticity coordinates of (Az)> (B,), (C,) 

in terms of (y), (V), (W) gives the results shown in Table 8.1. 

Table 8.1. Chromaticity coordinates of (Az)> (B,)> (C,)- 

  

  

Stimulus u Vv W 

(Az) 2.594 = 426797) 3.6391 

(B,.) -4.064 6.845 -1.780 

(C,) Q.125)22.0¢ LLO 0.767       
  

To observe changes in the stimulu Agys Bo C. 

the procedure developed in section 7.8 is applied. 

Consider a family of straight lines drawn on the 

(WY), (V),(W) chromaticity diagram and through the stimulus 

(A,.).. The lines represent, Ba = constant. 

Can 

fo determine the constant for each line, the ratio 

35n 

is evaluated on the straight line joining tie stinuli (G) and 

(B); thus Lt nO
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From equations (8-15), (8-16), the ratio is given by: 

b Be 
n 3 = G 

i n Ci-n).E > 

m 

Eliminating E, using equation (7-32), putting FE, = 0, 

substituting for 1,m,n from equations (7-36) ,(7-37), (7-38) 

and finally rearranging, gives: 

  

  

P5n G XG ’ 

3n “b 
{ 0.286 + OxvA75. G } 

bE 

Substituting for Ege from equation (7-61), gives, 

ER 
Ban ae 36.115v - 4.711 ; eye sy. ve) 

3n 

The u coordinate is given by equation (7-62) i.e. 

u = - 0.030. V + 0.192 9 eeeeccce (7-62). 

Note that u,v lie on the line joining (G) and (B). 

Similarly for lines drawn through (B, 1? where Co = constant. 

Asn 

Consider the evaluation of the ratio along the line joining 

(R): and (8), i.e. E.'s 0. 
G 

From equations (8-14) and (8-16) the ratio is given by; 

3n nip +h). 
m L fahaneatee = B 

  

l=
 

m L
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Eliminating Ep using equation (7-32), putting Eq = 0; 

substituting for 2,m,n from equations (7-36), (7-37), (7-38) 

and finally rearranging, gives: 

  

C 
—B = 0.2861. E, + 0.2409 , 
A Tue 
3n Ep 

0.0559; EB + 0.6561 

ER 
Substituting equation (7-64) and rearranging, 

Therefore, Co Bue 0.062.u.+ 0.160 9 oe eee (8-30) 

Az u- 0.123 

The v coordinate is given by equation (7-65), i.e. 

Vv = 0.682.u + 0.027, é 0000 (7°65). 

Note that u and v lie on the line joining (R) and (B) 

Finally, the ratio A, is calculated for lines 

Ban 
drawn through (C 3 

The ratio is evaluated along the line joining (G) and (R). 

From equations (8-14) and (8-15) the ratio is given by; 

re ae See CFL 
Be m n 

¥o 
LMminating E) using equation (7-32), putting E,=0, 

substituting for 2,m,n from equations (7-36), (7-37) and (7-38) 

and finally rearranging, gives 

Az, = 0.6561. E, + 0.2880, 
R 

Bay EG
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Substituting equation (7-57) and rearranging. 

Therefore, Asn = - 0.894,u- 0.048 
B icles aitpeeihiil it aici. > e@eeeeoee (8-31) 

3n u_ = 0.477 

The -v coordinate is given by equation (7-58). 

v= 0.079.u + 0.389, eeeeseccroce (7-58) 

Note that u andv lie on the line joining (G) and(R), 

Equations (8-29), (8-30) and (8-31) allow the variations 

of two out of the three stimuli to be observed on the cnromaticity 

chart when one stimulus is held constant. Fig 8-6 shows the 

family of lines drawn from each stimulus; the corresponding ratio 

of each line is indicated. The scale of the diagram is such that 

the stinuli Agn and Ba camnot be shown, however, the respective 

lines, when projected back, pass through these points on the 

chromaticity chart. 

Table 8.2 lists the ratios evaluated for the Azas Baus 

Ce Signals, derived from equations (8-31), (8-30) and (8-29).



fable 8.2. Ratios Ag Cs 

chromaticity diagran. 

calculated for (u),(V),@) 

  

  

            

Non u Ban V Con u 

Ps (GW) ee er Ol aes Cee 

0.288 0.076 0.000 0.130 0.367 0.477 

0,500 0.137 0.500 O.L95 0.500 QO, 295 

1.000 0.227 1.000 0.254 1.000 0.266 

1.500 0.279 1.500 6.315 1.500 0.221 

2 G00 0.313 2.000 ols 2.000 0,197 

2.500 O.437 2.110 0.354 2.500 0.183 

3.000 0.555 3.000 i 

3,500 0,369 3.500 0.166 

A O00 0,380 4,000 0.161 

4.500 0.389 4.500 0.157 

5 OO 0.597 5.000 0.153 

02 0.477 5.118 0.152   
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Fig.d-6. Chromaticity diagram for proposed three-channel 

system, using An! Ban Cae 

Switches operate in synchronism at line frequency. 
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Fig.o&=7. Sequencial multiplexing for reducing 3 channels 

to 2 channels.
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8.9 Three-channel encoding systems using two symmetrical 

t.d.m. channels and one low-bandwidth auxil. iary channel. 

(System group A2) 

If the number of channels in the symmetrical t.d.m 

system is reduced from three to two, then the luminance signal 

can be more accurately encoded. However, a third, 

low-bandwidth channel is available using the pulse compression 

technique developed in section 8.5. Thus for the low-frequency 

Signals (i.e. chrominance signals) three simultaneous channels 

are available. 

To enhance the luminance encoding, the t.d.m channels 

must contribute equally to the luminance signal at high frequencies 

and add together to form the luminance signal at all frequencies. 

Using this method, a luminance signal for driving monochrome 

displays is always available and t.d.m. synchronism is not required 

for decoding a monochrome signal. 

In colour vision, the eye is least sensitive to changes 

in tie blue region. This is reflected in the low luminosity 

coefficient of n = 0.114. Since the auxil.iary time-compressed 

channel operates at a reduced pulse rate, the encoding is not as 

accurate, This is partially compensated for by reducing the 

bandwidth of the channel in the same ratio as the pulse-rate reduction. 

It is desirable that the auxil iary channel will not impair the 

luminance performance; thus the signal chosen for transmission is the 

blue colour-difference signal, (E,-F,)- 

‘Yo allow the two channels in the symmetrical t.d.m system 

to add to form the true luminance signal, one or both of the 

signals must contain a component of tle blue signal. There are 

several ways in which the signals can be defined; however, only
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one nmcthod is discussed and is treated as an example. By 

combining the red and tne blue signals, it is possible to 

match the true luninance of the two symmetrical t.d.m. channels 

nore closely; thus this method is chosen. Let the two symmetrical: 

t.d.i. channels of the three-channel systems by initially Ago > 

' Bae Then 

Ary = £.E, + n.E, ne (1-2-n). Ee 

na = 5 a 3 Bro mE + (1-m). ED» 

As before, subtracting the smaller of the two true 

luminance contributions from both channels, i.e. (l-m)E, gives 

A = 2.E 32 E, + n.E af (m-n-%). Eps 

B mE, 
32 

Normalising the two signals gives 

A s (Ey-E,) + n (Beek, + Bis lows sae (8-32) 
32n 

32n mI Gi, E,) sae ue eeeccee (8-33) 

The third channel of the three-channel system is C,, 

and is carried in the auxilliary time slot. 

Put, xq = Ey), 
It is necessary to normalise the blue colour- difference 

signal. Applying equation (7-32) to eliminate E,, gives 

CoA = (i, (1-n) + LE, + meEQ), 

Now, (l-n) = (2+m), from equation (7-31).
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‘Thus, Lp = 1, E, Eo = O gives the equal but opposite 

response to, ER O, ER = Ea 1. 

Thus .).4..C 3a (1-n) , 
MAX     

Hence, if Coan is the normalised channel of Cou then, 

ae ae te tes essen (8-34). 
(1-n) 

Equations (8-32), (8-33), (8-34) define the transmission 

signals for the two channel and one auxiliary -channel system.
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8.10, Two-channel encoding using two symmetrical t.d.m 

signals and reduced vertical-chrominance resolution. 

(System group 31) 

By reduction of the vertical-chrominance resolution 

and the use of one-line stores, the required number of signal 

cliannels to transmit the picture can be reduced to two. The 

signals ED Eo bE, are processed, as indicated in section 

8.7, so the horizontal chrominance resolution is limited to one 

fifth the horizontal-luminance resolution. Thus, the vertical- 

chrominance resolution is about five times greater than the 

horizontal-chrominance resolution. 

By averaging between successive lines of a field the 

vertical-chrominance resolution can be reduced. Such averaging 

applied to a 2:1 interlace system will reduce the vertical 

resolution by a factor of four. In practiee, it is possible to 

use the same chrominance signal for two adjacent lines of a field. 

Thus, less chrominance information can be transmitted on a line, 

the information being stored for a line duration. 

Consider a two-channel symmetrical t.d.m. encoding system. 

Again, there are many possible channel combinations, so the basic 

principles only are discussed. 

There are two basic procedures that can be employed in 

encoding a two-channel system: 

ky Sequential switching of three signals, taking two 

signals simultaneously. 

The system defines three signals. The signals are then 

transmitted two at a time being symmetrically and sequentially 

selected; the method is indicated in Fig. 8-7
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The multiplex switches are of 2m radians phase differences 
a 

and switch during the line-blanking period. For this method, 

the three channels Ax oF Be as Coys defined by equations (8-14), 

(8-15), (8-16) in section 8.8 are suitable. Since at high 

frequencies,averaging can be applied to enhance the luminance 

encoding. Since there are only two channels, the luminance 

degradation should not be as severe as with the three-channel 

system. However, pairs of signals selected by the multiplex 

switch, when added, do not form a true broadband luminance 

signal; thus special decoding teclmiques are required. With 

this method, phased multiplex detection is necessary for decoding 

the luminance signal. 

During decoding, while any pair of signal is being 

transmitted, the third signal is held in a line store from the 

previous line. Initially, the three channels (one stored, two 

direct) are passed through 1.1 MHZ low-pass filters. The three 

band-limited signals are then added together, thus forming (as 

shown in equation (8-17)) a low-bandwidth luminance signal. Note 

that this decoding does introduce an amount of low-frequency 

luminance averaging between lines. The luminance can then be 

subtracted from the three band-limited signals Agi »Bai> Co to 

expose the colour-difference signals shown in equations (8-14), 

(8-15) and (8-16). 

Decoding is complex with this type of signal presentation, as 

it is difficult to produce the true luminance signal. The networks 

used have to be switched on a line-by-line basis 4 since different 

Signal combinations are required for each of the three phases of 

multiplexing.



2. Sequential switchin: of signal pairs to produce true 

luminance. 

A modificetion to the encoding signals can realise a 

system capable of transmitting true luminance; thus decoding 

is simplified. 

Such a sequence is defined as follows: 

Using equations (8-14), (8-15) (8-16) to define Ay B 
nM: won 

Coy) then 

Line N. Aan = Az, ; 

Bon os: {Be - Oa ; 
Z 

line (N+1) Non = Be, 

Bon oes Con . Agn } 
2 

line (N+2) Aon = Cs : 

Ban a { Ag) . Ba} 
Z 

Repeat sequence. 

Noting that Ayn» B, are transmitted symmetrically 
2n 

on a t.d.m. basis and applying equation (8-17) gives 

‘ Asn , Ben : Con 

= 3.5 

A Mee 
2n “Bon 

L? 

Thus, the true luminance is determined at all times. 

‘The sequence of channels, as indicated, allows simpler decoding. 

In decoding, the signal carried on channel Aon is delayed by 

one line; then, by subtracting one half this signal from 

channel Bo» the composite signal can be separated. 
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Consider line N. On this line the available signals 

are, 

Asn Symmetrical t.d.m 

encoding 

Et
 

Channel Any from 
Con 

previous line.   delayed 

At high frequencies B® Cc.) thus high frequency 

luminance is equally encoded over both t.d.m. channels. The 

Signals can be band-limited; thus Agnes Baa CoH can be separated. 

Since the luminance is known, the colour-difference signals can 

be derived and Eps Eqe EB produced. Precise decoding details 

are not given here, as several variations are possible. The 

basic method, however, follows from the equation defining the 

transmission signals. 

With this method, the luminance signal may be extracted 

without decoding the t.d.m. although channel B,. carries the 
2n 

sum of two channels; thus the chrominance is less accurately 

encoded. The averaging is sequentially rotated between all 

channels combinations; hence averaging is symmetrically 

distributed. 

Other channel combinations are possible, but they possibly 

require two line stores for decoding. 
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d-11 Two channel system using a single wide-bandwidth 

Channel with auxilliary low-bandwidth channel. (C.1.S.S) 

(System group 32) 

To encode tiie luminance signal by delta-sigma 

modulation, with the minimum of impairment, a Single delta- 

Signa modulator operating at the transmission pulse rate is. 

required, The transmission pulse rate represents the maximm 

pulse rate available in the system. In this section, a system 

is discussed which uses all the transmission pulses available 

in tite active line for encoding the luminance Signal. The 

chrominance signals are encoded at a low pulse rate and introduced 

into the auxilliary channel as discussed in section 8-5. Since 

only one channel is available in the auxilliary channel and the 

use of t.d.m. is undesirable due to the already reduced pulse 

rate, then the chrominance-vertical resolution must be reduced. 

by transmitting alternating chrominance signals on a line-by-line 

Switching basis and using a line delay line in the decoder, the 

required chrominance information can be transmitted. Basically 

in this system,each of the two chrominance signals is used twice. 

the vertical-chrominance resolution is then reduced by this line- 

by-line averaging process, Since the lines are averaged between 

adjacent lines of a field, the averaging is actually introduced 

over four lines of a picture, due to the 2:1 interlaced system 

described in chapter 6, The vertical resolution of the chrominance 

is therefore reduced by a factor of four. 

To illustrate the transmission sequence, consider the 

Signals transmitted over three successive lines:
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Let Aon be the high band-\idth signal 

(transmitting luminance). 

and Bo > Coan the low band-width signals 

(transmitting chrominance). 

The transmission sequence on lines N, (N+1), (N+2) is 

  

  

  

therefore: 

bine. N Aon | N ’ *2an| N 

Line (iv+1) fon (N+1) » “can| (N+1) 

Line (N+2) Aon| a2)? 2an| (N+2) 

CCC. 

The decoding sequence is given by: 

    

  

    

  

Line N. A pee € 
2n| Zan}? 2an| (N-1) 

Line (N+1) A. ie ¢ 
2n (N+1) 2an} : 2an (Nt1) 

Line (N+2) A, B a 
2n (n+2) 22) cye2) 27) ce) 

SUC. 

By storing each chrominance signal in a one-line 

delay line, signals Baan? Cran 2Fe Simultaneously available. The 

instumentation of decoding is discussed in detail in chapter 9. 

The normalised luminance signal which is continually applied 

to the channel carryingA, m during the active period is defined by 

equation (7-32). It is necessary to define the desired parameters 

for the chrominance signals, as follows:
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1s The chosen signal should permit simple decoding when 

botii channels are normalised,with the minimum of switching in 

the decoder and siiould preferably require equal channel gaine 

va The naise distribution between Ens Eg and ER is such 

that when weighted by the luminosity coefficients the noise 

signals will be approximately of equal power. This infers that 

Lg was the least noise and E, carries the most noise. This is a 

reasonable strategy, since the sensitivity of vision to change is 

most sensitive in the green, and least sensitive in tie blue. (In 

colour systems such as the N.T.S.C system, he blue signal bandwidth 

is reduced more than the red and green.) ; | 

36 The principle of constant luminance must apply since a 

separate luminance signal is transmitted. 

Consider combinations of the red and blue colour 

difference signals, wiere k, and Ky are constants i.e. 

3 = Ie . Sad che i : Bae. 
ot 

Baan ~t (E}, Ee) + Ky (ER Ey), eee (8 55) 

Coan e kj, Ep fa Ey) = Ky (E; % Ey)» te (8-36) 

This type of signal presentation is useful, since decoding 

is by means of a sum and a differenccamplifier. <A switched | 

inverter is required as will be discussed in chapter 9 in the 

difference channel. 

Assume tnat these two signals have been transmitted and 

that one is available at the output of a delay line; thus both 

are simultaneously available. Let tie noise introduced by 

quantisation be respectively Boq and Og for the channels Baan? 

Coan



Thus decoding: 

(where Ep - Fags Eng? & Id are the decoded signals including noise) 

td a + Bog + Coq) se2+ (8-37) 
‘ Coan 1 (Eng a Eg) Sk ABy 

ok) 

ee. 1 (Ena - Byg) 2 By Cy) T° (Bog ~ Cogs vee (8-38) 
do

 

From equation (7-46) and eliminating D,, Des D, from 

equations (7-43), (7-44) and (7-45), (Egy Ey} is given by, 

mae ide 2a Pe 7 B+ @pq - Fig) 

Thus, from equations (8-37), (8-38), eliminating (Eng - Ea)» 

(Ey - Ba gives, 

(B.45* E..) ie 2 1 (B + Gye) Sen (B mG) 
Gd Ld in oe 2an 2an e 2 Zan 2an 

2 1 n 1 
-—-. — (B_+C - =—-. = Bee GC 

m 24k, ( 2q 2a) m 2K, ( 2q 2q) 

é eooe (8-39) 

Let Mg be the quantisation noise introduced during encoding 

the luminance signal. Thus, Ena> & Gd and Epq can be calculated 

from equations (8-37), (8-38) and (8-39). 

Lise Ea =A + A 
2q pnt 

1 i 
E,, =— (B +C )+— (Bat Car) +A 
Rd Zaki Zen. Sa 2. ky 2q 2q Aon 2a 

Q I Eno. (B +C Yen. 1.0 -C ) +4 
Gd Mm 25kn Zan os) 2an m 2an = 2an “on 

. Bis k, 
2 1 n 3° 

-—.— . (B,. +C -= Boe € +A, 
m 2.k, ( aq 2)? Dy k 2q 2q) aq! 

Ppa = 4 i Se Oe - Cop) + Ay, + Ags 
0; ean gan 2k, | 24 q a 

2
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the luminance weiynatings of the signals Ens Ke and E, 
x 3 

are respectively Relis y ihelé and n.E 
; % b* G 

Hence, 

Ked luminance noise =% 1 (B+ Coa? PSA 
2q? 

Green luminance noise = - 2 1 eae es Teak B 1015 7 (Boa 2q) ae 
  

it 

+m.A 

Blue luminance noise = n.1_ Seyi * Oe? + Teh gs 

Note that, 

(red + green + blue) luminance noise = hog? 

1.c. tic principle of constant luminance applies. 

The coefficients Ky ancl k are chosen such that the noise 

on the red, green and blue signals causes an equally disturbing 

effect on the display, the noise having a common source, i.e. 

tne a xilliary channel, Since the noise Jog effects only luminance, 

it may be disregarded wien considering noise introduced by 

carominance only. 

The noise causing changes in luminance of each colour signal 

lias two components. One component, a function of Ang? affects only 

the luminance of the relevant picture. This noise is appropriately 

distributed among tlie three colour signals. The other component 

affects only ciirominance. Although this component affects the 

luminance of a particular colour, the other two colours change so 

tiiat the total luminance is unaltered and only the colour balance 

is disturbed.
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by putting ly - r ats 9 eeeceve (8-40) 

Ky = AN; pisces: 1Oe419 

where \ is a constant of proportionality, 

then changes in the red lwainance and blue luminance caused by 

(Bo 4 Ce are equal. ‘Thus, the noise affects the subjective 

luminance of the red and the blue signals and approximately appears 

to be of equal visual impaiment. Since the green luminance noise 

is equal but opposite to the sum of the red and blue luminance noise, 

tien the net luminance change is zero. Substituting from equations 

(6-40) and (8-41) the chrominance noise expressions reduce to 

ked luminance noise = 1 (Bog + Oo = LAER 

(component effecting chroma. only) Are 

Green luminance noise POE Bog = meBEQy 

(component effecting chroma. only) ‘ 

Blue luainance noise = Go Ce ae 
d.2 2q 20e org, ae 

(component effecting chroma.only) 

Thus, assuming Bog and Ooq have the same peak deviations 

(which is reasonable, since they are encoded by the same delta- 

signa-modulator),tien tie luminance noise of each of red, green and 

blue channels has equal subjective impairment on chrominance. 

Substituting equations (8-40) and (8-41) in equations 

(S-35) and (8-36) to eliminate Ky and Kos then: 

Bean z A z { he (Ey e iy) oats (, a ED) } eeeecce (8-42) 

Coan " e . { de (Ey iD Ly) - Ne (E, Py. Ey) } @eesee (8-43)
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To permit a fixed gain in the decoder, the constant A 

should be the same in both channels, as shown. It is necessary 

to investiyzate the peak excursions of the signals Bo an? Cand 

choose A for normalisation. 

Eliminating L, , by substitutions from equation (7-32), gives: 

mi Q. (1-2-n). By +m (--n). Ea +n. (1-2-n) ae 

Ban 

“Zan ~ | &. (1-2+n).B, + m.(-24n). Ee + n- (th) 

Eliminating 2,m,n from equations (7-36), (7-37), (7-38) 

gives: 
, 

foe eae | 0.1755. - 0.2424. Eg + 0,069.2 | 

Coan ined | O-2457 Fr 0.1086. Uo bred 0.155115 | 

It is clear that the positive and negative excursions of 

iB. and..of C are syrmetrical about zero. i.e. for the 

‘Ban * gan a ae ere ‘2an 

sum of the positive coefficients equals the negative coefficient. 

Similarly, for C,,, the sum of the negative coefficients equals tne 

positive coefficient. 

  

  

lience, 

Boal iAX @:< 40,2424. , 

\Co an! MAX a" DO, 24d a3 

Putting A= _1l : stew ee GOR8Oa) 

0.2437



Then tae normalised equations for signals Bo an and Coan become: 

Bon = J.7201.E, - 0.99471, + 0.2745.1,, sseee (8-44) 

ae bad T.0000.L. * 0.445614, ey, 0.5544,0,,, eeree (8-45) 

{ Tuc equations (6-44), (8-45) are given to four figure 

accuracy for future calculations}. 

Uquation (8-44) could be normalised to unity; however, 

decodin;, is facilitated by presenting the signal as shown. 

Also, in terms of instrumentation, the difference is so small as 

to be neglipible; it represents 0.5% undermodulation, 

ixamination of equation (8-44) shows that it is the green 

colour-<iifference signal. 

Signal Ayn? from equation (7-39) is given by: 

A, = 0.299.1,, + 0.587.E 
ain 

on + 0.114 Le, eeeeee (8-46) 
G 

tLquations (8-46), (8-44) and (8-45) define the transmission 

Signals in terns of E,,, Les i... It is thus possible to locate the 
it 3 a) 

positions of stimuli (4 ,)> B,J» (C, ) on the (WM, (VY), G6) 
an 

curoiaticity diagram. 

TPyeypeced 3 eds FE ; 5 . B ; r Expressing b.,, ve and i, in terms of Ayn? Bo an? Coan fron 

equations (S-40), (8-44) and (8-45) gives: 

Bee es Ay, * U-4074, By + 0.4074.C 
aN Zan? 

L, =. 1.0000. Any + 11,0664, Bo an 1,0684.C, 15 

Yollowing tue procedure of section 7-7 and writing the colour 

matching identities of (A,,), oan? (Cow in terms of the 

(), (G), (3) stimuli, gives:
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1.0000 (i) + 1.0000 (G) + 1.0000 (8), 
i “0 ( 4 ) 

1.0 (5) 

10 (Coan) 
ul

 0.4074 (k) - 0.4150 (G) + 1.0684 (2), 

9.4074 (i) + 0.0000 (G) - 1.0684 (2), 
He
 

Converting fron the GY, (G), (b) diagram to the (WU), 

(V), G) diagran, using t.1e transfonnation equation (7-41), 

CTVES § 

1.0 (A) = 0.654 GU) * 1:000-()” 4.15599 0), 

LOS oe Q.2590U) + O.0000(V) + 0.3858C/), 

1.0C5).)°= 0,0229(U) + 0.0000(V) - 0.6108(1), 

Dividing eaciu identity by tne sun of the coefficients 

to determine the clironaticity coordinates of (Ajy)» Boon) and 

(Cy) in terms of (VY), (V), CG) gives the results shown in 
cH 

Table. Sa 

Sable 8.3 chromaticity coordinates of (Ayn) > Baan) » Coan) 

  

  

Stinulus u Vv W 

Ao G26 ex 492 (Ay) ).201 0.307 0.49 

(Bo an 0.402 0,000 0.598 

. a =O - o » 30 

(Co a 0.05 0.000 1OSS           
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The Sighals..6.; ., CG only affect chromaticity. To 
gan? “Zan 

ovserve tne variations of these sipnals in terms of subjective 

ciirominance, consider the gamilies of lines drawn through the 

stinuli Ban? i (Can ), i.e. following the presentation discussed 

in section 7-8, | 

For tue fanily of straight lines drawn on the (U),(V), 

G2 curomaticity diagran all passing through the location of 

$tiiulus Co ands the dines: represent ,. = constant. 
a Zan 

A 
an 

‘+o determine tiie constant for each line, the ratio is 

evaluated on the straignt line joining the stimuli (KR) and (B), 

tus Lo = 0. From cquations (6-45) and (8-46) and putting Eg = 0, 

  

  

  

¢ 

tius, 

_ rc Be c 4 Coan : 1.0000 Seco s hs 
12] 

A, con 
én 

0.299 + 0.114. £, 

BR 

Suvstituting for Lh from equation (7-64), «ives; 

a 

a hy Q 7 6 - 2an * Std Abe Del 7 5 (2-47) 

Ao 2, OOO) We. 05059 

Vis determined from equation (7-65) and is given by 

V = 0.682.u + 0.027, : eeee (7-65)



  

  

Co an! Aon (dCs) Coan! Aon U> 8) 

3.344 0.477 - 0.500 0.248 

3.000 0.443 - 1.000 Dees 

2.500 0.400 - 1.500 0.219 

2.000 0.365 - 2.000 0.206 

1.500 0,334 - 2,900 0.194 

1,000 0.308 - 3.000 0.184 

0.500 0.286 - 3.500 0.174 

O.000 0.266 - 4,000 0.165 

- 4,500 O.ho7 

- 4,863 0.152             
al B=4.. Ratio C alculated. < alues Table 8-4. Ratio Coan! Aon calculated at values of u, 

u being on (R), (3). 

Similarly, for the family of straight lines drawn on 

the (VY), (V), (WW) chromaticity diagram and through the stimulus 

(Cc, afd the lines represent, constant. Bo an = 

Aon 

To determine the constant for each line, the ratio is 

evaluated on the straight line joining the stimuli (G), (8); thus 

“R 
normalising equation (8-44), then, 

= 0. From equations(8-44), (8-46), putting ER = O and 

318.
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ul -1.0000. E +. 0.2760 

  

  

  

2an aS 

Mon 2B 

Q.5a7, eo + 0.114 

Br 

Substituting for L,, from equation (7-61), gives: 

bs 

Boan | m. &.32828.y.+ 0.815 , See ev (B48) 

(ean 1.000. V 

The corresponding value of u for values of v being on 

the line joining (G), (B) is given by equation (7-62) i.e. 

  

  

u.= - 0.030, v + 0.192, i SeueeatloO2 ys 

Baa /A: V Bs /A V 

2.421 Deda -0.500 0.249 

2.000 J.140 -1.000 0.288 

+ apaV 0.155 -1.500 0.350 

1.000 0,169 -1.703 0.384 

‘0.500 0.188 

0.000 0.213             
‘Yable 8-5 Ratio By ay Aon calculated at values of v,v beins on (G),(B). 

rare ha 

Hig 8-7 gives curves showing the relationship between 

he ci ing igné 3 3 i th j i ‘ 
the chrominance signals b,..5 Co an AK the luminance signal A, i 

The grids of lines are seen to cover the (R), (G), (B) triangle
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fairly uniformly, except in the blue region. liowever, the eye 

does not perceive detail in blue so readily; thus the blue 

signal can tolerate more noise at high frequencies than the red 

or green. The grids are somewhat more uniform than in the P.A.L 

system. Since the diagram approximately represents a constant 

Ciiromaticity chart, a more uniform grid is advantageous. In the 

Wed ocae Ge Botan: the chrominance signals are linearly transformed, 

so sifting the location of the reference stimuli and producing 

a more uniform grid than the P.A.L. The locations of (A, ~? (B55) 

correspond almost exactly to the stimuli (S.) and (C,) of the :N.7.5.C 

system. The location of (Cha) is, however, different from that of 

(Cy) and is located at about (-0.46) on the u axis. For 

coniparison, the N.1.S.C signals are given by, 

ti
 Ui 0.596. L 3a 0,275.1. oon Oca EB 9 eeeeee (8-49) 

u Be, 0.212, EH, - 0.523.H, + 0.312. En, sooeee (8-50) 

The chosen chrominance signals facilitate decoding as well 

as distributing tne quantisation noise evenly amongst the red, green 

and blue luminance levels. 

Chapter 9 deals with the instrumentation of the colour 

system based on the parameters Aon? I C 
an? 2an°
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CHAPTLR 9, INSTRU-ENTATION OF DIGITAL ENOODING 
  

SYSTEM FOR COLOUR TELEVISION SIGNALS. 
  

9,41 The'Chrominance in Syncs, System ' (C.I.S.S.) developed 

in this chapter is based on the signal parameters defined in section 

8.11, where a detailed discussion was given of a system of the 

two channel family. It was suggested that the chrominance signal 

could be inserted in part of the period occupied by line blanking. 

The system required the use of pulsecompression techniques. The 

required pulse compression system was discussed in sectinn 8.5 

The process of pulse compression, if performed without error, 

does not in anyway modify the video signal. Thus, picture impairment 

is independent of pulse-compression. -The system to be described 

here is a simulation of the C.I.S.S. encoder. The process of 

pulse compression is not performed. liowever, the video signals are 

encoded in all other respects to the requirements of the system; thus 

the impairment of the picture due to encoding can be simulated. 

In the simulation, the encoded luminance and altemating 

chrominance signals are applied to two delta-sigma modulators. 

The modulator encoding luminance operates at the full system clock 

rate while the other modulator operates at one-fifth the clock rate. 

After digital modulation, the Signals are immediately decoded by 

low-pass filters back to the required analogue form. The signals 

are now distorted by the quantisation process. Decoding the two 

signals to form the required signals of red, green and bluc, is 

completed by analogue decoding circuits. In the analogue encoder 

and decoder, line sequential switching is performed, also black- level
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clamping circuits (3.L.C.) operate. All pulse and control fimctions 

originate from a central control system which simultaneously 

controls the encoder and decoder. Consequently, synchronisation 

of encoder and decoder is simplified and address pulse sequences 

are not required, This simplification is legitimate, since 

picture impairment is not directly related to address sequences, 

provicing the encoding. and decoding systems are held in synchronism. | 

Tne main disadvantage with C.1.S.S.is that complex control 

Systems are required and large ( 1000 bits +) high speed registers 

are used for the pulse compression. However, it is anticipated 

that with L.S.I. and M.S.I. circuits, these disadvantages could be 

minimised and compact encoder and decoder terminals designed. 

In the system to be described, a facility for inverting 

the luminance and chrominance signals on alternate lines was 

introduced in order to try to minimise vettical contouring due to 

the delta-modulator encoders. 

The reasons for selecting this system for further investigation 

are as follows: 

(a) Only a single channel, operating at the full system pulse 

rate is required for encoding the luminance signal. Thus, 

maximum fidelity of luminance encoding is obtainable. 

(b) "ffective use of pre-emphasis and de-emphasis networks is 

possible, so enhancing the signal-to-error noise ratio of the 

delta-sigma modulators used for digitally encoding the 

chrominance and luminance signals,
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(c) The principle of constant luminance applies; this is 

described in section 7.6 

(d) The noise distribution among the chrominance signals as 

controlled; see section 8.11 

(e) A monochrome (luminance only) signal is directly 

available without complex decoding and does not depend 

upon high-frequency averaging of two or more multiplexed 

channels. The principle was discussed in section 8.6 

(£) There is no luminance-to-chrominance crosstalk as with 

analogue encoding methods. Such analogue encoding systems 

were discussed in section 8.2 

(g) The chrominance signal is completely stored in the 

line-blanking period, thus utilising redundant channel 

capacity. 

(h) Use can be made of reducing the verical-chrominance 

resolution to minimise the required chrominance signals. 

(i) The choice of signals allows straight-forward analogue 

encoding and decoding systems to be designed. 

Fig. 9.1 illustrates the basic system of analogue encoding, 

digital modulation, demodulation and analogue decoding. The system 

description is subdivided into five sections as follows: 

Section 9.2 Analogue encoding systems 

Section 9.3 Digital-control system 

Section 9.4 Deltaseigns modulation and demodulation filters 

Section 9.5 Analogue-decoder system 

Section 9.6 Chopped filter for luminance and chrominance signals.
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9,2 The analogue encoder 

Tie analogue encoder can be subdivided into four basic 

networks: 

a Transmission-signal matrices 

oe Black level clamps, (B.L.C.) 

O4 Multiplex switcher 

4, Pre-emphasis and line driver 

Be Transmission signal matrices 
  

The purpose of the transmission-signal matrices is to produce 

from the three video signals Eprta@Eys the signals Moy? Boon? ar 

as defined by equations (8.46), (8.44), (8.45) respectively. Also 

the matrices are required to produce - Ajas 73 -C,,.. The matrices Zan*: “Zam 

in system form, are produced by high-cain differential input and 

differential output summing amplifiers. The form of the summing 

amplifiers allows both positive and negative summing functions. 

Consider the summing amplifier of Fig. 9.2. The amplifier is treated 

generally; thus it is applicable to all differential summing amplifiers 

used in the systen. 

For input and output suffix 1, 

Bi = 83 

Ry Ry 

and for input and output suffix 2 

Eig ~ & ors 

1 RY



where 

E54 input signal to input 1 

E52 input signal to input 2 

e152, differential inputs of high gain amplifier 

E 5] (Output signal of output 1 

E52 output signal of output 2 

Ry» input and feedback resistors 

Rearranging and subtracting the two equations, gives, 

Ry 

Lote Ee a 6.) 8 22.6 — (Es E39) oe + } (e) e,) (E 
R 

1 2 

3ut, for the high gain amplifier, 

Bol 

where A is the amplifier gain. 

Hence, eliminating (e54 - C55). gives, 

(Ei, - Ey,) 

lence, 

If A >>1, then, 

E51 7 Bo2 

Ei, * Fiz 

Be he 
Sy bot ibs 

ar 

R 

es 
Ry 

5276 

EG2? > 

Tepe) 

ope. (oe)
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The amplifier shown in Fig. 9.2 is symmetrical about both 

pairs of input and output terminals; thus, 

i = se E reve @ (9.3) O2e4 

Hence, the amplifier produces an inverted output signal. 

It is possible to apply this network to generate Ann? 3 C 
Zan? Zan’ 

To generate Aan? 

The modified summing amplifier used to produce Aon is shown 

MMF I. 265s 

The three input signals EigeEy, are applied to a resistive 

summing network formed by Re Rakes the level of each signal being 

set by a preset potentiometer, Re RysR, are chosen such that, 

eee ee, Wi ves (904) 
R R R jc Re Re Bs 

Thus, the combination of signals Ep E Ep, together with a 

suitaple choice of resistors Rey Rye Be is exactly equivalent to a 

Sipnal bh defined by equation (7.39) applied across a single 

resister of value Ry. Assume that the preset potentioneters are 

set at minimum attenuation; then using equations (9.4) and (7.39) 

and equating currents in the equivalent network, as shown as i in 

Tatts: Ds O35 gives: 

Lact (a Fite 
ee me 

Ry Re
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Thus, applying equation:(7,39), 

: = R v4 + By o> gah Be Bae Be a _ B 
) y Y Re R, Re 

Putting Ry 
— = 0,299, 

me 

a = © O¢587, 

Ry 

Ay Sm Olas, 
Re 

Therefore, Ry = 3.344.R,, <éée 4005) 

Ry = 1,703.) , eeee (956) 

Re = 8.772.R), ete tor) 

In the network shown in Fig. 9.3, one differential input is 

maintained zero potential i.e. E55 = 0. Also, the gain with respect 

to ground is required and not the differential output. Hence, 

the gain is one half that indicated by equation (9.2) i.e. applying 

equations (9.3) and eliminating Eo? gives: 

  

fore”) hp Ds 
‘ 2 ; 
Bi be: 

But cy = Bey and substituting equation (7.39) for Ey gives: 

ao cee 9 19 8) 
(0.299E,, + 0.587E, < O.114E, ) 2.R)



Thus, the summing amplifier gain can be calculated from equation 

(9.8) by specifying Ry and Ry. The values Rg, Ry» Re then follow 

directly from equations (9.5), (9.6) and (9.7). The preset gain 

controls in each signal path allow the balance of Eps Eg and E, to 

be precisely set. 

The summing amplifier for producing the signal A,, can, with 

modification, be used to produce the signals B C. Signal 
Zan? Zan 

addition and subtraction are required for these two summing amplifiers; 

thus both inputs are used. For channel Boyan? Ep and E, are grouped 

to the positive input, since equation (8.44) requires that positive 

amounts of these signals be added to a negative contribution from Ep: 

Similarly, equations (8.45), requires that Eo and E, are grouped to the 

negative input. The exact proportions of Ep» EasE, to produce Bo an 

and C are set according to equations (8.44) and (8.45) by preset 
z2an 

controls, The grouped inputs of both amplifiers are given equal weighting 

and are set at 2.R)3 thus the amplifiers remain symmetrical. 

The input groupings are shown in the two equations for the 

transfer functions of the amplifiers. The equation forms are similar 

to equation (9.8). 

For the Bo an summing network: 

  

  

E fen 

01 ae : oe oO a) 
(0.5 E,-1.0 E,#0.5 Ep) 2.R, 

and for the Cy an Summing network: 

Foy : RS in OD 
(7.0 Ep-0.5 Eo70-5 Ep) 2.R)
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Equations (9,10),(9.11) assume that the presets are fully 

advanced, thus introducing no attenuation. 

The complete signal matrixing network for Aon? Boan>"2an is 

shown in Fig. 9.4. Circuit diagrams for these networks are shown 

in appendix 1. 

Zs Black-level clamps, (B.L.C.) 

Itis necessary to bring each of the video signals to a common 

d.c. level before multiplexing (atline rate) can be performed. In 

section 6.3, the significance of the bl ack-level period was discussed. 

Bl ack- level clamping can be achieved by introducing, during the 

black-level period, a low- impedance path to ground in an a.c.-coupled 

Stage. The capacitor in the coupling thus acts as a memory element 

to store the d.c. level. This clamping procedure applies equally to 

luminance and chrominance signals. It is necessary both for multiplexing 

and for maintaining the video signals within the active signal range 

of the delta-sigma modulators. It is clear that if there was a d.c. 

offset betweeen, say, chrominance signals transmitted on Successive lines, 

then false chrominance information would be transmitted. This offset 

could be removed at the decoder, but this requires added circuit 

complexity. 

The black-level clamps.system, which is introduced into each of 

the six channels shown in Fig. 9.4, is illustrated in principle in 

Fig. 9.5. Further circuit details are given in Appendix l. 

During black-level, the output of the low output-impedance drive 

amplifier remains constant. A pulse is applied to the gate of the 

F.E.T. which switches from a high resistance (several megohms ) toa 

low resistance (about 509),. The source of the F.E.T. is connected to
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ground; thus, the drain, over a period of several lines, tends to 

zero during the black-level clamping period. By introducing a 

high-impedance load to the capacitor during the remaining line 

period, the charge on the capacitor is stored. Thus, d.c. level 

is maintained, The high input impedance buffer amplifier is given 

a d.c. level control to compensate for d.c. offsets between 

channels prior to multiplexing. 

The signal Bay is applied to the clamping pulse during the black- 

level period. 

as Multiplex switcher 

It is necessary to select the required signal for transmission 

and to select the signal using a fast switch capable of transmitting 

analogue signals, The systemcontains four chrominance signals 

(positive and negative) and two luminance signals (positive and 

negative). Each signal is applied to an F.E.T. switch as shown 

in Fig. 9.6. The signals are then combined to a common node via 

a protection resistor, These resistors protect the circuitry 

should two F.E.T.'s be simultaneously on, either by system 

malfunction or during switching trensients. 

The gate of each F.E.T. is driven from a pulse generator. 

The logic signals are Co oe) Ca32Cug for the chrominance control 

Signal and L_,,L,, for the luminance control signals. A signal 

of '1' represents that the F.E.T. switch is on and a '0!' that 

the switch is off. Circuit details of the pulse generator are 

given in appendix 2, where, the discrete logical circuitry is 

described, The function of the control logic for driving the



multiplex switches is given in section9.3. 

All F.E.T's are driven by a pulse drive circuit, details 

are given in Appendix 2 . 

4, Line drivers and pre-emphasis networks 

The line driver amplifiers provide 752 source impedances for 

driving the transmission lines which connect the encoder to the 

two delta-sigma modulators. The amplifiers also provide facilties 

for gain adjustment, d.c. level control and pre-emphasis, The 

amplifier is shown in Fig. 9.7. 

The transfer function TA) of the line-drive amplifier, 

assuming a high-gain amplifier, is given by: 

T, = 1 = 3 > eeeoe (9.12) 

where, Z,=R, . {1 + jan c,Ry} 

fl2nf (R,+R,) } 
j oe C0 183 

  

From equations (9,12) and (9.13), eliminating z, gives, 

TCH) = (+R, ). (14) 2nfey RR ARRZAR,R,D), 

By (Ry+R,) 
  

(1+j20f CR) 

eoee (9.14) 

The pre-emphasis characteristics chosen for the luminance 

and chrominance channels are shown in Fig. 9.7a. Since the delta- 

Sigma modulators are amplitude dependent, excessive over-shoot
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on fast-rising signals is undesirable. The pre-emphasis 

networks were chosen by observing the signal rise times when 

the encoder was driven from a Phil ips colour-bar generator and 

P.A.L. decoder, The value of C, in the pre-emphasis network was 

chosen to give the best rise time with the minimum of over-shoot, 

for both luminance and chrominance signals. It is anticipated, 

however, that superior results would be obtainable with an adaptive 

filter of the form described in section 5.4. 

Circuit details of thetine drive amplifiers are given in 

appendix 1. 

The complete analogue encoder is shown in Fig. 9.8, both 

analogue inputs and outputs are indicated together with logic inputs.
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953 The digital control system 

The control pulses for multiplexing, de-multiplexing, 

black-level clamping and synchronisation pulse sources are 

developed in the digital control system. Fig. 9.9 illustrates 

the pulses and signals which form the inputs and outputs of the 

digital control. 

The digital control can be sub-divided into four basic groups: 

‘ Synchronisation and clock generation 

o Black-level clamping system 

Bs Encoder multiplex control signals for luminance and 

chrominance channels. 

4. Decoder multiplex control signals for luminance and 

chrominance channels. 

The designations of the pulses in Fig. 9.9 are as follows: 

(w.r.t. Fig. 9.9) 

Bay encoder B.1.c. source 

C e1 clock pulse 

Be luminance decoder B.1.c. pulses 
Ls = 

B ee) chrominance decoder B.1.c. pulses 

Sy multiplex synchronisation pulse 

Lop Loo encoder, luminance, multiplex control pulses 

Cope 627 326 eA encoder, chrominance,multiplex control pulses 

Ly luminance, decoder, de-multiplex control pulses 

Ch 2p chrominance, decoder, de-mul tiplex control pulses 

C clock detection signal. 
c



1. Synchronisation and clock generation 

A line and field synchronisation pulse separator is 

provided so that t.t £. logic level pulses are available for 

driving auxil. iary equipment. The pulses can also form the basis 

of the clock Cp, for driving the control unit. It is necessary 

that all multiplex switching functions are executed uring 

the line-blanking period. The leading edge of each line pulse 

thus produces a useful reference for triggering the multiplex 

control sequences. Circuit details are given in Appendix 2, 

which shows the circuits of the discrete logic functions. 

as Black-level clamping systems 

Fig. 9.10 shows the black-level clamping for the encoder 

system. Six B.l.c. pulses are required; however, all pulses 

are in phase and can therefore be generated from a common source. 

Since the B.l.c. pulses are required during black level, the 

clamping pulses can be triggered from the trailing edge of the 

line synchronisation pulses. An inhibit pulse is introduced 

for most of the active line to prevent the B.1.c. pulse generator 

from being spuriously triggered during the active picture. The 

B.1.c. synchronisation inhibit pulse is removed for about 12 bl sec 

in each line, the period being activated by the system clock. 

The system was initially designed to operate from either a 

positive or negative clock source; thus, the inhibit pulse 

generator can be initiated by either a positive or a negative edge. 

Since the field synchronisation pulses are greater than 12 usec, the 

B.l.c. does not trigger during the five field pulses of each field.



a 
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In the encoder, the B.1.c. pulses are produced from a monostable, 

the output swing being from about -6V to +6V. Thus, with a 

suitable diode coupling the B.L.C., F.E.T. choppers can be 

driven directly. 

Fig. 9.11, shows the system of B.1.c. clamping in the 

decoder. In the decoder, four B.l.c. pulses are required. Initially, 

both the luminance and chrominance B.l.c. trigger pulses are 

delayed to compensate for the luminance and chrominance filters 

used to decode the delta-sigma modulators. The chrominance 

and luminance channels require different trigger datays due 

to the difference in signal delay of the chrominance and 

luminance filters. The luminance decoder (as will be shown in 

section9-5)requires two parallel channels. In one mode of system 

operation, the B. 1l.c. pulses are alternated, at line rate, 

between the two luminance channels. Thus, the B.1.c. pulses for 

the luminance are split and are controlled by the luminance 

de-multiplex control signal L) and combined by an AND function. 

The chrominance section of the decoder requires twoB.1.c. 

pulses, one before and one after the delay-line store. To allow 

for the delay introduced by the filters of the delay-line circuit, 

alusec monostable is introduced as compensation. All monostables 

in the decoder are SN14121N, of the Texax TTL family; further 

description will therefore not be given as the system operation 

is shown in Fig. 9.10. 

The logic outputs of the B.l.c. generator system are not 

compatable with the FET choppers. Appendix 2 describes a 

suitable interfacing circuit; the logic is not inverted by this circuit.



ae Encoder multiplex control signals for luminance 

and chrominance channels. 
  

The chrominance multiplex control system is considered first, 

The coding sequence is as follows: 

Cy Ok, then channel Bo on is open 

Coo ee then channel C is open 
Zan 

C P 3k % then channel -B C3 is open 
2an 

Cy = 1, then channel - C5 on is open 

Note that only one channel can be open at any given time, 

Four different operating modes have been defined for the chrominance 

channel, Thus, two bits of information are required to store the 

operating mode. Let the store be binary and let the two signals 

Foy Foo be the store outputs; hence, 

Mode 1 

Fa * 

Coy = Coo = Coz = Coy = 0, always 

Mode 2 

Cl 

Cy = 1,0; Cy = 0,1 i.e. alternating line by line 

Coz = Coy = QO, always 

Mode 3 

BObro cnet. 

Ci = 7.045 C C3 a O,1 i.e. altermating line by line 

Coy = Coo = 0, always
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Mode 4 

Ear ity top 4 

im 0\0,05 9 Ge, '='0,140,05.4 

Gee ='0,0,1,0,. 5° Gey nO, Opa 

in sequence. 

It can be seen in the sequences for each mode of operation, 

that the langest sequence is that of mode 4, which operates 

over four successive lines. A binary counter to the base four 

is required. Let the outputs of the counter be Yo and Xoe The 

counting sequence is shown in the following truth table, together 

with the data inputs Yp,Xp to give the next count "D" type 

bistables are used in the counter. 

Care ea 

0 0 1 0 

1 0 0 1 

0 1 1 1 

1 1 0 0 

The Boolean expressions for the counter are, 

xy =X ee 3 oo teats) 

Yp = (XoeYo) = (X.-Yo) > 

Therefore, 

Yp =   

XK -Yc) e (Xo Yo) eee (9 216)
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Fig. 9.11 illustrates the counter system and the logic 

functions are derived from equations (9.15) and (9.16). 

From the data supplied, it is possible to determine the 

Boolean expressions for the conditions that the multiplex control 

Signals are at the 1 level. Observing the truth table and 

corresponding states of Fy ; Fo» then: 

Mode 1 
  

No expressions, control signals always zero. 

  

Mode 2 

Say Cri eae 
Gao OIE Poo 

Mode 3 

Coz = XorFoy Fog » 

Coq = XeeFoy Fes 

Mode 4 

Coy = Xee¥oeFo Feo» 

be eX Yo Feaales 

Thus combining the expressions for Co» Co» Coss Coy and 

symmetrically transforming to NAND logic, gives,



: 3K6 e 

  Therefore, 
  

  

  

  

  

  

Bo tnt ters oe, ee Fer fica)> see 0.10) 

Coo = XoeFQ Feo + XoeYorFoy -Fegs 

therefore, 

Ce 1 ( Xe-Foy-Fo9) : (XoeYoeFoy Foo) coe (9.18) 

Cag Rea es. oleh tee 

therefore, 

Coz = (Xo+Foy Foo) ‘ (Xoe¥oeFoy Fog)» paras 6: Ba? 2 

therefore, 

BF 7 cea AO) 
os s QXoeFoy Fey) j (Xee¥oeFoq Foy) 

Fig. 9.12 illustrates the logic systems derived from the 

equations (9.17), (9.18), (9.19), (9.20) for producing Coq Cop 2M o32 cy: 

The mode of operation is set by Fyj,F- In the system this 

information was stored digitally by two set-reset bistables. let 

Roy» Rey be the respective reset inputs, So Sco the set inputs 

and Foy Foo the stored outputs. The logic operation is such that:



Roy Pl Se ae then output stored, 
Cl 

‘C1 = 0, Seq 2.1, then rey = 0, 

Rey = 1, Say = 9; then Foy = 1, 

Rey = 9, Soy = 0, output indeterminate 

Similarly for Reo » Sco»Foo + 

The modes of operation are set by four, non-latching, 

push-to-make switches, When the switches are not operated then: 

R Sl ct.” Be * Seg = ee 
and the outputs F.,,F,, remain stored. 

CT? 

So Ou The FL? F29° F399 F4° 
switches are normally at zero and when activated they produce a level 

Let the four switches be called, S 

1 at the comtacts. 

Thus, to store the required signals Pop Fegs the input information 

to each store for each operating mode is given by: 

Mode 1 
  

Sry = 41 then F 

thus Rey = 

Rep = O, So mi Ty 

Mode 2 

Sry = 1, then Foy O, Fe = 0, 

thus, Rey “3% Sey = 0



  

The conditions 

2 1 given by, 

kK = 3S 

then Rey 

F 

il 

2 
+ 

then Foy = 0, Foo = 1, 

Ray On Sey Bay 

Re te Sopa Ons. 

then Foy = 1, ey) =] 

a Shae 

Rog te Seg 

for Ra» Ros Sey: Sc each to be at, are 

Sig + (Spy Spo 

Spq * (py Spy -Sp3-Spy)> 

Spy °SR7 

-SpzeSF,), 

S .S F3 * ( F3°Sp4)> 

Spo * (Spy Spo -Spz-Spq), 

  

(6.0.54, 5 F1‘°r2*p3"pq) 

S Ear Ne a> (9578) 

Spsr rac. : Dok (8,28) 

Eee Ci. eed a8) 

Sek N ASG 
Pike: G



Fig. 9.13 illustrates the logic system for storing the 

mode of operation, ‘The switch Srp was modified by introducing 

a function C. using an AND sate, When C. = 0, the system reverts 

to the mode 1. A circuit, shown in Appendix 2, senses the presence 

of the clock pulse (or synch pulse); should theclock fail, then 

after a few seconds, C. = 0. Also, when the system is 

initially switched on, C. = 0. The circuit location is 

illustrated in Fig. 9.13. 

A facility is included for inverting the clock G2 to the 

counter, as illustrated in Fig. 9.11. Fig 9.14 shows the 

network together with the internal and external clock driving 

circuits. In the tests run on the system, the clock source was 

derived directly from the output of the synchronisation pulse 

séparator, Tig. D.12 913, 

The luminance multiplex control system is similar to that of 

the chrominance mutliplex control system. The same counter 

(as shown in Fig 9.11) is used, although (due to the simplified 

format of the luminance multiplexing) only the output X, is required. 

Again four modes of operation of the luminance channel exist; thus, 

the storage decten illustrated in Fig. 9.13 is applicable for the 

luminance channel. The network of Fig. 9.13 is duplicated for the 

luminance channel and will not be described again. lowever, 

the storage output signals, for the luminance channel are designated 

I I 12 ° LL? 

The luminance coding sequence is as follows: 

From Fig. 9.6, it can be seen that, 

La, = 1, then channel Aon is open Cl 

tl Lez = 1, then channel -A is open 
2n



Note that only one channel can be open at any given time; 

hence : 

Mode 1 

Fa 

it © ~~ —
 

La "to" 

Mode 2 

  

Pace 1) E.4.* O, 
L2 

therefore, 

foe. L.= 0; 
Cl C2 

Mode 3 

Ll LZ 

therefore, 

Loy = 0, Leg = 1, 

Mode 4 

Fy m 122 3 5 

therefore 

Ley = 0,1, Ly = 1,0, i.e. alternating line by line. 

It is possible to determine the Boolean expressions that 

give Loy sles the value 1, i.e. 

Mode 1 

No expression, control signals always zero



ode 2 

  

1 

    

hey = Fy Figs 

bode 3 

ho Eh 

Mode 4 

Mey = XooFLy Fue 

ligg = XoeFuy Fos 

Thus, combining the expressions for Lople and symmetrically 

transforming to NAND logic, gives: 

L~ =F F. 

  

  

  

  

CF eat Apa t XaeFi5 Ryo 

therefore, 

Loy ee (Fry Fh) ° (Xo-Fpy Fro), sow (289 

Leg Frise Fro XFL Fiz» 

therefore, 

Tigo fond (Fy Fo) ° XcF py: 2) 9 ees (9.26) 

The logic systems obtained from equations (9.25) and (9.26) 
are shown in Fig, 9.15,



In order to synchronise an external system to the couter 

in the mutlipex control logic, an extemal synchronisation 

Sipnal Sy is provided, This provides a pulse output when 

oe z. = 0, Sy is defined by the equation, 

S. Fk eka Go y 22? eeee (9.27) 

and is shown in Fig. 9.15 

_ The operating mode of both the luminance control and the 

chrominance control are indicated by lamps. Fig. 9.17 illustrates 

the circuit and Table 9,1 the logic combinations for each operating 

mode. 

  

  

  

Luminance Chrominance 

Model Me Fy Fo 

Be Fo 

Mode2 Ms Fry Fo 

N= Fy Foe 

Meds Me ie 

Nae SEY Fog 

Mode 4 oM = Fy Pay 

Noe. Bp Fo |   
  

Table 9,1, Logic combinations for lamp indications. 

ae > 
DD



4, Decoder multiplex control signals for luminance. and 
  

clirominance channels 
  

Section 9.5 reveals that the de-multiplexing is realised 

by switched inversion. ‘The luminance channel has only one 

inversion sequence; the chrominance channel has two inversion 

sequences. The invertions are always operated during the Line 

blanking period; thus any switching transients are not visible. 

The switching functions of the decoder have to be delayed 

compared with the multiplex switching of the encoder; otherwise 

the switching would appear on the right-hand side of the display. 

The delay is due to the filters in the luminance and 

chrominance-pulse demodulators. The compensating delay which is 

introduced into the decoder logic control channels, positions 

the inversion switching within the line synchrenisating pulse. 

The positioning is not critical, as switching generally takes less than 

Lae secs. 

The decoding logic extracts the control pulses required 

for decoding from the signals Coq en 2K ezs Coy shy sheer» forming - 

the decoder control pulses Cry 2 Opp obps Three simultaneously 

clocked single-stage shift registers driven by a delayed clock 

then produce the required delayed control pulses, Cop? 

Cyp2? “pp 

The primary chrominance control pulse Ch» is given by: 

ar Scars 

therefore, 

Vi es or oe



  

554 oe 

The secondary chrominance control pulse Ch» is piven 

by 

Goa Fa See cee 

There fore: 

Ch Co Cogs (9229) 

The luminance signal Ly is given by: 

Ly = Loo» (9 530) e 

The significance of equations (9.28), (9.29),(9.30) is 

given in section 9.5, where the analogue decoder is discussed. 

The shift register delay and logicrealisation Of equations 

(9.28), (9.29) and (9.30) are given in Fig. 9.17; also the 

generation of Oyn1 2 pn22-pp is shown,
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9.4 Delta-sigma modulators and demodulators 

The delta-sigma modulators used in the C.I.S.S. 

are of the analogue feedback type with RC integration 

networks in the forward paths of their closed loops. These 

modulators were chosen since the total loop delay was low. 

‘The storage element is a Motorola MECL III 'D-type' bistable. 

Experiment showed that the data input of this device exhibited 

a sensitive threshold, thus making it suitable as a level- 

detecting device, Since the bistable performthe functions of 

both storage and level detection, the loop delay is minimised. 

The pulse rise time of these devices is of the order of one 

nanosecond. Full details can be found in the literature. 

In the system, two delta-sigma-modulators are used. One 

operates as the luminance encoder, the clock rate being of the 

order of 50 to 100 M12. The luminance modulator uses second- 

order pulse-height adaptation in the feedback path; this is 

discussed in section 5.5. The other delta-sigma modulator 

phe cares over a pulse range of 10 to 20 MHZ and encodes the 

chrominance signals. The pulse rate of the chrominance 

modulator is one fifth of the luminance modulator. The basic 

system is illustrated in Fig. 9.1 

The divide by 5 logic circuit was obtained from the Motorola 

data and is illustrated in Fig. 9.18. In this network, the 

low-input-impedance bistables are used; thus external 'pull-down' 

resistors on the data and clock inputs are unnecessary. 

AGA



‘he luminance and chrominance delta-sigma modulators 

are shown in Fig. 9.19. In all systems, the wiring was 

kept short. ‘ihe devices were mounted on non-conductive board 

with copper wire (22 swg) used for the short inter- 

connections. The input and output sockets were positioned 

close to the devices to minimise reflection. The devices used 

as the level detectors, were the high-input-impedance version 

of the data-input bistable. 

The modulators both use resistive summing network. The 

resistance values are made small to offset loading effects 

of tne D input and the capacitance for the integrator was 

chosen by experiment. In the luminance modulator a shift 

register and two three-input AND/NAND gates are used to 

detect the second-order positive and negative pulse groups. 

The outputs of these gates are summed with the zero-order 

pulse group obtained from the first bistable. The summing networks 

are formed by three equal-valued resistive networks. The 

resistors chosen for the network producing the output pulses 

has an output impedance of approximately 752. The pulse output 

represents the decoded output and is not the digital output 

Py (4), which is the zero-order pulse group of the first bistable. 

Thus, the output can be decoded directly by low-pass filtering 

without introducing second-order pulse group detection. 

The filters used for low-pass filtering of the pulse 

waveforms for the chrominance and luminance digital signals 

were of B.B.C. design. The luminance filter was 

U.P. . kink, * S68 NalZ 

FL4/512/185
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0.5. analomc-decoder system 
  

‘Mie analoeue decoder accepts the demodulated pulse 

waveforns from the luminance and chrominance delta-sisna nodulators, 

togetiier with control and 3.L.C. pulses. Fron these signals, the 

decoder reconstructs tiie red, green and blue signals Dn Dp Neg a 

to drive the display device. (Suffix d indicates tuat tie signals 

include transmission noise, and lave tne chrominance information 

averaged in tne vertical). 

Tue decoder can be subdivided into three suberouns : 

Le Luminance channel processing. 

oe Chrominance channel processing. 

Ss Final sisal imatrixing. 

Fs Luminance channel processin:. 
  

Tie luminance channel nas to amplify the demodulated 

luminance signa], de-cmphasise the signal, introduce blachk-level 

Claapin,: and peform de-multiplexing. In modes 1,2,3 for tiie luminance 

Si; gal, no dynamic syste switching is involved; the network is fixed. 

uowever, in mode 4, wien tic transmission sequence is: 

seen e lan sftons “Aan? Etc eccoe 

Puch a switcled inversion process is necessary operating at linc 

frequency. Thus, tie gain of the clanncl in mode 4 alternates fron 

positive to negative on successive lines, the switching being 

performed during tie line syncironisation pulse. The switching 

network is designed to minimise changes in d.c level on successive 

lines; thus two parallel sub-channels are introduced to allow 

independent control of d.c levels.
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The luminance channel also has a delay line of 1 j1sec 

introduced to compensate for the differential delay in tic 

duainance and chrominance chamels due to the low-pass filters. 

fae luminance channel is shoim in Fig 9-20. The 

circuits of the anplifiers used are given in appendix 1, The 

anplifiers are designed around a single iigh-pain stage; thc 

external components shown in Fig.9-20 produce the required 

Operations. 

The stages are as folitye® 

Input_amlitier 

the input amplifier is driven from a low-resistance 

potentiometer to adjust tic input signal level. The potentiometer 

(in Conjunction with a parallel resistor) provides a line termination 

of 752. The gain of tie amlifier is set at (+4) and a d.c level 

control can set the output d.c. level for differing input d.c. levels. 

the stupe, usiny a 73% scries resistor, provides the drive for the 

coupensatine delay line. 

clay Line 
  

wie delay line is a 1 sec passive network, it is 

loaded vy a 752 resistor for matching. The line is a i‘atticy 

Printed promier Limited, silver-star delay line, capable of 

propajatin;: tic full luminance band-widti. 

outlier waplifier 

Fie buffer amplifier provides a hia en danee load 

fomtc delay; “it bus asain or 4.
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ie-enniasis Network. 

The transfer function of the luminance de-cmp.uasis 

nNet/orn 18s 

AoC) = 1 fener oe 10Ol) 

itjant(7, 4) 

‘Nhe network compensates for the pre-emplasis network 

a 
i introduced in the encoder, as expressed by equation (9-14). ie 

de-empliasis characteristic is shown in Vig 9-7a, complementing the 

pre-cyiasis characteristic. 

Lou-output-impedence buffer 

A low-output-inpedance buffer responds to tic voltage 

across the de-empiasis capacitor, tie amplifier having a high 

input impedance. Tne amplifier drives two parallel B.L.C. circuits. 

BleC circuits. 

‘the operation of each B.C, circuit is identical to 

tiat descripved in section 9-2,2. However, two parallel circuits 

are provided, the operation depending on the operating mode of 

luztinance ciuannel. Wuen Non is transmitted, then Lad and Bo, are 

activated. Similarly, wien “Non is transmitted then os and Boe 

control tie function. Finally, in mode 4 when Aan? - Aon etc, 

is transmitted the system switches between the two operating 

conditions. This always produccs “AS at the final output, 

whotaer the systen is operating in mode 2,5 or 4. The use of two 

circuits allow differences in black level between successive lines 

to be eliminated, when operating in the alternating: mode 4, D.C 

level controls are provided on both B.1.C, outputs.
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owitciued inverter stage 
  

te inverter stage operates as a unity-gain amplifier. 

uowever, depending upon whether Ly) = 1 or 0, the gain of the 

auplifier is respectively -1 or +1. The two cquivalent forms of 

tie auplifier are sliown in Fig 9-20. The changeover period, which 

1s in tie line synci.pulse, takes in the order of 1 usec. The 

output of the switcied inverter applics tiie luminance signal to 

tic final matrixin: network. 

a Chrominance ciannel processing. 

The chroinance channel can be sub-divided into two 

sections, Tne first section is similar to the luminance channel, 

except that the delay line stage is omitted. This section is 

sow in Fig 9-21. Only a single black-level clamp circuit is 

used, ‘he switched inverter is similar to the luminance channel 

put, since it only has one input, channel switching is omitted, 

The switched inverter inverts tne gain of the channel, depending 

Oi Wueti.er mode 2 or 3 1s in operation. In mode 4, the gain 

changes every two lines, since in this mode the transmission 

sequences is: 

ry ” 
L G -B - C 
“gan*;..2an’.: Zan’ an 

Thus, when switchine is applied the output becomes: > « i: 4 

eeee be C: 5 G eeeoeene an Zant Jan? Zan 

The logic drives from the decoder were discussed in 

section 9-3,4,. 

Tne transfer function of the chrominance de-emphasis 

netiior is siven by:
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eG) = Oe ’ asec denoe) 

1+jant CT ) 

As with the luminance de-enphasis, the characteristics 

of pre-enphasis and de-empuasis are shown in Fig 9-7a. In the 

c.ro.inence cliamél, the de-emphasis buffer has a gain of 4; thus 

tue input channel zain is potentially 16, Details of the amlifier 

circuit used in eacl stage are viven in appendix 1, The primary 

3.2.c pukse is shown as b.j in Fip.0eel 

Tne second stage of tiie decoder incorporates the one-line, 

delay-line store and performs the sum and difference functions to 

obtain the colour-difference signals. The system is shown complete 

in kig.Q-22. 

The system stages are as follows: 

Jclay line and anplifier 

The output of the primary decoder drives an active delay 

circuit. ‘Tie delay circuit stores one line of chrominance sisnal 

by having a delay of 64 ysec, the line period. The cirominance 

signal is carried on an amplitude-modulated carrier, the frequency 

beiny at colour-subcarrier. JVetails of the delay line, nodulator 

aud demodulator are given in appendix 3. The overall attcnuation 

of the delay line and processing circuits is 0.14. 

Balanced amplifier. 

  

‘ne balanced amplifier is also driven from the primary 

decoder and produces a differential output. The function of the 

ditferential output is to produce sisnals for operating linear 

addition and subtraction functions.
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Filter networks. 

Two parallel low-pass filters are used to filter out 

frequency components above chrominance pase-band: these frequency 

components are primarily sencrated by the delay-line modulators. 

. 

The filters are sixth-order Buttervorth,details. are given in 

appendix 4. The fitters also include a resistive swine networ!, 

vot being driven by ‘the output of tlic delay line. However, as 

shown in Fig. 9-22, the differential output of the amplifier in 

parallel with the delay line, feeds a positive signal to one 

surmuing junction and an inverted sisnal to the other junction. 

Thus, the output of the filters represent the sum and the 

oa difference of successive lines of chrominance. The resistive addition 

netvork includes a series, preset control for balancing and the sim 

and difference functions. The filters are introduced after addition 

and subtraction as the inclusion of the filter in tie delay line 

output ‘ould iuave produced a delay in excess of 64 \isec. Thus, to 

ER
 ilters are required, 

Black-level clamps. 

The black-level claryp circuits are similar to those discussed 

in section 9.2,2. However, the driver stare provides a sain 

of 3 and the hich-imput-impedance buffer has a gain of 2. The 

input-sienal level to eacu black-level clamm circuit is controlled 

by a reset potentioneter. Both B.2%.c¢ choppers opcrate simultaneously 

the drive being tic delayed drive 3,. 
a 

C2? section og Fars T“2O, 

3... hinal Sional matrixing. 
  

Tue netvork of the signal matrixing systen is shown in 

lig. 9423. The network has a switched unity-sain inverter in the



difference channel and a linear addition matrix for producing the 

Sipnals ag ai Be 
te Rea? Oe Be 

The secondary de-rultiplexing switch operates as follows: 

The output of tne primary decoder, Fig. 9-21 produces 

chrominance signals, wiicit alternate on successive lines to 

produce tiie transmission sequence: 

  
vee Bran] [2am ae Bran -. [Coan| ne 

3 . 

transmitted on the N~ line. 

Tne bracket N ie. » represents the sienal actually 

ct
l e

 

The line-alternating ciirominance signal then passes 

tiirough the delay line nad sum and difference channels, thus using 

cacl: chrominance signal twice. The output of the sum and difference 

ciuannels is as follows: 

a 1 
Belayee 

  

            

Line number Direct output Delayed output Direct output output 

oe Suiit La bifference a 

(+1) oT ee es ae iN > 4 a 
\ 2an (N+1) 2an N * | ean (NHL) | Zan |, 

eZ me ] * 2 B -1C, 
re Zan} Coan > 1s 2an 2an 

ie ik oe eee (N+1) 

N+3 + 36 + |B - Nea 2an ‘ "2an 9 |©oan B2an 
(Nt) Sa Ae ()'+3) (}4+7) 

Clic. 

From the above sequence, the polarity of the sum signal is 

seen to remain constant at all times; however, the difference signal 

alternates in polarity line-by-line. Thus, the functions of the 

secondary de-multiplexing switch is to invert the gain of the difference
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Ciannel on successive lines. Switchiny, therefore, occurs at line 

rate and is the same for operating modes 2,5,4. The output of the 

two cnannels are adjusted so that the sum and difference sisnals 

are: 

= B + C, 
Sum Baan Coan) ‘ 

Diffe > = (B  , > Difference = ( ae Cy 

The decoding is as follows: 

Putting decoded values Ege Rey » Epa Eh in equations 

(8-35) and (8-36), the sua channel is given by: 

(Bo eee) ow gy -£ Zan “Zan (L 1 Gra > y)- 

Similarly, the difference signal is: 

B. - C a 2ike eee OG (Bon “fan 3 (ya > Bg)» 

thus rearranging and eliminating ky and us) from equations 

(8-40), (8.41), gives, 

rer aa ee , 
(lpg Da 2.4.9 (Boon : Coan) 4 

and (Bsace fe Sees az" i) = Bd Ld . Zan Zan? 
Zeorelt 

From equation (7-46), eliminating Drs Des D,, using 

equations (7-43), (7-44), (7-45)gives: 

ea ee ee ee Dg Gd Sa "om Cer = Gp Engi) 
_ Thus, substituting for CE a) and (E47E gives: 

T? Ete = Bi B.. , es z 

fog LD = +40 van'’ Sani? - Baan Coan}
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iionce, clininatine 2,m,n using equations (7-36), (7-37) and (7-38) 

and A using equation (8-40a), the colour-difference signals in 

terms of the transmission signals are: 

0.407. (5.7 Ga grhy a) *C> on 9 Seane sc vebeeas 

i = ee Oo be 4 eoeeeccece Q=5 (egg) Oe Brant Coan) * Bran ran) }s ie 

= 1.069, is Vs fesedbs Coe oo). 
Gyo bay Boan7€ 2an 

The green colour difference signal can be extracted Ly 

switciuing the green colour difference always to the channel carrying 

Bo an (either the direct or delayed signal). Wowever, the simplest 

decoding is obtained, without switching, by using a simple addition 

of the sum and difference signals. Thus, the secondary de-multiplex 

switch: effectively forms the channel selection for green. 

The decoded luminance b,, (as discussed in section 9-5 

and Fis 9-20) is added to the red, green and blue colour-difference 

Signals. Thus Bap Eos and Eng are formed as: 

Nate Pg en ede 

iherefore, 

Daas» Epa + Os 407 (B5 ant oan)» aevees < LoeeD) 

Sinilarly, 

Hs iS Bevo 0.208. (Bi + Cy an) + Bran Cran) *e*s (9-37) 

and 

Eyelet 400% Baan - Cy a ‘ oseenpe FOR OO) « 

The channels carrying the signals (boat Co a and. 

) are adjusted to have a signal range of -1 volt to +1 G. 

volt. Thus, to produce tlie normalised output voltage range when 

-C 
Zan ZAN 

Boon? “oan have signal ranges of -1 volt to +lvolt, amplification 
ae ~~



ve 
+ 
a 

is required in the sum and difference channels. ‘his amplification 

is introduced at the final matrix. It is necessary since the 

luwninance sipnal Dd has a one volt signal range, not including the 

syhcironisation pulse, 

Tuc peak signal excursion of the sum and difference channels 

can be determined by substituting for Bo an? Coan from equations (5-44) 

and (8-45). 

Thus, 

Ory + Coan mF 7201 5 Dy m 1440352 Log #:0,2799% Ea? 

- pos OO _F a Cac .- ? 

Since the sum and difference channels are adjusted to have 

the sae gain, then the gain coefficient, which is cormon to both 

cuannels is 1.72U1, the coefficient of E Rd for the sum channel; 

this represents the peak signal excursion of (Bo an + Coan? 

Thus, the decoding equations becone: 
r—— 0.700 — 

i ey yy AC 5 * Lid = “q+ (0.407.1.7201) , Boon * Coan oe (9.36a) 

r— 0.358 — 
weeagale Cubase : : : = Log Lig 7 (.208,1.7201). {Boon + Chon + Boone Coon, }..(9-37a) 

= Dr * ing = Ea + cl) 069, i 7201) Bean Coan ; soeees (9-38a) 

* indicates the signals have been reduced by a factor 

1.7201 to limit the peak excursion of (8 Coan) from -1 volt to 
+ 

Zan — 
+ 1 voit. This is only a design requiment and is not fundamental 

to the system. 

The resistance values shown in Fig 2-23 for the final 

imatraixing are calculated from the coettietents shown in equations



(9-36a), (9-37a), (9-38a). With a feedback resistor of 5.6K 

in the virtual-earth amplifier, the colour-difference channel 

input resistors for the red » green and blue colour-difference 

signals are respectively, 8.00K2, 15.64K2, 3.06KR. 

A facility was provided for re-introducing the 

syncironisation pulses in the output waveforms Eng? og Ege
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K4, amplifier 1 sece deley-line De-emphasis network 

deCe level sete X4, amplifier. Belec. driver stage. 
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Fige9-20. Luminance-channel decoder.
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a4, input amplifier De-emphasis, X4 amp. Bel.ece driver. 
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ean) 
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3K 
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B.l.ec. and buffer. Switched inverter, (X1, X(=1)). 

ee \ 
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3.3 F ws 
“ 2K 

aE ‘ —\WW\—+—9} = 
ss i N grag ptite) 

delay 
Com R&S 1K network. 

* 

* 
a acs 

Ci 
Ay sa 
OV ov 

* 

All FET's are driven from pulse generators, 

details are given in appendix 2. 

Fige9-21-6 Primary chrominance decoding.



——lrom output of primary chrominance decoder, (fige9-21). 
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Fige%226 Chrominance-channel delay, sum and difference. 
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FigeG-236 Final signal matrixing.
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J.0  Chepped filtering of luminance and chrominance Sionals, 

Sidnticarian noise introduced during the black-level 

period of tue lwainance and clrominance Signals, can increase 

thie visual picture impairment. This inpairment is due to the 

vlacx-level clamp circuits being perturbed by noise on the signal 

and causing the effective d.c. level of the picture to change line 

by line. 

+O minimise this effect, a chopped filter was introduced 

vetiviecn tue delta-sigma modulators and low-pass filters. The 

filter is effectively an RC network with a FET switch in the 

ony capacitor lead, The network is showin Fig 9-24. The Capacitor is 

switched into circuit for about 8 usec during the black level. 

fue capacitor is large, thus voltage changes from line to line can 

only ciange vy small anounts., The FET's are driven fron a 

onostalle wiici is triggered fron the trailing edve of the 

Syncit. pulses (positive going pulses). The duration of the monostable 

is about 8 usec. The chopper circuit effectively clamps the black 

level at a constant voltace, tc voltage level being determined by an 

average over several lines. The synchronisation pulse source was 

ontaincd froin the external synchronisation source described in Fic. 

v-14, section 9-3, 

the complete circuit is siom in Vig 9-24 for reference.
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Luminance filter. Chrominance filtere 
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Fige9-c4, Luminance and chrominance chopped filters.
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CHAPTER. TO. COMPUTER PROGRATIING AND COMPARATIVE SIMULATION, 
  

10.1 Jeltanodem model and delta-modulator commarative 

Shaulation. 

purine tiie deve lopment of the deltamodem nocel, a 

commarative simulation was performed. In the simulation, alsorit!™s 

were developed wiich performed exactly the functions of te model and 

a delta-nodulator. 

‘vie program was written to demonstrate the feasibility 

of the model for performing a delta-nodulator Binet ion At this stave 

in develomment, the model liad not been rigorously proved; thus it was 

necessary to produce an accurate worl:ine system to show that there was 

equivalence between the two systems. The program denonstrated t’ic 

exactness of tie inodel by producing two identical pulse sequences Ven 

both systems were excited by the same input signal. In the systems, 

tie integrated pulse waveforms were produced by addition. A '1' nulse 

Was civen a weighting + 7 while a 'O' pulse was siven a weiditine - 7, 

thus sinplifying tie integration. The cormuter program as well as a 

practical systems verification, produced a method which,through 

analysis, has produced a rigorous basis for equivalence. The progran is 

therefore presented as an essential stage in the development of the model 

analysis as well as demonstration of the models exactness 

The program is presented in its original form, since once 

equivalence had been demonstrated, further computer procran develoment 

was considered unnecessary. As a result of the order of model 

development, the initial conlitions piven in the program are not the 

same as those given in chapter 3; however, the initial conditions are 

compatible
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In boti: the deltamodem model and the delta-modulator 

systens,tne sten heisnt of the demodulating interrators vere 

normalised to m units. The choice of 7 was obtained from 

the alsorithn for the model. The clock rate of the nodel and delta- 

modulator was the same for both systems; also the input sienals were 

made identical, Thus, with correct choice of initial conditions, 

equivalence was demonstrated by the generation of identical pulse 

waveforms for Loth systens., The program incorporated both systems, 

tius alloving the results to he nrinted ovt simultaneously to aid 

comparison. 

Tie basic operations of the program is civen as well as the 

prosram structure, The prorram is written in ALGOL and was 

executed on an I.€.L. 1900 machine. 

Mie discussion of the program commences with further detail on 

the relation of P.S.Z.C's to initial conditions, the error distribution 

being cuosen to vive minimun error-signal power. 

Fig. 10-la shows the relationship of P.S.Z.C to the idling 

vattern when the input signal is zero and constant. The nhase- 

modulated carrier, as used in section 3.3, is a cosine function. 

In Tig. 10-1 the quantisation error is minimum since the innut sisnal 

1s zero and the idlins pattern is, 

fea 0.5. Oeba' 050 0,5,.., 

i.e. averaging to zero and having minimum power. 

If the modulating input signal increased to a value of just less 

than 0.5 and stayed constant, then the phase of carrier would advance 

hy 1/2, similarly, if the imut decreased to just greater than -0.5 

and stayed constant, then the phase would retard hy 1/2. These two
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conditions are snow) in Fig. 10-1 B and 10-1 C. 

The diatrams Fig 10-1,a,b, c are all compatible, where 

tac input modulating sienal, carrier niase and idling nattern are 

all closely related and inter-dernendant. Any. chanre in the initial 

conditions of the system must be arranged so that the basic system 

oneration is umaltered. Hence, equation (3.3) states, 

s,(t) = D(t) - a(t), 
tous, 

S,(t) + 0.5.= {D(t). + 0.5} - q(t) 

therefore, 

s, (t) + 0.5 = Di(t) - q(t)  seceeeeess (19.1) 

where, Dz (t) = M(t) + 0.5, oN cai (20.2) 

Hence, shifting the intial condition of the integrator 

4 L- 
i vy 0.5, requires that the input be shifted by 0.5 to keen the 

systen identical to that of section 3.3. Thus, the phase of the 

carrier is advanced by 1/2. 

The delta-noden nrogran was written with an assymetrical 

idline pattern, the intesratOr assuming a level (equivalent to) of +1 

in the first time slot (t) 1 /P) . 

The alcorithn for the delta-modem model corresnonds to a 

modification of equations (3-12), wiich states: 

Ki) ek cos in Pt et Da, BRS (3.12) 

As shown, shifting the integrator initial conditions 

by + 0.5 is equivalent to advancing the yhase by 1/2, Thus, writing 

x(t) in terms of ji, the phase-modulated function used in the 

computer program, gives:
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ae : T M. =. X, Cos. {wm (P.t + D(t)) - —}, 
2 

putting X = 1 and rearranging, then, 

I= SIN {wm (P.t + D(t) }, 

The program is arranged such that '! is evaluated in 

: ’ th 
the nain program loop at clock instants. Thus the N~~ 

clock sample, where P is the clock rate, occurs at a time 

es, 

tiuus, 

if= SIN {nm (N+ D(t))}, 

therefore, 

SIN {1. N+ (m.D(t))}? 

In the vrogran, AI = 7.D(t), 

therefore, 

'{ sSIN{a.N + AI}, eoececs (10-3). 

However, in the nrogram AI was treated as the innut sicnal 

thus te modulator was undermodulated tv a factor of 1/m. This was 

realised by increasing the step heigitt from 1, as in chapter 3, to a 

value mt. The value AI vas also used in the delta-modulator program; 

thus the step height was made 1. 

In the delta-modem program, it was necessary to detect 

CHO, P.5, 20 6 Of-hy For, P.S.Z.C detection, M was evaluated 

at ten cqually spaced time intervals over each dock neriod. Thus, 

by comparing adjacent samples, a P.S.Z.C could be detected. Ifa 

P.S.Z.C was detected, then the information was stored until the 

end of tie ‘clock sarmle, at which time a '1' or 'O" pulse was 

a) produced at the output of the delta-modem:., The store was then emtied.
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By repeating this procedure over each clock interval the output 

pulse pattern was developed. 

The delta-modulator simulation was hased on section 

5.5A. At each clock sample, tle input signal was compared with 

the locally accumulated store output. If the comparison was 

positive, then the output pulse was -7 and if the output was negative, 

tien tne outrut pulse was +1. The output pulses were then summed to 

form the locally integrated output. 

The input signal Al to both systems was identical and 

given oy: 

  

9 

po 7 Ale'-2 spre sin | 2 oe (es ae (10,3) 
‘. PREI0 2 

In the progran, PRF = 55 Equation (10-4) shows that 

the lowest frequency component of the modulating signal was 1/550 

fiz. 

The print-out produced the output pulse 

Sequences, locally integrated outputs, error signals and innut 

modulating signal at eaci clock sample, for both the deltamoden 

model and delta-modulator. The output signals were found to he 

identical for both systems at all sample instants.



"BEGIN' 

"REAL K,WM,N,AI,M,/,X,S, Ws, K1,L; 

"INTEGER" PRF, R,PQ; 

"ARRAY" G\A,P.D,C1, P1501 [2: 1000]; 

SELECfOUTPUT (0); SRLECTINPUT (0); 

ils = 2 # 3,1415927/10; 

PRF+ = 55; 

Kt = 1M/PRE: 

Kis eel} 

'FOR' L:=1.5 "STEP" O.5°UNTIL' 5 "Do! 

Kis @ Kio Te 

S: = 5*PRF/K1; 

PO: = 13505 

Pf os x: 5.441 9027; 

C {1) 3* D [1] 450; 

ro
 

SS
 

os
 

oz t
s
 

Sa
t 

ee
ct
 

E
o
s
 

oe
 

ee
 

" 
i" 

31415927; 

DL : [a] = 0; -
 

i"
 ds 

R
P
 

t 

N
e
d
 

io
s 

f
r
 

_
 

u
i
t
 

N D [1] : =.3,1415927; 

- 
i
 

ot
 

©
 

. 

- It TO STRP*. 1 AUNT SE 10. Seo 

"WLGIiN" 

a ile 
LL Geet ae 

Ns #N + O.15 

Ng = Nel; 

Al: = SIN (K * N); 

oR’ Lt = 1.5 "STEP" 0.5 "UNTIL' 5 "no? 

Al: = AL + SIN (k *N* 4); 
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Al; & S°* AT; 

: = STW (N * 3,1415927 +.Al); 

Ng = jit] | 

IP"... < O ‘THEN! 

'RHGIN' 

Hirsi SGE) OU TENY PO: $1; 

"END"; "END'; 

‘\ (if] fC Sens 

"IE! Po. 1 ‘THEN’ P [N] : = 1 ‘ELSE! Pp [N] : 

P iN} 3 

PO = 0; 

D{N] : = D[N-1) + P [N; 

X: = A fi] - p [N]; 

C [NJ] 3 =X; 

*EP* NN < 0999..." THEN". 4G0TTO™ DELTA? 

i} 1 pen
ed 

we
 

P [N] * 3.1415927; 

"FOR! Hi. = 2 4STEP' J ‘UNTILY.998 "pot 

'BEGIN' 

"IE" (ALN] - Dl [N-1]) ‘Gut o "rmNt 

PE SENT 3 

Dix [iN]: 

Cis 

"END"; 

3.1415927 'ELSE' P1[N] : = 3.1415927; 

DL [N-1] + Pi[N]; 

A [N] - D1 [N]; 

"YOR' P:=1 "STEP" 1"UNTIL' 998 "po! 

"BEGIN" 

PRINT (PL{R].-,1,6); SPACH (1); 

PRINT (P{R] 1,6); SPACE (1); 
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PRINT (A [R], 2,6); SPACE (1); 

PRINT (01 [R] ,2,6); SPACH. (1); 

PRINT (Pp [R], 2,6); SPACE (1); 

PRINT: (C1 [R},:2,6); “SPACE (193 

PRINT (C [R] ,2,6)3 NEWLINE (1); 

tEND'; "END"; 
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10-2. Delta-modulator simulation using a non-recursive 

filter to approximate the response of a RC integrator. 

The feasibility of using a non-recursive filter in 

the feedback loop of a delta-modulator, as discussed in: section 

2.8, was determined by cormuter simulation. The input signal 

to tie delta-modulator was made the sum of two sine waves. 

During the execution of the program, the output pulse pattern 

was generated, together with the innut signal, the interrated 

output and tie error signal, at each sarmle. The matrix 

representing the weightings coefficients of the nonerocuts ties 

filter was also displayed. It was therefore nossible to examine 

tie onerations of the delta-modulator, and to checl: the feasibility 

of operation of tiis system. 

The simulation was performed as follows:- 

The shift register of the non-recursive filter was 

simulated using a 250-elenent one-dimensional matrix array. The 

iatrix stored tie pulse pattern over 250 samples, the pulse being 

stored as either +1 or -1. After the execution of a samle, tice 

pulse sequence was sequentually transferred along the matrix, thus 

Simulating tne shifting of the register. The weightine coefficients 

used in the filter were also stored in a 250-element one-dinensional 

matrix, The coefficient distribution of the elements was made 

exponential, the tine constant being set at unity. 

Integration at each sample was performed hy weighting the pulses 

Stored in the pulse storage matrix and adding the resultant 

weisutines., In the delta-modulation Simulation, the intecrated - 

pulse waveforn was compared with the input signal at that instant 

and a decision made at the sample as to the pulse generated, i.e.
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lor 0, Thus, repeatine tle sequence tlie pulse waveform is 

computed, 

The inout sisnal used in the simulation was oiven 

by, 

  

” 

2 

“AI = 10{Sin a + a 0.6 sat a wis'e's (2065) 

The pulse waveforn was evaluated over 1000 samples, 

the P.R.F being set at 50 P.P.S. Results showed that over the 

Sequence, the maximum error was 1.847959 occuring near the 

commcncenent of modulation, where the signal slope was maxirum. 

uowever, the error was usually less than or near to 1. The crror 

ny function shovéd correlation with signal slope in that wien the 

Signal slope was positive the crror was usually positive; similarly 

vw wen the signal slope isas negative te error was more generally 

negative. The simulation showed that the performance was sinilar 

to a delta-modulator with an RC integrator and that tis tyne of 

generation of a delta-modulator pulse waveform is feasible. 

The progsran is as follows: 

"BEGIN' 

"aay C [0: 250]; 

"INTEGER" "ARRAY' p [O: 1000]; 

"REAL' AI, S,K,K1,F,E, Wi; 

"INTEGER' R,L,PRF; 

SELECTINPUT (0); SELECTOUTPUT (0); 

WM3=2*3.1415927/3; 

PRF3= 5 03 

Ke = WH/PRE; 

RL 3 @-Q,9"K3 

Clo}: = 1;



'FOR' R:=1 "STEP! 1 ‘UNTIL' 250 "Do! 

C [RJ]: = EXP (R/PRF); 

"POR? Tie0) "STEP" “25UNTIL" 250.'N0!' 

"FOR' Rt = 2 'STEP'’ 2 UNTIL’ 249 ‘not 

PAR] S =15 

"FOR* R:eO0 "STEP" 1 *UNTIL’ 1000° "Do! 

AL: = 10* (SIN (K*R)* SIN, (R1+4R)); 

"LORI" Ls O'STEP") UNTIL .°250: *pe!t 

FP +.cC {he Pi 

ey AI - F; 

u Re 

i ‘ORS ts fa? “STEP ee UNTIL SE 4d tO! 

Pit] : =P £-L-1); 

Chet 8 AGE sO: ATEN Pt fo): = LAEea ae [o] : 

PRINT (P [1],1,0); SPACE (3); 

PRINT (AI,2,6); SPACE (1); 

PRINT (F,2,6); SPACE (3); 

PRINT (E,2,6); SPACE (3); 

'IEY R <. 251. "THEN' PRINT (Chg 6); 

NEWLINE (1); 

TEND END 
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Simulation of instantaneous, non-linear delta-modulation 

A delta-modulator is described in section 5.5 which used 

pulse grouping techniques to perform non-linear adaptation The 

general structure of this class of delta-modulator is shown in Fig. 

5.11 and Fig. 10.2. A computer program was written which simulated 

exactly the non-linear delta-modulator and evaluated the signal- 

to-quantisation error ratio for a range of input signals. 

Two types of non-linear delta-modulator were simulated. The 

first used a 'second order only' pulse group detection. The pulse 

group weighting was 1 or -1, depending on whether the group was 

'111' or '000'. The second delta-modulator used second and third order 

group detection. The weighting for both groups was made equal to 

either 1 for '111' or '11l1' pulse sequences or equat to -1 for 

‘000' or '0000' pulse sequences. 

The signals applied to the two delta-modulators were single 

sine-wave functions of various amplitudes and frequencies. The 

range of signal frequencies was given by: 

9 

modulating signal frequencies -[ 0.01.2" | HiZic seein Fa) 

N=0 

Thus, from equation (10.6), the range of modulating frequencies is 

from 0.01 Hz to 5.12 Iiz. In the program, the clock rate of the delta- 

modulator was made 5OHz and 100Hz. The maximum modulating signal 

amplitude for a single integrations non-adaptive delta-modulator 

depends upon the signal frequency and system clock rate. The signal 

amplitude was thus classified by a slope loading factor, when examining 

a single integration system. Hence, a signal of value 1 represents a 

sine wave which fully loads the single integrator delta-modulator.
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The range of signal amplitudes for each signal frequency was 0.2 

to 2.8 in steps of 0.2. 

In both delta-modulator systems, the zero-order pulse group, i.e. 

the output pulse sequence 0101, was given a weighting of either -1 

for a O pulse or +1 for a1 pulse. However, the sum of the second 

and third order pulse groups (see Fig. 10.2) were attenuated by a 

factor I1[ R ], where H [R] was constant for a given signal evaluation. 

However, I! [R] could take values , 

If [R] = 0.0, 0.2, 0.4, 0.6, 0.8, 1.0 

Thus the effects of varying amounts of adaptation could be 

investigated. Each input signal was evaluated at each value of I{R]. 

The program operation is described by Fig. 10.2. The program was 

readily modified to either the third and second order systems or 

second-order-only system. 

In the program, P O[R] ... P4[R] could have values -1 or 

-1. Pulse groups were detected by summing directly the outputs 

of the register. For example, consider the third-order pulse 

group detector. 

po [R] + P1[R] + P2[R] + P3[R] = 4 

then the output of the comparator was 1. 

If PO[(R] +P1[R] + P2(R) + P3(R] =-l, 

then the output of the comparator was -1. Otherwise the output 

remained zero. In Fig. 10.2, the comparator for detecting levels 

> 3 or <-3 are shown separately, since the program used separate 

statements for these functions. 

The results of the program are shown in Figs 10.3 to 10.14; 

they are discussed in section 10 = 5.



"BEGIN! 

— 'REAL' D,S,W1,W2,W3, DD,P,F; 

'INTEGER' M,R,G; 

"ARRAY' 14,H,DC,SN [0:10]; 

"ARRAY' PLX [(0:10]; 

'INTEGER' "ARRAY" PO,P1,P2,P3,P4,P5 ,PL2,PL3,PL4,PL1,PL5,121,12[0:10]; 

SELECTOUIPUT (0) ; 

P:=100; (or 50) 

"FOR' G:=0 'STEP', 'UNTIL' 9 'DO! 

"BEGIN! ! 

F:=(0.01)* (24G) ; 

PRINT (P,3,6); SPACE (6); 

PRINT (F,3,6); NEWLINE (2); 

"FOR' R:=0 'STEP' 1 'UNTIL' 5 'DO!' 

'BEGIN' 

IR}: =-R*-0,25 

PRINT (H[R] ,3,6); SPACE (6); 

'END'; NEWLINE (4); 

'FOR' W3 = 0.2 'STEP' 0.2 'UNTIL' 3 'DO' 

"BEGIN! 

S:=W3; ; 

PRINT (S,3,6); NEWLINE (1); 

W1: = 6.2831854 * F/P; 

S:= S/W1; 

W2: = 10/(LN(10)); 

DD: = 0; 

'FOR' R:= O 'STEP' 1 'UNTIL' 5 'DO! 

"BEGIN" 

IZ L.R]t e Tt ER] t= 0; 

POLR]: = P2[R]: = -1; 
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PapR] : = -1; 

P1 [R] : =1; 

PS. [Rise Ph ER] im 2; 

Dc ER}: = 0: 

"END'; 

"FOR' M: = 0 'STEP' 1 'UNTIL' 800 'DO! 

"BEGIN' | 

D:= S* SIN (W1*M); 

"FOR' R:=0 'STEP" 1 'UNTIL' 5 'DO! 

"BEGIN! 

PS [R] : = P4 [R]; 

P4 [R] : = P3 (RJ; 

P3 [R] : = P2 (R); 

p2 [R] : = P1[R]; 

PER]. te PO ER); 

'IF' (D-I1 [R]) '@E' O 'THEN' PO[R] : = 1 ‘ELSE! 

PO [R] : = -1; | 
{ 

= 

PLZ [Rp s-= 0; 

'IF' (PO [R] + Pl [R} + P2 [R] ) = 3 ‘THEN’ PL3 [Rj : =1 ' ELSE! 

'IF’ (PO [R] + PLR] + P2[[R]) = -3 'THEN' PL3 (RJ: = -1 'ELSE' 

PL3 [R] : = 0; | 

'IF' (PO[R] + P1 [R] + P2 (R] + P3 [R]) = 4 'THEN' 

PL4 : = 1 ‘ELSE! 

"IF! (PO [R] + Pl [R] + P2 [R] + P3 [R] ) = -4 "THEN' 

PLAS & <1 

PLX [R] : = PL3 [R] + ; @L4 [R)); 

2nd and 3rd order system only, 
| 

We RN ER ee a ae 
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TILER] :-= F&c[R].+.PO.[R] + HER) * (122 TR); 

De [Ris = DOR] + (* TER} Pt 2; 

"END! ; 

DD : = DD. + D*D; 

‘ENDS: 

'FOR' R: = 0 'STEP' 1 ‘UNTIL' 5 "DO" 

"BEGIN' 

SN { R] : = W2* (LN(DD/DC [R])); 

PRINT (SN [R],3,6); SPACE (6) 

"END! ; NEWLINE (2); 

"END! ; PAPERTHROW ; 

"END'; "END! ; 

599»
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Delta-modulator simulation to determine relationships between 

pulse groups and slope of the modulating signal. 

The results shown in Fig. 5.1 were determined by the program 

presented in this section. The program simulated a perfect single- 

integration delta-modulator and allowed Ist, 2nd, 3rd and 4th order 

pulse group detection. Over the range of samples evaluated the 

total number of pulse groups in each order pulse group was recorded. 

Each recorded value was divided by the total number of samples; thus 

the mean rate of occurrence of each pulse group was determined. This 

process was repeated for each of a range of input signals. 

The input signal at each evaluation was a ramp of constant 

Slope. The range of slopes was from 0.01 to 1.00 in steps of 0.01; 

a Slope of 1.00 represented full loading of the delta-modulator. 

Hence, it was possible to relate the mean rate of occurrence of pulse 

groups of order 1,2,3,4 to the normalised signal slope. 

The evaluation was repeated for various numbers of samples, 

the range of samples being: 

Poy ey ae 
number of samples =[ 2 | ‘ er (10.7) 

The results shown in Fig.5.1 were taken when N = 10; thus the 

number of samples was 1024, using 1024 samples the evaluation of the 

rate of occurrence of pulse groups could be determined to a fine degree 

of accuracy. The results agreed with the predicted threshold level 

determined in section 5.2. The results showed that, for signals above 

the pulse-group threshold level, the mean rate of occurrence of pulse 

groups is directly proportional to the slope of the modulating sipnal. 

The program is as follows:-



"BEGIN! 

"REAL" M,D,K1,K2,K3,K4,E1,E2,E3,E4; 

"INTUGER' R,L,PO,P1,P2,S,X1,X2,X3,X4, 

C,A,P3,P4; 

"ARRAY! YI, Y2n3,74:( 17100: 3 

SELECTOUTPUT (0) ; 

"FOR' c:=0 ‘STEP’ 1 'UNTIL' 10 'DO' 

"BEGIN! | 

B1:=E2:=53:=E4:=0; 

Kis 2-7: 

PRINT (A,5,0); NEWLINE (1); 

'FOR' M:= 0.01 'STEP' 0.01 ‘UNTIL’ 1.01 'DO! 

'BEGIN' 

PRINT (M,1,2); SPACE (6); 

L:=LOO*M; 

YE LY ts 

V2 by te TSO. S: 

V3 3 2M = 43 

Y¥4 FL] SSR 1S: 

'TF' Y2° [LU]. <0: ‘THEN* Yz FE) + 0; 

(LEY ¥3 [L].< Os! THENT YS [LE 28:05 

fp! y4 [b] <0. THEN’ Ya (U1. :°=.0; 

PO: = P2:= P4:= -1; 

PicePsi= +13 

S:=0; 

X13=X2:=X3:=X4:e0, 

'FOR' R:=O0 'STEP' 1 'UNTIL' A 'DO' 

"BEGIN! 

D:=R*N; 

P4:=P3; 

LO?2,
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PS:eP2s 

P2:=P1; 

PLl:=P0; 

"IF! (D-S) 'GE' O 'THEN' PO:= 1 'ELSE' PO:=-1; 

S:= S& + PO; 

CLP TPO # PE) = 2. "THEN XE sek) 41: 

"IF! (PO + Pl + P2) = 3 "THEN! X2:= X2 + Z; 

"IF’ (PO -+ Pl + P2.+ P3) =.4 "THEN' X3: AS. fh 

'IF' (PO + Pl + P2 + P3 + P4) = 5 'THEN' X4:= X4:=X4+1; 

"END' 

Kl; u X1/A; 

K2:= X2/A; 

K3:= X3/A; 

K4:= X4/A; 

El:= (Kl - Yl [LJ] ) + 2 + El; 

E2:= (K2 - ¥2 [L]). + a E2; 

BS; =(KS.= YOLL]) "+2 +83: 

E4:= (K4 - Y4(L]) + 2 + E64; 

PRINT (K1,1,8); SPACE (3); 

PRINT (K2,1,8); SPACE (3); 

PRINT (K3,1,8); SPACE (3); 

PRINT (K4,1,8); NEWLINE (1); 

"END! | 

E1:=SQRT (E1/100) ; 

E2:=SQRT (E2/100) ; 

E3:=SQRT (E3/100); 

E4:=SORT (E4/100) ; 

PRINT (E1,3,6); SPACE (3); 

PRINT (E2,3,6); SPACE (3);
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PRINT (E3,3,6); SPACE (3); 

PRINT (&4,3,6), NEWLINE (3); 

'END'; "END'; 
  

The program also allowed a mean-square error term to be calculated 

from the caluclated mean rate of occurrence of pulse groups and the 

ideal mean rate of occurrence of pulse groups. The latter is obtained 

when the number of samples over which the average is taken tends to 

infinity. The mean rate of occurrenceof each pulse group was calculated 

for signals having a slope ranging from 0.00 to 1.00 in steps of 0.01. 

The mean rate of occurrence of pulse groups was calculated at each Signal 

Slope. The accuracy of the calculation depended on the number of sample 

points; thus an error term can be calculated, the magnitude of which is 

a function of the number of samples. By summing the square of the 

errors and dividing the total number of Signals (i.e. 100) the mean- 

Square error terms is obtained. This process was repeated for various 
numbers of samples as given by equation (10.7). The results are shown 

in Table 10.1.
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Number of samples in average 

  

MEAN-SQUARE ERROR VALUES 
  

  
  

        

  
  

i lst order pulse 2nd order pulse 3rd order pulse 4th order pulse 
group group group | group 

‘ 

fat 0.573018 0.476705 0.414367 0.371988 

rg 0.573018 0.468772 0.414367 | 0.371988 

| 4 0.241402 0.308824 0.405216 | 0.366060 

[8 0.112278 0.131210 0.155584 | 0.182603 

16 | 0.054701 0.062328 0.070611 0.079353 

S2::| 0.027179 0.030349 0.034500 0.037526 

64 | 0.013247 0.014684 0.016370 0.017511 

128 | 0.006624 0.007460 0.00805 3 0.008818 

: 256 | 0.003369 0.003772 0.004183 0.004655 

- 512 | 0.001606 0.001837 0.002000 0.002259 

1024 | 0.000848 0.000933 0.001041 0.001141 

Table 10.1. | Mean-square error terms between calculated mean rates of 

occurrence of pulse groups and ideal mean rates of occurrence of pulse groups, 

for varying sample numbers.
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10.5 

Computer results for instantaneous adaptation. 

The results of the program section 10.3 are drawn out onthe set 

of graphs Fig. 10.3 to Fig. 10.14 inclusive. The results show that, 

for all systems increasing the amount of adaptation results in an 

improved dynamic range of the System, although the signal-to- 

quantisation-noise ratio remains about constant under peak loading 

conditions. The peak loading of the delta-modulator for a given amount 

of adaptation may be determined by considering the peak-signal Slope 

which can be encoded. The peak positive signal slope is realised when 

the transmission sequences is a continuous sequence of '1' pulses 

such that (refering to section 10,3, Fig. 10.2): 

PO [R] = Pl [R] = P2[R] = P3 [R] = P4 [Rj = 1. 

Thus, for the second and third order system: 

PLX [R] = 2; 

Thus, assuming a unit-step height for the delta-modulator 

without adaptation, then the step height with an amount I (R] of 

adaptive signal is given by: 

Step height = 1 + 2 H/R], 

If the pulse rate is P(P.P.S), then the peak-signal slope is: 

Peak-signal slope = P {1 + 2.H[R]} , 

Substituting in equation (2.21), and taking the maximun slope, therefore: 

(2nf) D = itt teWeRy



4O?, 

In section 10.3, |) represented the normalised input signal 

refered to the delta-modulator without adaptation. Thus ,put, 

Be Te ae, 
P 

lience, D, ,= 1 + 2.1 (Rieu os (10.7) 
3 s 

similarly, BOR Le HR] "y . 4.0 (10.8) 

where dD, 3 is the normalised modulating signal referred to the 
? 

System with second and third-order adaptation and D, is the normalised 

modulating signal for the second-order only system.
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Signel to quantisation noise ratio, db. 
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Fig.10—4, Signal to quantisation noise ratios for a delta-modulator 
*- 

against frequency with D as parameter and clock rate 

constant. The delta-modulator has second and third-order 

adaptation. prf = 50, H[2] =0.4, H[3] = 0.6. 
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D, is normalised modulating signal, single sine wave.
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Signal to quantisation noise ratio, db. 
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Fig..10=6,: Signal to quantisation noise ratios for a delte-modulator 

against frequency with D as parameter and clock pulse 

rate constant.The delta-modulator has second and third- 

order adaptation. prf. = 100, H[O] = 0, H{1} = 0.2. 

D, is normalised modulating signal,single sine wave.
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Signal to quantisation noise ratio, db. 
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Fig.10—7. Signal to quantisation noise ratios for a delta=-modulator 

against frequency with D as parameter and clock pulse 

rate constant. The delta-modulator has second and third- 

order adaptation. prf. = 100, H[2] = 0.4, H[5] = 0.6. 

D, is normalised modulating signal,single sine wave.
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Signal to quantisation noise ratio, db. 
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Fic. 10<8, Signal to quentisation noise ratios for a delta-modulator 

against frequency with "D as parameter oh clock pulse 

rate constant. The delta-modulator has second and third- 

order adaptation. prf. = 100, H[4] = 0.8, H[5] = 1.0. 
* 

D,is normalised modulating signal, single sine wave.
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Signal to quantisation noise ratio, db. 
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Fig. 10=9. Signal to quantisation noise ratios for a deltse-modulator 
* 

against frequency with D as psrameter and clock pulse 

rete constant. The delt»-modulator has second-order only 

adaptation. prf. = 100, H[0] = 0, H[1] = 0.2, 
« 

D, normalised modulating Signal, single sine wave.
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Fig.10=10. Signal to quantisation noise ratios for a delta-modulator 

4 

against frequency with D as parameter and clock pulse 

rate constant. The delta-modulator has second-order only 

adaptation. prf. = 100, H[2] = 0.4, H[3] = 0.6. 
* 

D, normalised modulating signal, single sine wave.
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Signal to quantisation noise ratio, db. 
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rate constant. The delta-modulator has second-order only 

adaptation. prf. = 100, H[4] = 0.8, H[5] = 1.0. 
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D, normalised modulating signal, single sine wave.
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GIARPTER 17. TXPEREMGENTAL RESULTS, 
  

11.1 Objective waveform tests and results, (60) 

Ther Ost .o03 systen, the instrmentation of wich 

was described in chapter 9, was subiected to a series of saveforn 

tests to ascertain its performance capability. | The tests vere 

designed to examine the system bandwidth, channel linearity 

and inter -channel crosstalk under various modulation corkitions. 

For bandwidth testing a '2T' pulse and Lar waveform 

was used, from which a K-rating could readily be determined, 

icorctical analysis of pulse end bar testine can be found in the 

literature. ‘The measurement equipment used for these tests were: 

aI,t, pulse and bar generator, 

Marconi Instruments Ltd. 

Generator Waveform 11% (S.No.210308/20.) 

Solatron Oscilloscope Type CD814-2/NS 3. 

S.No.111211, No. 8A, 

Standard Keratine. 

The results 02 the '2T' pulse and bar tests are 

Suown in Figs 11-6 (b) and (c). The waveforms show a slic%t £411 

in the high-frequency response. The K-rating was ayproxinately 3 

wien tie modulators were switched out of c circuit, fallins to 4 when 

the modulation were switched in and the Simal encoded at a rate of 

LOO 12. Fae . trailing sdye of the '2T' pulse shows considerable 

rinviny, this being slightly exagserated when the luminance delta-
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sigma nodulator was operating. The ringing represented the greatest 

error on tie '2T' pulse, with a k-rating exceeding 4, The rincing 

on the trailing edge is due mainly to the luminance low-pass 

filter accentuated bv errors in the pre-emphasis and de-emhasis 

networks. 

The C.1.S.S. was used in conjunction with te vision 
| 

Signal circuitry of the Pye disvlay monitor type 

Which also Sumplied the P.A.L. decoding facilities. Thus, the above 

K-ratines include the nonitor circuits which supplics the vision 

signals Ey olieak, from the composite input signal. Since the '2T' 

pulse generator supplied no chrominance information, 

| eee os 
Tre '2T' pulse therefore tested only the luminance circuitry 

liowever, '2T' testing of the independent channels ED easly is 

unsuitable due to the restricted bandwidth of the chrominance Ciannel. 

The effects of non-linearity and overshoot on the 

luminance channel with and witlout pulse modulation was investigated 

by a series of staircase and sawtooth (linear rarm) waveform, These 

waveforms were obtained from the following equipment: 

Generator Waveform 10., (Gi k A) 

Marconi Instruments Ltd., . 

S.No. 55170/42. 

The results of the staircase waveform applied to the 

luminance channel only is showm in Figs. 11-1, (a),(b) (c) and Fic. 

11-6 (a). The waveforms show no pulse overshootor ringing effects.
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liowever, examination of Figs 11-1 (b) and (c) show Clearly the 

non-linear encoding affects of the luninance delta-sigma 

modulator. The effect is seen to be a displacement of the 

amplitude levels in the staircase. The non-linearity is accentuated 

at tic lower pulse rate of 50Miz, as shown in Fig. 1l-1l(c), where 

te increased quantisation noise can readily be observed as a 
| 

Dlurring of the waveform. | 

Non-linearity in the luminance encoder is also «211 

illustrated by using a sawtooth waveform, as shown in Figs. 

11-5(a),(b) and (c). Fig 11-5 (c) Clearly shows that the non- 

linearity increases at reduced pulse rates. The waveforms show 

also that the non-linear effect covers mediun to large picture 

areas, this being indicated by the plateaus in the waveform. This 

Suggests that increasing, effectively, the effective time constant 

of the integrator would be advantageous. However, this was not 

possible in the present design of h.f. delta-sigma moculator, due to 

diminished amplitude of the integrated crror signal. 

The effect on non-linearity of the luminance encoder 

was also investigated with the presence of sunerimposed, chrominance 

sub-carrier signal of constant amplitude and phase. The superimposed 

sub-carrir was added to both the staircase and the sawtooth waveforms 

by means of the facility provided by the 10, waveform generator. 

The results are shown in Figs.11-3 (a), (>), (c),(d),(e), (£) and Figs 

11-4 (a),(b),(€),(@),(e),(£). A differential-gain test set ims 

used to determine tlie amplitude modulation of the subcarrier 

‘component due to the  C.1.S.S both with and without digital encodinc.
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The differential gain test set used was, 

ijeasuring Set, No.43B, S.No,057 

Link Electronics, differential-gain and phase set. 

Tne waveforms Figs 11-3 (b),(c) and Figs 11-4 (b), (c) show that 

in ‘the low sreys, tlie linear vision signal circuits introduce in 

excess of 10% differential gain distribution. Introducins the 

delta-sigma modulators causes servere changes in differential rain. 

This effect is predictable, since the encoding accuracy of tic 

pulse modulator falls with rising sisnal frequency, thus the 

quantisation error is liigh at the sub-carrier frequency. 

Comparing waveforms Tis.11-3(e) and Fie.11-4(e) and waveforms 

Fig.11-3(f) and Fig 11-4 (£), considerable similarity can be observed. 

Thus, the finite steps of the staircase waveform only cause minor 

Changes in the differential sain profiles of the luminance encoder. 

Tie presence of sub-carrier does, however,improve the encodins of 

the luminance sional. This is best observed by comparing the 

Signal envelope of Fig.11-4 (d) with the staircase vaveforn of 

Fig.11-1 (b) and similarly for Fig 11-5 (b) and Fie 11-4 (d). 

This encoding improvement could usually be observed on true picture 

Signals by conmarine pictures with and without the nresence of the 

chrominance sub-carrier. The effect of the presence of sub-carriers 

was investigated in other tests to be described. 

The tests described so far have used only the luminance 

channel, although it should be noted that chrominance channel was 

still in circuit, The chrominance channels were tested for 

independent channel response and for inter-channel crosstalk. These 

tests used the staircase and the sawtooth waveforms. Initially, the 

staircase waveform was applied to each of the three channels in turn. 

The staircase waveform, for each channel, was examined without 
’ >
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digital encoding, with digital encoding at 100Hz and no 

sub-carrier and finally encoded at 100 Miz with the presence of 

Sub-carrier. The red, green and blue cliannel responses are 

Siown on traces, Fig.11-1 (d),(e),(£); Figs.11-2 (a),(b),(c) and 

Figs 11-2 (d), (e);(£) respectively. The traces clearly show that 

tne green ciiannel is nost accurately encoded, then red and finally 

tie blue channel, This is due to the weigiitting of the red, ereen 

and Slue channels when forming the chrominance Signals. The traces 

also show how the presence of sub-carrier can improve the encoding 

accuracy of each channel, making the ste height of each encoded 

Signal almost equal. Since the blue channel effectively ‘as most 

amplification in the decoding circuits, the effect of rintine in 

tie low-nass filter can be observed on the blue staircase Simnal, 

even without encodinr. 

A similar series of tests were performed usine the 

Savtooth waveform without sub-carrier. These tests were applied 

at encoding rates of 190 i and SOMiz, Since the sawtoot): waveforn 

is more revealing as to the non-linearity in the dynamic rance of 

the system.  Figs.11-5(d), (e),(£) show the red, ereen and !lue 

channel responces when encoded at 100 MHz, while Fies 1t=7(d) ,(e),(£) 

repeat the same tests at S50Miz. The tests at 5OMliz Clearly illustrate 

tue weighting of coding accuracy between the red, preen and !:lue 

channels and show the blue-channel encoding to he xtremely noor 

on this test. 

finally, inter-clhamel crosstalk was examined. This 

set of tests used the staircase waveforn. Rasically, equal pronortions 

of tke staircase signal were applied to two out of the tree channels, 

and tne output of the third channel was recorded; thus tliree tests 

were required, The three tests were performed under two conditions,



modulation siitcied out and encoded at 100 Miz. The traces are 

snow in Figs. 11-6 (d),(e), (£) and Fisures 11-7 (a), (b),(c) 

respectively, The trace of Fig.11-6 (£) reveals that the system 

Was not correctly adjusted, as the waveform displayed a small 

rising slope. Since it is only possible to differentiate bhetyveen 

Sicnals below 1.1 /%z., the transition points on the staircase 

Signal can clearly be seen. The transitions represent hucgh- | 

frequency information in the luminance channel and therefore 

appear at tie output of the system. The non-linear distortions in 

the encoding process accentuate the steps on the staircase, as 

would be expected; these are clearly evident in Figs.1l-7 (a),{(b), 

Ce} s 

In this series of tests it was necessary, for testins 

tie cirominance circuits, to choose a set of test Signals that were 

periodic with a fundamental component at line frequency (neglectine 

field syncironisation which in this instance was omitted). This was 

because of the nature of encoding the chrominance, since the vertical 

curominance resolution was limited by Signal averaging. Thus, it was 

not possible to make sine -wave tests independently on eac!: cannel. 

his also was not possible because line synchronisation information 

was necessary for correct syste operation. 

Vinally, it is stressed that the system was not 

deliberately adjusted to give optimum inter-channel crosstalk and 

colour-Lalance responses prior to all tests (other than the d.c. 

level of the sienal anplied to the luminance and chrominance delta- 

Signa modulators). This system had been accurately adjusted 

approxinately one month before the tests. The tests thus indicate 

that te system was stable and that no major re-alignment was necessary.
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on green ogee seesadak at 50OMHz. 

input signal to red channel only, 

on red output,with modulators switched out. 

input signal to red channel onty| 

on red output,encoded at 100MHz. 

input signal with sub-carrier to red channel, 

on red output, encoded at 100MHz. 

input signal to green channel only, 

on green output, with modulators switched out. 

input signal to green channel only, 

on green output, encoded at 100MHz. 

input signal with sub-carrier to green channel, 

on green output, encoded at 100MHz. 

input signal to blue channel only, 

on blue output, with modulators switched out. 

input signal to blue channel only, 

on blue output, encoded at 10CMHz. 

input signal with sub-carrier to blue channel, 

on blue output, encoded at 100MHz. 

Ramp and sub-carrier input signal with zero chrominance, 

monitored on green output,with modulators switched out. 

Differential gain profile derived from the waveform in 

Fig.e11-3(a). 

As in Fig.11-3(b) but with 10% gain shift. 

Ramp and sub-carrier input signal with zero chrominance, 

monitored on green output, encoded at 1OOMHz.
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Differential gain profile derived from the waveform in 

Fig.11-3(d). 

As Fige11-3(e) but encoded at 50OMHz. 

Staircase and sub-carrier input signal with zero 

chrominance monitored on green ouput, with modulators 

switched out. 

Differential gain profile derived from Fig.11-4(a). 

As in Fig.11-4(b) but with 10% gain shift. 

Staircase and subcarrier input signal with zero 

chrominance, monitored on green output, encoded at 

100MHz 

Differential gain profile derived from the waveform in 

Fig.11-4(da). 

As in Fig.11-4(e) but encoded at 50MHz. 

Ramp input signal, zero chrominance, monitored on 

green ouput, with modulators switched out. 

As in Fige11-5(a) but encoded at 100MHz. 

As in Fig.11-5(a) but encoded at 50MHz. 

Ramp input to red channel only,monitored on red output 

and encoded at 100MHz. 

Ramp input to green channel only, monitored on green 

ouput and encoded at 100MHz. 

Ramp input to blue channel only, monitored on blue 

output and encoded at 100MHz. 

Staircase input signal to system, zero chrominance, 

modulators switched out. 

eT pulse drive, zero chrominance and modulators 

switched out, monitored on green output. 

As in Fig.11-6(b), but encoded at 100MHz. 
|
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input signal to green and blue channels 

on red output, modulators switched out. 

input signal to red and blue channels, 

on green output, modulators switched out. 

input signal to red and green channels 

on blue output, modulators switched out. 

input signal to green and blue channels 

on red output and encoded at 100MHz. 

input signal to red and blue channels 

on green output and encoded at 100MHz. 

input signal to red and green channels 

on blue output and encoded at 100MHz. 

to red channel only, monitored on red 

encoded at 50 MHz. 

to green channel only, monitored on green 

encoded at 50MHz. 

to blue channel only, monitored on blue 

encoded at 5OMHz.
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Figel1=1. System test waveforms and performance records 

(see pageho6 for list of sub-captions).  
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Fige11-2. System test waveforms and performance record. 

(see page 426 for list of sub-captions). 
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System test waveforms and performance record. 

(see page 426 for list of sub-captions).  



Ca) wee 

Owen Ce) aon 

CC)ace Fares 

Fige11-4. System test waveforms and performance record. 

(see page427 for list of sub-captions).  
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Fige11-5- System test waveforms and performance record. 

(see page 427 for list of sub-captions).  
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Fig.11-6. System test waveforms and performance record. 

(see page 427 for list of sub-captions).  
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Fige11-7. System test waveforms and performance record. 

(see page 428 for list of sub-captions).  
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11.2 Objective picture tests and results. 

A series of photographs were made of the display on the colour 

monitor. The images chosen were a set of colour pictures (motionless) 

which were broadcast by the I.T.A. network forming part of their daily 

trade test programme. The results of these tests are showh 

Fig 11.9 to Fig. 11.17 inclusive. Fig. 11.9 to Fig. 11.13 include five 

groups of four pictures. The first picture, (a) in each group, is 

without digital encoding but through the analogue circuitry; the 

second picture,(b), is with digital encoding at 100Miz, the third 

picture (c), with digital encoding at 5OMlz and finally the fourth 

picture, (d), with encoding at 18-25 Miz.(The tolerance on the latter 

pulse note is due to the frequency not being accurately determined 

in the time available to record the display.) 

When pictures are obtained from a t.v. display, considerable 

difficulty can be experienced in obtaining the correct exposure and 

colour balance. The photographs presented were carefully balanced for 

colour by the printer. However, photographs in sets Ifa), (b) and sets 

(c),(d) were taken on different occassions and printed independently; 

thus considerable differences in colour balance and contrast can be 

observed. 

Generally, difference between the direct signals and the signals 

encoded at 100 Miz (2O0Miz chrominance) are extremely small, being 

mainly small changes in saturation. However the photographs fail to 

show the low-noise effects in the form of moderate-level streaking in 

horizontal bands across the picture. This effect, although not 

generally disturbing at normal viewing distances was noticeable. On 

reducing the pulse rate to SOMIz (10Mlz chrominance), chrominance
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distortion become more objectionable, especially in the dark red, 

magentas and blues. Also, changing the d.c. level of the 

chrominance signal by small amounts (prior to the chrominance delta- 

Sigma modulator) could produce changes in hue , especially in the 

red regions, At this frequency, the 'granular' back-ground noise 

of the picture had deterigted although it was still at an acceptable 

level. However, introduction of the second-order adaptive delta-sigma 

modulator and pre-emphasis/de-emphasis networks improved the 

performance considerably. On monochrome pictures,contouring was 

observable at SOMiz, although the presenge of chrominance information 

improved this defect. 

At the lower pulse rate (18 to 25MHz), although luminance 

information was observable, the chrominance was either absent or 

highly distorted. Thus with the present system, results at these low 

pulse rates were not considered to be of practical use. The photographs 

in Figs 11.14 to Fig 11.17 show pictures encoded at 50Miz and at the 

lower rate (18 to 25Miz). 

The two pictures shown in Fig 11.8 illustrate the effect of the 

non-linearity of the luminance delta-sigma modulator. The photographs 

Fig 11.8(a) corresponds to Fig 11.5(a), while Fig. 11.8(b) corresponds 

to Fig 11.5(b). The effect, although visible, is generally only 

objectionable under strict test conditions, such as sawtooth waveform 

testing. For normal picture signals, the effect is marked by noise 

and other detail to which the eye cannot give an accurate reference.



  

Fig.11~8(a). Ramp input to C.1.S.S.,luminance drive 

only ,delta-sigma modulators switched out. 

  

Fig.11-8(b). Ramp input to C.1I.S.S.,luminance drive 

only ,delta-sigma modulators switched in. 

(encoding rate (100MHz.)).



~Figd1-9(a). 

Fig.11-9(b). 

  

Through C.I.S.S., delta-sigma modulators 

switched out. 

  

Through C.1I.S.S., delta-sigma modulators 

switched in,encoding rate 100MHz.



  

Fig.11-9(c). Through C.1.S.S.,delta-sigma modulators 

switched in, encoding rate 50 MHz. 

  

1 

Fig.11-9(d). Through C.1I.S.S.,delta-sigma modulators 

switched in, encoding rate 18 - 25 MHz.



  

Fige11-10(a). |‘ Through C.1.S.S.,delta-sigma modulators 
switched out. 

  

Fige11-10(b). Through C.1.S.S.,delta-sigma modulators 

switched in, encoding rate 100 MHz.



  

Fige11-10(c). Through C.1.S.S.,delta-sigma modulators 

switched in, encoding rate 50 MHz. 

  

Fige11-10(d). Through C.1.S.S.,delta-sigma modulators 

switched in, encoding rate 18 + 25 MHz.



  

Fige11-11(a). Through C.1.S.S.,delta-sigma modulators 

switched oute 

  

Fige11-11(b). Through C.1I.S.S.,delta-sigma modulators 

switched in, encoding rate 100 MHz.



  

Fige11-11(c). Through C.1.S.S.,delta-sigma modulators 

switched in, encoding rate 50 MHz. 
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Fige11-11(da). Through C.1.S.S.,delta-sigma modulators 

switched in, encoding rate 18-» 25 MHz. 

 



  

‘Fige11-12(a). Through C.1.S.S.,delta-sigma modulators 

switched out. 

  

Fig.11-12(b). Through C.1I.S.S. ,delta-sigma modulators 

switched in, encoding rate 100 MHz.



Fige11-12(c). 

Fig.11-12(d). 

    

Through C.1I.S.S.,delta-sigma modulators 

switched in, encoding rate 50 MHz. 

  

1 

Through C.1I.S.S.,delta-sigma modulators 

switched in, encoding rate 18 25 MHz.
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Fig.11-13(a). Through C.1.S.S. ,delta-sigma modulators 

switched out. 

  

Fig.11-13(b). Through C.1I.S.S.,delta-sigma modulators 

switched in, encoding rate 100 MHz.



Fig.11-13(d). 

  

Through C.1I.S.S.,delta-sigma modulators 

switched in, encoding rate 50 MHz. 

  

Through C.I.S.S.,delta-sigma modulators 

switched in, encoding rate 185 25 MHze



  

Fige11-14(a). Through C.1.S.S.,delta-sigma modulators 

switched in, encoding rate 50 MHz. 

  

Fige11-14(b). Through C.1.S.S.,delta-sigma modulators 

switched in, encoding rate 18 -»25 MHze



    

Fig.11-15(a). Through C.I.S.S.,delta-sigma modulators 

switched in, encoding rate 50 MHze 

  

Fig.e11-15(b). Through C.1.S.S.,delta-sigma modulators 

switched in, encoding rate 18 25 MHz.



  

Fige11-16(a). ‘Through C.1.S.S.,delta-sigma modulators 
switched in, encoding rate 50 MHze 
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Fige11-16(b). Through C.1.S.S.,delta-sigma modulators 

switched in, encoding rate 18—- 25 MHz.



  

Fig.11-17(a). Through C.1.S.S.,delta-sigma modulators 

switched in, encoding rate 50 MHz. 

  

Fige11-17(b).» Through C.1.S.S.,delta-sigma modulators 

switched in, encoding rate 18 -» 25 MHz.
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11.3 Subjective tests and results. (62) 

To obtain a measure of the subjective performance of the 

C.I.S.S. system, a varied panel of viewers was used to assess the 

picture quality. The objective was to obtain a measure of picture 

impairment due to digital encoding using delta-sigma modulation. 

Judgement was made using a series of eleven colour pictures displayed 

on the picture monitor. Nine of these colour pictures were those used 

in the tests of section 11.2 and displayed in Fig 11.9 to Fig 11.17. The 

viewers were required to make their judgement on a comparison between 

two versions of the same picture. The first picture was processed by the 

C.I.S.S. but excluded the luminance and chrominance delta-sigma modulators, 

while the second included the digital encoding system. By switching 

directly between the two pictures, judgement could be made by comparison. 

Two sets of comparisons were performed, The first compared on uncoded 

picture with a picture encoded at 1O0MHz pulse rate. The second made the 

comparison between the uncoded picture and a picture encoded at SOMIz. 

The tests were performed in a darkened room at a viewing distance 

approximately six to eight times picture height. Each test consisted of 

a series of viewing sessions with groups of two or three viewers. Each 

picture was shown for approximately twenty seconds with about five 

comparisons displayed for each picture. A set of motionless pictures 

was chosen since it allowed amore accurate comparison to be made than is 

possible with pictures in motion. Thus, each image could be studied 

in detail.



62 Judgement was made on a standard E.B.U. impairment scale. 

The scale is as follows, 

Table 11.1 E.B.U. impairment scale 

  

  

GRADE -E.B.U. IMPAIRMENT SCALE 

Ae Imperceptible 

es Just perceptible 

34 Definately perceptible but not disturbing 

4, Somewhat objectionable 

= Definately objectionable 

6. Unusable       
  

Each viewer was asked to interpret the scale according to 

his or her own judgement. This condition was imposed to prevent 

any unnecessary conditioning or biasing by the implanting of ideas, 

thus defeating the objective of an independant opinion of impairment. 

The results of the two sets of tests are shown in Fig.11.8 and 

Fig. 11.19. Fig. 11.18 refers to the 100Miz bit rate comparison 

while Fig, 11.19 refers to the SOMIz test. The two sets of results 

represent the normalised frequency of occurrence of each grade for 

each picture (i.e. the number of times each grade occurs for each 

picture. Figs. 11.18,11.19 also show the mean rate of occurrence of 

each grade averaged over the elevent pictures, (i.e. for each grade, 

the total number of times of occurrenceof that grade was summed over 

the eleven pictures and then divided by the total number of samples) 

The results of this averaging were graphically displayed for each 

of the two comparison groups, and are shown in Fig. 11.18,19 under



4556 

‘average result’, 

The results suggest that for the 1OOMHz pulse rate the E.3B.U, 

grading was about grade 2.23 while for the 5OMiz pulse rate, the 

grading was about 2.82. The mean grading figures were obtained 

by taking moments, considering the total occurrence of each crade 

as the weight of that grade for fi two tests. 

During the tests, the main comments were concerned with the 

low-frequency noise (streaking) and changes in hue and saturation. 

In general, the photographs also display this change. At 5OMHz, 

a distortion on highly-saturated reds became noticeable as the red 

tended to magenta. This effect was caused by overloading in the 

chrominance channel; it could usually be minimised by careful 

adjustment of the chrominance d.c. level applied to the chrominance 

delta-sigma modulator. The main objection to noise was in the low- 

luminance red, through magenta to the blue regions, where the effect 

was generally objectionable. It was noted, that the low-frequency 

noise was less objectionable at the lower pulse rate although 

granular noise was more evident. The effect is thought be be due to 

encoding errors formed by excessive loop delay and diminished error- 

voltage amplitude. 

It can be stated that, in general, the viewers’ opinion of the 

C.I.S.S. simulation was encouraging. The comments suggested that 

the errors were not objectionable and that pictures of lower quality 

than produced by C.1.S.S. were in many cases considered satisfactory. 

Finally it must be emphasised that the test were performed 

from signals received off the air and that transmission noise masked 

some of the effects of digital modulation.



 
 

Results of subjective tests, encoding rate 100MHz. Fige11-18.



 
 

Results of Subjective tests, encoding rate 50MHz. 
Fige11-196
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CHAPTER 12 CONCLUSIONS 

12.1 Theoretical analysis of digital encoding. 

Delta-modulation is the basic digital encoding method for encoding 
analogue signals into a digital pulse sequence. From delta-modulation it 
is possible to derive many of the sequential forms of digital encoder, 
In the thesis, the Single, ideal-integrator delta-modulator was chosen as 
the central element for related forms of pulse modulator. It was shown 
(3.5, 3.6) by the use of feedback around the ideal delta-modulator that 
RC integration and higher-order integration can be produced. Also, 
rearrangement of the transfer function in the feedback path and the forward 
path of the delta-modulator can produce delta-sigma modulation and a hybrid 
delta/elta-sigma modulator (2.3, 2.4). Hybrid delta/delta-sigma modulation 
can provide pre-emphasis at the input signal of a delta-sigma modulator 
without using an external preemphasis network with the encoder, 

The relationship of delta~modulation and P.C.M. was also derived 
(2.5) .4 thas relationship again uses the Single-integrator delta-modulator 
as a central element, but requires a sample-and-hold network after the 
delta~modul ator, Thus, although the basic delta-modulator represents a 
redundant form of digital encoding, it can represent a method of P.C.M. 
encoding with inherently less redundancy, 

Thus, by analysing the performance and requirements of the 
Single-integrator delta-modulator, the theory can be extended to these 
related modulation techniques. In chapter 3, the thesis systematically 
develops a method of analysis of delta-modulation. The theory shows that 
there is an exact relationship between delta-modulation and time-quantised 
phase-modulation. Similarly, the relationship is shown for delta-sigma



modulation and time-quantised frequency modulation, the two pairs of 

processes being linked by an integral relationship. Two basic forms 

of analysis are given, one in terms of a "single carrier" (3.3), the 

other in term of a "double carrier" (3.4). The "double-carrier" model 

illustrates the reciprocal relationship between the positioning of '1' 

and 'O' pulses and produces a '+1' and'-1! pulses without introducing 

ad.c. level shift of the standard pulse. However, both systems are 

identical in performance. In order that Slope overload could be simulated 

it was necessary to precede the model with a predictive slope-overload 

function (3.7). Since a separate Slope-overload network was used, it was 

possible to show that the slope-overload distortion could be considered in 

isolation from the delta-modulator. 

Quantisation distortion using the basic model for a general signal 

whose Fourier Transform was known, was still complicated. This was due 

to the large number of side-band components generated by the phase (or 

frequency modulators. The effects of side-band generation can be reduced 

by minimising the carrier-frequency deviation. Thus, "high-band" delta- 

modulation (4.4) was introduced. Basically, this represented an identical 

System but operating at a much higher clock rate. Hence, if the integrated 

step height remains constant and the maximm Signal amplitude is not 

increased, then the deviation is effectively reduced. The integrated pulse 

waveform formed at the model output can readily be converted to a lower- 

rate, sampled signal by a correctly timed sampling process. This method 

exchanges the phase modulation side-band components for specturm sampling. 

It is concluded that the model discussed in chapters 3 and 4 formsa 

powerful foundation for analysing pulse-modulation systems. As an 

example, chapter 4 develops the spectral components for a basic 

Sinusoidal and ramp modulating function. The spectrum is shown to be a
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complex array of line components. However, a general method of analysis 

is also presented (4.4,4.5,4.6). Thus, if the Fourier Transform of the 

modulating signal is known, then the Fourier Transform of the sampled, 

amplitude-quantised signal can be derived. 

It should also be possible to extend the theory to non-linear 

encoding systems, since a linearly-quantised encoder preceded by a 

non-linear function is identical to a non-linear encoder. In such systems 

(e.g. non-uniform step height P.C.M.) non-linearity is used to enhance the 

low-level signal encoding. 

The theory is considered fundamental to the analysis of digital pulse 

modulation processes which can be drived from the single-integrator 

delta-modulator. The theory was verified both by computer simulation and 

by experiment.
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12 Design of Delta-Modulators 

In chapter 3, the parameters affecting the performance of 

the delta-modulator were discussed. This was supported by a 

development of the stability criteria for the delta-modulator encoder, 

(4.6). 

It was shown that the modulus of the transfer function in the 

feedback path dictated the required frequency distribition of the 

modulating signal. This was developed from the consideration of slope 

overload (2.2). Within limits, therefore, the transfer function could 

be designed by considering the energy spectrum of the modulating function. 

By extending the theory developed in chapters3 and 4, it was 

shown in section 4.6 that the stability of the delta-modulator control 

loop depends mainly upon the phase response of the closed loop. Fig. 4.15, 

and Fig. 4.16 show the loop phase response which must not be exceeded; 

this is to peeve several modes of idling pattern from occuring. 

Equation 4.67 gives the bounds on the phase response of a delta-modulator. 

The analysis used the ideal phase-control model with a closed loop 

(Fig. 4.17). The phase-control model represents a stable network 

where the modulating signal is encoded and then decoded by the integrator. 

By virtue of the sampling process, this signal can be delayed up to one 

clock period duration. The analysis assumed the worst tase delay and 

applied the Nyquist stability criterion. The phase-control model with 

external feedback can represent higher-order encoding functions 

(section 3.6, Fig, 3,10). 

To maintain stability and to prevent the error exceeding the 

quantisation step (in general the quantisation step is signal dependent, 

equation 2.29) the loop delay must be minimised, (Fig. 2.14). In
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analogue delta-modulator encoders (2.7,4.7), the effects of finite- 

duration output pulses were shown to introduce unnecessary phase delay. 

Sections 2.8,2.9 show that by digital techniques, the phase delay 

around the closed loop can be minimised by effectively simulating a 

delta-pulse response. Two types of digital encoder were presented, 

the first using a non-recursive filter, the second an UP/DOWN counter. 

The advantage of the first encoder is high speed performance, while the 

second can also operate as a P.C.M. encoder (2.5) by sampling the number 

held in the binary store at the required rate. 

In developing the practical delta-modulator encoder for television 

Signals, the major problem was the comparison of the error signal. The 

problem was solved by using a Motorela MECL III 'D' type bistable, 

type MC1670L (Fig. 9.9). In the delta-modulator, the 'D' input was 

found suitable for use as a comparator. Any attempt to introduce a 

comparator resulted in a drastic reduction of the maximm pulse rate. The 

modulator used finite pulses and a single RC integrator. 

If an active integrator was introduced, the maximum encoding pulse 

rate was reduced due to the increase in loop delay. It was therefore 

found necessary to limit the integrator to a simple resistor-capacitor 

network to permit encoding digit rates in excess of 50 Miz, as a result, 

the noise power below the turnover frequency of the integrator remained 

constant; this severely limited the performance of the encoder.



12.43 Adaptive Delta-Modulation 

In order to achieve the maximum performance of a delta- 

modulator, it is necessary that the modulator is adequately loaded 

by the modulating signal. This is especially true for the higher 

modulating frequencies. With delta-sigma modulation, especially for 

television signals where the high-frequency power is often low, 

pre-emphasis is necessary with subsequent de-emphasis at the receiver. 

Thus, an improvement in signal to quantisation noise is achieved. 

The principle becomes more effective if the amount of 

pre-emphasis can be controlled, depending upon the high-frequency 

power of the modulating signal. The principle of an adaptive 

transfer function is developed in section 5.4. It is shown that 

an identical network can be used at the encoder and at the decoder 

(Fip..S.6).. Thus complementary action is obtained and the de-emphasis 

network is controlled in sympathy with the pre-emphasis network. If 

the control signals are obtained directly from the transmitted pulse 

sequence then, providing no transmission errors occur, identical tracking 

is possible. 

With delta-modulation, the low-frequency performance is often 

more than adequate, whereas the high-frequency performance is not. 

Hence, as the high-frequency power of the modulating Signal rises,low 

frequency components may be attenuated simultaneously with the 

increasing high-frequency components. Thus more signal amplitude is 

available for the higher frequencies. This performance can readily 

be achieved with combinations of adaptive-transfer functions. 

An improvement in performance of the delta-sigma modulator used
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for encoding the luminance signal (Fig. 9.19b) was obtained by 

using an instantaneous adaptive system (5.5). The advantage of 

this system was in the practical realisation of a delta-modulator 

without increasing the loop delay. The encoder used pulse-group 

detection of order two, (5.1,5.2). This provided a 6db improvement 

in the dynamic range of the delta-modulator. Fig. 5.1 shows that 

a second-order pulse group has a normalised threshold level of 1/3. 

This allows signals below this level to remain un-adapted, with 

the advantage of a smaller quantisation-step height. 

Chapter 5 considers pulse-grouping techniques in general. By 

applying the theory developed for the frequency-control model in 

chapters 2 and 3, the threshold levels could readily be calculated. 

The results for first, second, third and fourth-order pulse groups 

are shown in Fig. 5.1. The theory of pulse grouping represents a 

natural corollary of the general theory. The results enable the 

distribution of pulse groups to be examined, both in terms of their 

threshold level (equation 5.4) and their distribution in time. The latter 

can be studied by developing a frequency-modulation model similar to 

that of chapter 3. In this model the carrier is again signal 

dependent, but has a frequency of zero at the threshold level or 

below, rising to the frequency equal to the clock rate at full 

modulation. By time-slotting the positive zero crossings of the 

frequency-modulated carrier the position of a pulse group of a given 

order can be located. 

It is clear, therefore, that as the order of the pulse group 

becomes high, the encoding accuracy of the high-order pulse group becomes 

poor. Therefore, a delta-modulator (or delta-sigma modulator) that 

uses several orders of pulse groups requires a higher pulse rate.



This permits the higher frequencies to be encoded with the same 

improvement in dynamic range as the lower frequencies.
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Computer Simulation. 

At several stages, computer programming was used to verify 

the fundamentals postulated by the theory and to perform 

exact calculations with respect to quantisations noise 

performance and adaptive systems. 

The first program (10.1) was used to verify the theory 

developed in chapter 3 for the basic delta-modulator model. 

The results of the program proved conclusively that the theory 

was a true representation of a delta-modulator system. The 

program basically simulated a delta-modulator and a delta-modulator 

model, The two systems were given identical initial conditions 

and subjected to the same modulating signal. The modulating signal 

was represented by the sum of eight sine waves of different 

frequencies. When the two systems were evaluated over 999 samples, 

at no instant did the two output waveforms differ. 

The second program (10.2) represented a direct simulation 

of a non-recursive filter simulating the response of a simple 

resistor-capacitor integrator. The array of coefficients of the 

filter were stored in a one-dimenstional matrix. The program verified 

that this system performed as a delta-modulator. 

The final two programs were concerned with adaptive delta- 

modulation (10.3) and analysis of pulse groups for ramp inputs 

of differing slope (10.4). The program discussed in section 10.3 

produced curves for non-band-limited signal-to-quantisation-noise 

ratios for differing modulation depths and signal frequencies. 

These curves were produced for adaptive delta-modulators with 

different degrees of adaptation. The results are shown in Fig. 10,3



LO. 

to Figio-14The results clearly show that as the degree of adaptation 

is increased , the dynamic range of the modulator is increased, 

but the signal-to-quantisation-noise ratio for a given signal level 

(below a normalised level of 1) is only increased by a small amount. 

The noise characteristic is such that from a modulation depth of zero 

to one, the signal-to-quantisation-noise ratio rises(at about 6db per 

octave)with increasing modulation depth. However, once the signal 

level exceeds the normalised level ‘one', then the signal-to-quantisation- 

noise ratio remains almost constant for increasing signal level, wtil 

the slope-overload criterion as described by (equation 11.1 for second 

and third-order pulse groupings and equation 11.12 for second-order only 

pulse groupings) is exceeded. 

However, the advantages of the adaptive delta-modulator presented 

lie not only in the improvement in dynamic range, but also in the ease 

with which the system can be implemented at high pulse rates. Fig. 9.19(b) 

illustrates the luminance encoder which used second-order only 

adaptation. 

The theory developed in chapter 5 for calculation of pulse-group 

threshold levels agree precisely with the equation 5.4. The results 

also indicate the relationship between the rate of occurrence of 

pulse groups and the depth of modulation. These two parameters are 

linearly related between the threshold level and full modulation. 

This was calculated for d.c. modulating signals (applied to a delta- 

sigma modulator) the rate of occurrence being calculated by counting 

pulse groups over 1000 samples. The same result can be obtained by 

counting the number of cycles of an appropriately frequency-modulated 

carrier (equation 5.7, section 5.2).
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125 Digital and analogue signal encoding for colour television 

Chapters 6 and 7 are mainly devoted to the development of 

basic television theory and of colour theory. The objective of 

the colour theory was to develop sets of equations to enable the 

Signals of various systems to be presented in terms of chromaticity. 

The basic techniques for manipulating signals in relation to 

chromaticity were discussed. In chapter 8, these techniques were 

applied directly to the sets of signals developed. 

Chapter 8 discusses various families of encoding, section 

8.3 listing the families that were considered. It was shown that, 

in order to encode the luminance Signal accurately, then the 

minimum number of channels is required. An important consideration 

for decoding systems is that the true 1Uminance Signal can readily 

be obtained. This both simplifies decoding and allows a monochrome 

display to be readily obtained. 

The signals of a three-channel System (equations 8.14, 8.15,8.16) 

were developed which used high-frequency averaging to enhance 

luminance performance (8.6,8.7). These Signals were applied to a 

symmetrical t.d.m. system shown in Fig. 8.2A. This system did not 

use any vertical-chrominance averaging and allowed the simultaneous 

extraction of the red, green and blue Signals. The signals used 

in this system were translated onto the chromaticity diagram (Fig. 8.6). 

Since each signal carries luminance information, the signals lie above 

the u axis of the chromaticity diagram. 

Section 8.5 discusseda method, using pulse compression, for 

inserting a line of chrominance Signal into the line-blanking period. 

This method was used in a three-channel encoder (8.9). The active line
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period was occupied by two symmetrical t.d.m. channels and the 

third channel was transmitted via the auxilliary channel (8.5). 

This method improved the luminance encoding, since the luminance 

was now divided between only two channels. Section 8.10 used 

chrominance averaging and transmitted all the colour information on 

only two channels. ‘Two basic methods were discussed. However, the 

latter method has the advantage that the two channels when summed 

together, form the true luminance signal at all times. 

The final system, called "'chrominance in syncs" (C.I or, 

was developed as a practical system which used only a single channel 

for luminance eiedead with the auxiliary channel for chrominance 

encoding. The luminance signal was encoded to its maximum fidelity 

since only one encoder was used. The chrominance signals, which 

were of lower bandwidth, were transmitted alternately line by line 

over the lower-pulse-rate auxilliary channel. Thus, this system made 

best advantage of all the signal space available in a line. 

Obviously, the logic control and digital store required for 

pulse compression are a disadvantage. However, it is envisaged that, 

with the introduction of large high-speed registers on large scale 

integration (L.S.I.), this will present no major problem. It was 

primarily because of the cost of constructing a large register that 

only a simulation of the C.I.S.S. was investigated. However, the 

signal impairment introduced by C.1I.S.S. could readily be produced 

by eliminating the pulse-compression process. 

The chromaticity represented by the signals defined for C.I.S.S. 

is given in Fig. 8.8. The signals were defined by equations 8.44 

and 8.45. The grid structure shown in Fig. 8.8 covers the colour 

triange with reasonable uniformity. The diagram was constructed by
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12.6 Experimentation and subjective assessment of C.1.S.S. 

Chapter 9 described the practical development of the 

destin. simulation. The encoders for this system were discussed 

in sections 12.2 and 12.3. One of the primary advantages of a 

basic delta-modulator is that decoding is achieved with a linear- 

filter network. ith the instantaneous adaptive delta-modulator 

it is necessary to examine pulse grouping; however, demodulation 

is still straightforward. 

The system constructed used pre-emphasis with the corresponding 

de-emphasis in both the luminance and chrominance channels; this 

produced considerable improvement in signal-to-quantisation-noise 

ratio. The use of pre-emphasis with delta-sigma modulation is 

analogous to using pre-emphasis with a frequency modulator. When 

a simple 6db/octave rise is introduced the two processes are 

converted, at high frequencies, to delta-modulation and phase modulation 

respectively. 

The method of choosing the pre-emphasis time constant was as 

follows. The output of the chrominance-encoder channel was observed 

when the input to the encoder was a colour-bar waveform in which 

the chrominance bandwidth was limited to 1.1 Mhz. The time constant 

of the pre-emphasis was then adjusted so that the maximum signal 

rise time without over-shoot was obtained. This was considered 

optimum (for a simple pre-emphasis network), since the delta-sigma 

modulator was sensitive to amplitude overload. 

The system was tested by a series of waveform tests - 

(section 11.1). Also photographs were made of a set of test
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Slides after processing by C.I.S.S. (11.2). Finally, the system 

was judged by a panel of viewers (11.3). The subjective assessments 

were made using the E.B.U. impairment scale. The assessment at a 

pulse rate of 5OMiz was 2.82, while at 100 Miz the assessment was 

Cine 

One of the main system defects was the introduction of 

low-frequency noise. This, however, is a fault of the design 

of the delta-sigma modulators and is not a fundamental limitation. 

If the transfer function of theencoder can be improved, yet high- 

frequency encoding efficiency maintained, then Superior results 

can be achieved.
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12,7 Assessment of the research and future objectives 

The results derived from the research programme are 

extremely encouraging. By theoretical analysis, it has been 

shown that digital pulse modulation systems can be analysed 

exactly by well-defined, mathematical techniques. The theory 

shows also the development of the quantisation-noise spectrum 

and gives information on delta-modulator designs. 

It has been clearly demonstrated that delta-modulation 

can be used for encoding television waveforms and that high- 

speed encoders are practical and inexpensive. Also, instantaneous 

adaptation in the modulator design can yield significant improvement 

in dynamic range at all modulating frequencies and yet is simple 

to implement. 

Several methods of encoding colour-television signals have 

been investigated and described in relation to their effect on 

chromaticity. It is hoped that the ideas, both theoretical and 

practical, will stimulate further interest in this field. The 

objective is clearly the development of an economical, high- 

performance digital encoding system which is free of the distortions 

introduced by sub-carrier encoding techniques. Using digital 

encoding, a simplified decoding system is then possible when only 

the luminance signal is required. 

The success of delta-modulation depends clearly on the 

development of adaptive equalisers for controlling the power 

spectrum of the modulating signal. Methods of producing such 

systems have been described, yet much work is still necessary to
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realise their optimum form. 

It is necessary that the performance of the delta-sigma 

modulator encoder, especially at the lower frequencies be improved. 

The modulators used to date are not satisfactory for very high 

performance. A possible method for implementing a high-performance 

delta-sigma modulator is by producing a system based on the theory 

of chapter 3. A wide deviation frequency modulator in conjunction 

with a logical time quantiser can realise a system operating correctly 

in excess of 100MHz pulse rate. The frequency modulator can be 

realised by using a U.H.F. frequency modulator and a frequency 

translator network. 

An interesting corollary of the theory developed in chapters 

3 and 4 is proposed. Present-day P.C.M. digital to analogue converters 

require analogue networks of precision accuracy to enable conversion to 

be achieved. It is now possible to design a system that uses only a 

digital filter and a single analogue filter. Basically, a digital 

filter re-constructs the delta-modulator pulse waveform from a 

knowledge of the P.C.M. samples. This is the inverse process of 

section 2.5. The delta-modulator pulse sequence is now applied to 

the analogue filter, where decoding is completed. The system is 

fairly complex, yet it has inherent long-term stability and eliminates 

all but the absolutely essential analogue circuitry.
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Aprendix 1 

ANALOGUE CIRCUTTRY 

Tic. Al-1 illustrates the amlifier which was used to forn 

, as shown 
the insut matrix for the three ‘channels / mt e C nels Lon? Boon, Coan 

in Ficures 4-3, 9-4. ‘In the systen (C.1.S.S.) three of these 

armlifiers were used, but with different feedback; the feedback 

was discussed in section 9-2. 

The ammlifier is basically a two-stase, current-steering, 

di Cferentially-coupled armlifier usine d.c. coupling. The difte> 

rential operation 2llows addition and subtraction of input simnals 

and a differential output is available. In the second-differential 

stare, a partially-comnmon collector load resistor is used. This 

jrmroves the balance between each half of the differential stace and 

lowers the source impedance to the mitter follower output stage. 

The two differential stages each have a current source feeding tie 

common emitters, thus enhancing common-mode rejection and increas 

ins aplifier gain. The two current sources are stabilised by zener 

diodes. . In the amplifier, resistors are kept to low values to nini- 

mise the effects of stray capacitance and thus improve liigh-frequency 

per formance. 

The amlifier stages are formed around three basic ammlifier 

desisns, with the exception of the di (ferential amplifier shown in 

Tic. 9-22. The various cains that are recuired by these anlifiers 

are set by the extemal foedback resistors. The external resistors 

are shown in the system design in Chapter 9, together with the stace 

cains. The three basic amplifiers are shown in Figures Al72, Al73, 

Al-4.
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These amplifiers have an emitter-coupled pair of tran- 

sistors to obtain high-frequency performance. The load resistor 

of the second transistor is a current source, thus producing a 

high-gain stage. The amplifiers of Fig. A2-3 and A2-4 have an 

a.c. decoupled potentiometer connecting the emitters; this allows 

a d.c. shift of the output voltage. These amplifiers are used as 

follows: 

Diagram mp. 

reference reference 

Input signal matrixing 9-2 ,9-3,9-4,9-8, Al-1l 

BoL.6 or vers 9-5 ,9-8,9-20 Al=2 

B.L.C. hi-z buffers 9-5 ,9-8,9-20,9-21,Al-5 

Line drivers oe Al-4 

Decoder input stage , luminance 9- 20 Al=5 

Decoder input stage chrominance 9-25 Al-3 

Luminance inverter stage 9-20 Al-3 

Chrominance primary inverter 9-21 Al-3 

Delay line output amp. 9-22 A-3 

Balanced inverter 9-22 Paes 

Butterworth filter 9-22 Al-6 

Secondary chrominance inverter 

and buffer 9-23 Al-3 

Green difference amp. 9-23 Al-2 

Output stages 9-20 Al-4 

In certain amplifiers, minor modifications were introduced 

depending upon circuit requirements .
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Appendix 2 
anthem 

DIGITAL CIRCUITRY 

In this appendix the 1iscrete-component digital circuits 

are shown. The following table relates the circuit diagram 

to the system discussed in Chapter 9. 

Figure Circuit 

reference diagram 

Synchronisation pulse separator 9-9 A2-1 

Initial set-up and clock detector 9-9 ,9-13, A2-2 

Encoder B.L.C. generator and A2-3 

By Eile driver 9-5 ,9-8,9-9,9-10, 

*F.E.T. driver stage 9-6,9-8,9-9,9-10, A2-4 

9-20,9-21,9-22, 

S75 

. The T.T.L. Logic is interfaced to the F.E.T. circuits by 

the circuit shown in Fig. A2-2. 

Details of the initial set-up and clock detector function 

are given in section 9-3-3.
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Appendix 3 

CHROMINANCE DELAY SYSTEM 
  

In the C.1.S.S. simulation, a one-line chrominance delay 

was required for decoding. The function of the delay system 

was discussed in section 9-5-2 and was shown in Fig. 9-22; 

The delay function was formed by a Mullard DL 20 chrominance 

delay line. ‘The basic specification is given in Fig. A3-1. 

Operation of this delay lines requires modulation centred about 

a frequency of 4.433619 MHz. Since the chrominance bandwidth 

did not exceed 1.1 “Hz, simple double side-band amplitude modu- 

lation was used with a carrier of 4.433619 MHz (nominal). The 

carrier component simplified the demodulation process, allowing 

a suitable reference circuit. This function was necessary to 

allow correct d.c. restoration and control of the phase of all 

demodulated frequency components. 

The local reference oscillator used a crystal in a controlled- 

gain, positive-feedback loop, shown in Fig. A3-2(b). The output 

of the oscillator was squared by the circuit in Fig. A3-2(b) to 

provide a square-wave, push-pull output for the product switching 

modulator of Fig. A3-3. The oscillator frequency, nominally 

4.433619 Miz, was adequately stable to maintain all side-bands 

within the pass-band of the BL2O delay line. The DL20 delay line 

was driven by the product modulator, being fed (as shown in Fig. 

A3-3) from the collectors of two transistors. This produced an 

accurate drive impedance of 4002. Modulation was performed by 

switching the two drive transistors alternately at 4.433619 Miz 

and controlling the emitter current, by current steering, to be 

proportional to the chrominance signal. The pass-band of the delay 

line effectively selected only those sidebands symmetrically
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distributed about 4.433619 MHz. 

The outnut of the delay-line drove two circuits. ‘The first 

was a differential switch, Fig. A3-4(a), which produced a push-pull 

square-wave signal at the centre frequency of 4.433619 Mliz. The 

second circuit was a balanced, product demodulator, Fig. A3-4(b), 

which was switched by the differential switch of Fig. A3-4(a). 

When this demodulator is correctly balanced, it produces the base- 

band signal together with harmonic components. However, the side- 

band components and centre frequency associated with the 4.433619 

‘lz carrier are almost completely suppressed, thus the first set of 

harmonic components of appreciable power are associated with the 

second harmonic of 4.433619 Mliz. This system effectively improves 

filtering by reducing visible interference components.



GENERAT, 

The agscrabiy consists of a ghiss delay element, with appre 

  

matching transformers, mounted on a chassis plate andenclosed by a plastic cover. | 
The input impedances presentedare 1002 or 4008, sciected by choice of connections, 
or the user's own transfgrmers can be externally connected between pins 1 & 4 and 
5 & 8, The output transformer is bifilar wound to provide balanced output voltages. 

ELECTRICAL DATA 

Phase delay time (f 4.433619) 63.943 us 

Accuracy of adjustment #5 ns 

Insertion loss (f , T. | = 25°C) ll +3 dB 
nom amb 

Bandwidth (to -3dB points), minimum 3.43 to 5.23 MHz 

Operating temperature range -20 to + 70 nae 

Input transformer ratio 4:1 

Maxiniim input (referred to 1008 input terminals) 10 a of 

Unwanted reflections (at 37) mid dB below 

(others) Po 17 signal 

Temperature stability 

4 Measured whilst heating from 20°C to 50°C linearly over a period of three hours, 

4 plus two hours at 50°C. Deviations are quoted with respect tothe values at 25°C 

  

  

  

    
        

  

  
      
  

eka 

Phase delay, maximum tO ns 

Insertion loss, maximum ae) dB 

Asymmetry of coils (rom a ) <0.09 
2 

CIRCUIT DIAGRAM 
0065 

toon 4 3 
a x 100.0 

— 1 | 
Mi 3 i i 6 Me 

° iS 1 
2 DL20 7 

1 8 

MOUNTING 3 

The unit is intended for direct insertion into printed wiring boards, fixing by means 

of the 4 lugs provided. Additionally, two holes are provided for mounting by two M3 

screws as an alternative method of fixing. 

Vig eAs-16 Specification of DL-20 delay line.
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APPENDIX. A4 

Active Filters for Chrominance Demodulation 

Final filtering of the output of the delay-line demodulator 

was performed by two sixth-order Butterworth filters. The posi- 

tion of these filters is shown in the system in Fig. 9- 22. The 

normalised filter circuit is shown in Fig. A4-1. The filters 

use a set of identical unity-gain amplifiers, as shown in Fig. 

A4-2. ‘The amplifiers are designed to have a high input impedance 

and a low output impedance. To ensure these conditions Oe tists 

a three transistor amplifier circuit was used using 100% feedback. 

‘The cut-off frequency was chosen to be 6/m Mfiz; thus non-linear 

nhase error distortion over the chrominance-signal pass-band is 

small. A relatively high cut-off frequency was permissible, since 

the demodulator suppressed much of the side-band signals at 

4.4433619 iliz. The impedance level of the filter was chosen to be 

1 ke. The denormalised capacitance values are shown in 

in Fig. A4-1. Further design information can be found in 

reference
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Exact model for delta-modulation processes 

Prof. J. E. Flood, D.Sc., C.Eng., F.I.E.E., and M. J. Hawksford, B.Sc. 

Indexing terms: Delta modulation, Modelling 

Abstract 

A mathematical model is described which generates a pulse waveform identical to that of a single-integrator 
delta modulator, provided that the input signals to the latter do not cause slope overloading. The model 
uses analogue techniques of angle modulation and sampling to generate time- and amplitude-quantised 

signals, thus readily lending itself to exact analysis. The delta-modulation process is treated in a general 
manner that is equally applicable to delta-entry and sigma-entry systems. By this means, a central delta 

modem is defined which includes both pulse modulation and local decoding (prior to final filtering) of the 

pulse waveform. The model formulation is such that it is equivalent to the delta modem. The equivalence 

of the delta modem and model is proved analytically. It has also been verified by simulation on a digital 

computer and demonstrated experimentally. The model can be extended to simulate a double-integration 

network, provided that the necessary prediction is included. The model can also be extended to represent 
pulse-code modulation, because a linearly quantised p.c.m. signal can be obtained by suitable sampling of 
the output of a delta modulator. 

List of symbols 

A(w) = transfer function of second integrator in double- 

integration process 

C = number of digits in binary code of p.c.m. system 
D(t) = instantaneous signal level, at time ¢, to delta modu- 

lator 

Dmax = Maximum amplitude of D(t), when D(t) is sinusoidal 
d = sampling delay time in p.c.m. model 

E(t) = error signal in quantisation process at time ¢ 

= signal frequency 

Jf, = maximum signal frequency 
= constant multiplier 

= sampling rate of p.c.m. model 

= constant, in phase-modulation process 

= number of complete rotations of the phase of the 

phase-modulated carrier from zero time to Nth 

sample 

N = Nth sample in delta-modulation and model process 

Ny = number of negative pulses in delta-modulation pro- 
cess from zero time to Nth sample 

Ny2 = number of negative pulses in model process from 

zero time to Nth sample 

Np; = number of positive pulses in delta-modulation pro- 
cess from zero time to Nth sample 

Np2 = number of positive pulses in model process from zero 

time to Nth sample 

Ns = Nyquist sampling rate 

= delta-modulator and model-clock rate 
P., = p.c.m.-system pulse rate 

P,(t) = pulse pattern of delta-modulation process 

P,(t) = pulse pattern of model process 
R = positive integer 
r = small positive number 
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Ry = signal range in delta-modulation and p.c.m. processes 

S,() = accumulated output of local integrator in delta 

modulation 
Sj(t) = remote accumulated output, including transmission 

errors in delta-modulation process 

S(t) = accumulated output of local integrator in model 
process 

S(t) = remote accumulated output, including transmission 

errors, in model process 

s(t) = normalised signal input to delta-sigma modulator 

and frequency-controlled model 

t = time 
T, = time constant of first integrator in double-integration 

process 
x = instantaneous amplitude of phase-modulated sinu- 

soid 

X = amplitude of phase-modulated sinusoid 

5 = general delta pulse 
¢ = excess phase having range 0-27 

(rt) = phase function in phase-modulation process 
w = angular frequency 

1 Introduction 

In the study of delta modulation (AM) and of p.c.m., 

the analysis of the noise structure generated by these modula- 

tion processes becomes tedious to describe mathematically 

owing to quantisation errors. It is useful to consider the 
possibility of alternative equivalent systems which lend 
themselves more readily to analysis. 

Usually, textbook treatments! compare analogue-modula- 

tion methods to digital-modulation methods. However, they 
stress the differences between all analogue methods on the one 

hand and all digital methods on the other. Thus, similarities 

and equivalences between certain analogue and digital 

methods are overlooked. 
Consider single-integration delta modulation? with a per- 

fect integration process, i.e. infinite memory. If the input signal 

1155



remains constant, the output-pulse pattern is a sequence of 
equal amplitude and area pulses, but of alternating sign. 
Increasing the input signal causes an increase in the rate of 
1 pulses, and a reduction in the rate of Opulses. Decreasing the 

input signal causes the opposite effect. It should be noted that 

the total rate of 1 and Opulses together is a constant, being the 

clock rate of the modulator. The difference between the rate of 

1 pulses and the rate of Opulses is proportional to the slope 
of the input signal. Thus, the modulation process can be seen 
to be similar to a form of discrete-pulse-phase modulation, 

since, in pulse-phase modulation (p.p.m.), the rate of pulses 
is also proportional to the slope of the modulating signal. 

Similarly, the relationship between pulse-frequency modula- 
tion and delta-sigma? modulation (AXM) can be argued, 
since the only difference between the phase-controlled and the 

frequency-controlled system is the position of the integration 

process. In pulse-frequency modulation (p.f.m.), a positive 

modulation signal results in an output pulse rate greater than 

the unmodulated pulse rate, and a negative modulating signal 

results in an output pulse rate less than the unmodulated pulse 

rate. In AZM, the rate of transmission of 1 pulses is similarly 

greater than the unmodulated rate when the modulating 

signal is positive, and less than the unmodulated rate when 
the modulating signal is negative. 

In p.p.m. and p.f.m., the output pulses are not constrained 

to fixed time slots, whereas in AM and A>M they are con- 
strained by the clock pulse generator to discrete equispaced 

intervals. The similarities between the analogue ard the 

digital methods would become even greater if the p.p.m. and 

p.f.m. signals were quantised by controlling the timing of their 

output pulses to coincide with the ‘clock’ pulses. 

The object of this paper is to show that models derived from 

p.p.m. and p.f.m. can generate exactly the pulse trains pro- 

duced by AM and AM. These models should be of use in 
analysing the structure of quantisation noise generated by 
digital modulation processes. 

2 Model for single-integration delta- 
modulation process 

Fig. 1A shows a block schematic diagram. of both a 

delta modulator and a delta-sigma modulator. With the 

switches Sw, and Sw, set in position 1, a delta-entry modu- 
lator is represented, and with the switches in position 2, a 

delta-sigma-entry modulator is represented. It can readily be 

appreciated that the overall operation of the two systems is 

identical except for the transposition of the linear integration 

process between the input and output stages. A scaling factor 

P is introduced at the sigma entry, and this, together with an 

integrator having unit time constant, generates a signal of 

slope P when the normalised sigma-entry input signal is a 

maximum. This corresponds to the delta modulator having an 

input stage 

   

delta modulator 

input signal of maximum slope. The value of this slope is 
also P, because, when the delta modulator generates a 

continuous train of pulses at the clock rate P, integration of 

this pulse train results in a signal increasing with slope P. 

Whichever system is employed, the operation of the central 

delta modem remains unaltered. 
The proposed model for representing the above system is 

shown in Fig. 1B. 

(a) The input signal D(r) to the delta modem is used to 

phase-modulate a sinusoidal carrier of frequency P/2 to a 

maximum frequency deviation of +P/2 (block A, Fig. 1B). 
(b) The phase-modulated carrier is converted to a naturally 

sampled p.p.m. signal (block B).. The zero crossings of the 

phase-modulated carrier at which the phase-modulated 

carrier has a positive slope define the position of the leading 
edge of the standard pulse (block C). The standard pulses, 

thus generated, form the p.p.m. signal. The length of these 
pulses is exactly 1/P, and the height is of magnitude 2. 

A d.c. level of magnitude 1 is subtracted from the above 

pulse waveform as shown in Fig. 2B. 
The waveform generated thus swings from —1 to +1. 

(c) The p.p.m. signal is now quantised by ‘time slotting’. 
The time axis is divided into equally spaced time slots of 
duration 1/P, where P is the equivalent delta-modulator clock 

rate. If the leading edge of a standard pulse occurs within a 
time slot, a 1 pulse is generated at the end of the time slot. 
If no leading edge occurs, a Opulse is generated. Thus, a 

series of discrete pulses is generated. This time slotting, illus- 

trated in Fig. 2 by traces b, c and d, is made equivalent to a 

sampling process. 

The length of the standard pulse is made identical to the 
duration of a time slot, hence, the length is 1/P. If leading edge 

of a standard pulse falls within a time slot, the standard pulse 

is in a ‘1’ state at the end of that time slot. The end of the 
time slot defines the sampling point in an equivalent delta- 

modulation process: thus the p.p.m. signal is sampled by a 

delta sampling pulse at this instant. If a standard pulse is 

present, then a +6 output occurs. If no pulse is present, i.e 

a leading edge has not occurred within the time slot, then the 

sample output is —6. 
Thus, an output pulse train P(t) is generated (Fig. 1B) 

which corresponds to the pulse train P,(t) in Fig. 1A, where 

the positions of the delta samples coincide with the ‘clock’ 

positions of the delta modulator. 

3 Analytical demonstration of equivalence 

3.1 Assumptions made 

The following assumptions are made: 

(a) Integration processes are perfect, so that there is no 

leakage. This is valid, since digital integration can be per- 

formed to a high degree of accuracy. 
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(6) In the delta modulator of Fig. 14, the comparator per- 

formance is such that 

error > 0, comparator output high 

error < 0, comparator output low. 

input stage 

D(t) 

Phase-control entry P/2 

delta-modulator model 

(e) At no time does the input signal exceed the overload 
conditions. 

(f) If there are no error pulses in the transmission channel, 

similar waveforms are present at the sending and receiving 
terminals of Figs. 1A and 1B; i.e, 
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(c) In the sampling process of the model of Fig. 13, if the 
positive-slope zero crossing coincides with the delta sampling 

function, then a 1 pulse appears at the output of the model. 

This is compatible with (6). 
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Fig. 2 

Waveforms in model process 
a P.P.M. signal formed from a phase-modulated carrier 
6 P.P.M. with standard pulse of length 1/P enabling time slotting of the leading 

edge to the nearest clock-pulse position, where p.r.f. is P 
¢ Clock pa 
d Time-slotted version of the p.p.m. which corresponds to the output pulse 

pattern P(t) 

(d) The initial conditions of the pulse-summing integrators 

in both the model and the delta modulator are set at +0°5 
during the first time slot, so that a; 

Si(t) = S2(t) = 0:5 
for 0<t<iI/p 

The initial conditions of the remaining integrators are set at 
zero for t = 0. 

It is also assumed that all input modulating signals to both 

model and delta modulator are initially zero at t = 0. Thus, 
at commencement of processing, the systems will not be 
overloaded. 
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S\(t) = S(t) 

S(t) = S(t) 

Since, in general, this does not occur, the analysis is only 

concerned with the delta modem. A locally decoded output 

prior to filtering is observed, thus allowing transmission errors 

to be ignored. 

(g) The time slot associated with the Nth sample is defined 

over the interval 

  (N21) N 
SD 

3.2 Delta-modem feedback network 

This system is described with reference to Fig. 14. If 
the pulse-rate is P, (p.p.s.), the sampling points are spaced at 

intervals of (1/P)s. 
Consider the conditions at the Nth sample. The input signal 

is given by 

pe) = 0 (4) oe a ay ee 

Since the modulator at no time goes into slope overload, the 

output S,(¢) must lie within + one quantisation step of 
D(t); i.e. 

S10) = DO) = Bb) ee ee ae 

where —1 < E(t) <1. 

This assumes that the quantisation step is normalised to 1. 
That is, since P(t) is composed of 6 functions, and since all 

integrators have unit time constants, the output S(t) changes 
by steps of 1. 

Hence, at time t, where 

N 
at tee Ac (Ce oe kT a ee (3) 

  lim r—+0 

s.(F) -2(3)-£(3). eo ey



The initial condition on the integrator is set during the first 
time slot (NV = 1), so that 

s(8)=05 
Thus, S,(t) can oscillate symmetrically about zero if D(t) = 0. 
The pulse at ¢ = 0 is not included in the count. 

If, at time ¢, there have been Np positive pulses and Ny; 
negative pulses, 

Si) = Nei — Nw + 0-5 Fy. Utara em 

and fem Np, + Nwi Recah ae mantel wanes 1 ee (6) 

At the instant just after sampling, the error is within +1. The 
pulse pattern P,(t) is uniquely defined, since each pulse is 

generated by reference to the error at that sampling point. 

3.3 Delta-modem model 

This system is shown in Fig. 1B. Block A, the first stage 

of the model, is a phase modulator, modulating a carrier 

function of frequency P/2, where P is the delta modulator 
p.r.f. ; 

A general expression for this carrier is 

Were COSA TEL Obes a ae a ea) 

where @(r) is a linear function of the input signal D(r). 
Put 

O(t) = KD(t) Re Pe ee pee te te eee (8) 

The signal D(t) must be constrained so that the frequency 

deviation does not exceed +P/2 2(7). This restriction is in 
accordance with the slope overload criterion, and, to keep the 
phase rotation of eqn. 7 positive or zero, 

d 
ae) (Qt ee ee ste (9) 

  max 2 

: da’ 
i.e. xg D(t) 

  

=F @n) rp te me. a. C10) 
max 

The maximum slope of D(t) is given when the delta modulator 
of Fig. 1a is producing either all 1 or all Opulses. Thus, 
assuming unit step height, 

4 

  

meh ss eter es a es wae (14) 
max 

Substituting eqn. 11 into eqn. 9 gives 

d d 
es Do)! =K Po 

  

max 

= KP 

Pp 
= 3 (27) 

Hence, K = 7. 

Substituting K into eqn. 8, and, subsequently, @(r) into 
eqn. 7, gives 

Dom X.cosilm Ph Dt) Hee) ss (12) 

The phase-modulated carrier is now converted to a naturally 
sampled p.p.m. signal by observing the positive-going zero 

crossings of x which occur whenever the phase of x passes 

through (—7/2 + 2Mz); M is a positive integer, being the 
Mth positive zero crossing from t = 0. 

At time ¢, defined by eqn. 3, let the number of complete 
positive rotations of the phase of x be M, and let ¢ be the 
excess phase. Then, 

@ + (2Mn — a/2)= n(Pt+ D(t)) . . . (13) 

where 0 < $ < 27. 
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At time t, N samples have occurred. Thus, substituting from 
eqn. 3 into eqn. 13, 

(f) +205 "(8)-0(8) 
therefore, 

(2M — 0-5) + (*) =N+D (3) oo eae 

Again, Np» positive pulses have occurred, and Ny» negative 
pulses have occurred. 

Also, set an initial condition of +0-5 during the N = 1 time 
slot to bring the model initially into alignment with the delta 
modulator. Therefore, 

S.(%) = Neo — Nua + 0-5 ere’ ees ES) 

But, N= Np2 + Ny2 . . . . ° . (16) 

Thus, eqns. 15 and 16 generate 

N 
52(5) = Np2 — (N — Np) + 0°5 

Therefore, 

N Sa(5) = Na —N+05 . es Sees EL) 

In eqn. 14, M represents the number of positive rotations of 
the phase of x, excluding the rotation in the N = 0 time slot. 

Since the signal does not exceed slope overload, all the rota- 
tions of the phase are detected, and pass through the sampl- 
ing process. Since each complete rotation is represented by a 

positive pulse, 

M:= Np2 . . . . . . . . . . . (18) 

Substituting from eqn. 18 into eqn. 14, and rearranging, 

N ¢ = oh Bo hee 1 2Np2 — N+0:5=D(>)-(£) + 

Thus, substituting into eqn. 17 gives 

s,(%) = o(%)+(-£41) ee ee 

The error term is (> é + 1); since 0 < ¢ < 27, and, hence, 

bofie sand < (1 22) i. 
7 T 

Thus, eqn. 19 states that the accumulated output at the Nth 
sample is equal to the modulating signal to an accuracy of +1. 
This is identical to the delta modulator. 

Since eqn. 19 holds for all integer values of N, a unique 

pulse pattern P,(t) is generated. 
Hence, with the appropriate choice of initial conditions for 

the model and delta-modulator integrator and of the initial 
phase of the phase-modulated carrier, 

s.(3)=5(%) 
and, consequently, 

r(E)-*(3) 
fOr Ni 152.3 eters 

Since the modulating signal D(t) and the accumulated 
signal in both processes are identical at each sampling point, 

the error signal is also identical. Consequently, both systems 

generate the same noise structure. 
Thus, time-quantised pulse-phase modulation is in every 

way identical to delta modulation with a single integrator, 

providing correct initial conditions are observed and slope 

overloading does not occur. 
If switches Sw, and Swz, in Figs. 1A and 1B are in position 2, 

an integrator is introduced at the input of both the delta 
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modulator and the model. A multiplier P is also introduced 
so that the magnitude of the input signal can be independent 
of the system parameters, i.e. 

Is(t)| max = 1 
Thus, the required slope of D(r) is controlled by the multiplier 
iP, 

In the model of Fig. 18 the input signal to the phase modu- 
lator is 

t 

Die) = P| star 2) eee. Oe 

The input signal thus controls the frequency of the carrier x 
instead of its phase. In the system of Fig. 14, insertion of the 

integrator converts the system from a delta modulator to a 

delta-sigma modulator. Thus, delta-sigma modulation is 

exactly equivalent to a time-quantised pulse-frequency 
modulation process. 

The model is thus applicable either to delta modulation or 

delta-sigma modulation. The only limitation is that slope 
overloading for AM and amplitude overloading for AUM are 

not represented. These effects may be included by adding 
suitable limiters at the inputs to the model. 

The model should be useful for analysing quantising noise 

in AM systems. The quantising noise generated by the 
sampling process in the model causes considerable overlap of 

the sidebands about the sampling harmonics. This explains 

why the idle-channel noise spectra observed by Iwersen* and 
Laane® appear to be phase modulated. It should also be noted 
that noise is added to the baseband signal prior to quantising 

due to sideband distortion in the angle-modulation system. 

4 Method of simulating double inegration 
with prediction, using model 

Fig. 34 shows a double-integration delta modulator 
with a prediction network. Prediction is established by 

    

  D Q OF iC 

clock 

Oo yas te di 

            

      

  

      A(w)       
Fig. 3A 

Double-integration delta modulation with prediction 

summing a fraction G of the first integral to the output of the 

second integrator whose transfer function is A(w). On 
rearranging the loop, the equivalent network of Fig. 3B is 

    
  P, (t) 

            

  

        

ee
 

re
 

  

      
Fig. 3B 

Equivalent networks to Fig. 34 
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obtained. Here the first integrator time constant has been 
normalised, and this is compensated for by a multiplying 
factor 1/7;. 

In Fig. 3B, a single-integrator delta modulator is shown. The 

signals D(t), P,(t), S\(t) refer to the equivalent signals as 

shown in Fig. 1A. It is, therefore, possible to replace the feed- 
back network, shown within the dotted lines, by the model 
equivalent, as illustrated in Fig. 44. The input weighting 
factor 7;/G, scales the signal so that equivalence is obtained. 
Since A(w) is a linear network, the network can be simplified 
to that shown in Fig. 4. 

    

  

            

  

      

  

  

      
Fig. 4A 

Equivalent double-integration system using model 

    

            

  

— oa al | P (t) 

A(w) ; 
G       

Fig. 4B 

Simplified representations of system model 

The application of the model to the double-integration 
process reveals that, whereas the single-integration system 

can be realised on open loop, the double integration requires 

feedback control. This is one of the factors contributing to the 

improved noise performance available with this system. Here, 
the pulse step is adapted by a linear network, the degree of 
adaption being under feedback control. It is also of interest 

to note that, for an equivalent system to exist, prediction is 

essential. In practice, this is always used, as the double- 
integration system is unstable without prediction. 

The model should prove useful in allowing a study to be 
made of the nature of A(w) necessary for the stability criteria 
to be met. The feedback loop also explains why the noise 
spectrum with double integration is more continuous than 
that of the single-integration modulator when encoding 
simple periodic functions. The mcdel generates a wideband 
line spectrum for a sinusoidal input. The feedback path 

integrates this spectrum and feeds its many components back 

to the modulator input; thus, the modulator has a wideband 
input signal which results in a nearly continuous output 

spectrum. The buildup of the spectrum could alternatively be 

realised by an iterative open loop. 

5 Extension of model to p.c.m. with uniform 
quantisation 

It has been shown that, at each sampling point of the 

delta modulator output (i.e. S\(t) at intervals J/P), the 
decoded signal is quantised to within +1 step height of the 
modulating signal D(z), providing that the slope of D(t) does 
not cause an overload condition. 

Hence, for delta modulation, 

lerror|, 4 < 1 (step height) 
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In a delta modulator, the quantised output from the integrator 

is limited to a certain amplitude range, which is a function of 

signal frequency and the modulator ‘clock’ rate. (Assume a 
mean signal level of zero.) It is a characteristic of delta 
modulation that the amplitude range increases with decreas- 
ing signal frequency, having a theoretical infinite range at d.c. 
and a minimum range at the highest frequency component f,. 

In comparison, however, p.c.m. has a ‘flat’ signal-amplitude/ 

frequency characteristic, handling the same amplitude range 
at dic. as at the highest frequency component f,. Thus, in 
order that a delta modulator may encode the same signal as a 
p.c.m. system, it is necessary that the amplitude range at the 
highest frequency f, be greater than, or equal to, the signal 

range in the p.c.m. system. 

In a p.c.m. system, the encoding accuracy is to within one- 

half of a quantisation step. 
Hence, for p.c.m., 

jerror|,.-.m. < 0°5 (quantisation step) 

To make the AM and p.c.m. processes compatible, the 
quantisation step of the p.c.m. is made twice that of the delta- 

modulator step height. Hence, in p.c.m., the quantisation step 
is designated a value, 2. 

If at the zero sample of a delta modulator the integrator 
output is at an even level, it is observed that at even samples 

of the delta modulator the integrator output is at an even 

level, and on odd samples it is on odd levels. To convert the 
AM integrated output to the quantised p.a.m. signal of 

p.c.m., the AM output is sampled at the Nyquist (or greater) 
rate by delta pulses which are coincident with the AM 

samples. Also, by sampling at even AM samples, only even 

levels are generated for the p.a.m. signal. These coincide with 
the p.c.m. quantisation levels. Thus, there is a requirement 

that the AM ‘clock’ rate be a positive, even, integer multiple 

of the Nyquist sampling rate (or higher rate if used). 
In practice, this method of generating p.c.m. can be used 

as a p.c.m. encoder.®” It is arranged in the AM that integra- 
tion is performed by an up/down counter and digital/analogue 
converter. At each Nyquist sample, the number stored in the 

counter, excepting the smallest digit, forms the p.c.m. pulse 

pattern, which is then transmitted over the next sample 

interval. 
Consider the required parameters for a AM to perform the 

encoding of a signal which is compatible with a p.c.m. system, 

where 

quantisation step of AM = 1 

quantisation step of p.c.m. = 2 

Let 

DAL) De eCOS(ZHIL) xs: 2.0 Oe ary rs oD) 

For a unit quantisation step, the maximum value of D (to 

avoid slope overload) for a given pulse rate P and signal 

frequency is 

P 
Dinde = Inf (22) 

If the maximum frequency to be encoded is f,, the total signal 
range of D(t) is 2D,,,,. Therefore the total signal range is 

ce 
a 23 

Safe ad 

In a p.c.m. system, the maximum-signal-amplitude/frequency 
response is flat. 

Thus, if Rg is the signal range of the p.c.m. system, and f, is 

the highest frequency component, for the delta modulator to . 

be able to define completely the signal range without overload, 
4 

P 

age? *s 
hee eRe oe PO Ow 

The Nyquist sampling rate Ng for the p.c.m. system is given 

by 
foe ae ee ee ae 
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In practice, a higher sampling rate H is used, where 

H>Ns dea ta cer one atta mane py aetglt (20) 

A further condition is imposed as previously discussed, i.e. 

e 
—=2 Bell og oasis cian a am PY cae aL = 2R (27) 

where R is a positive integer. 

If, in the p.c.m. system, a C digit code is used, 

Rs =2 x 2° . . . . . . . . . . (28) 

Thus, the p.c.m. pulse rate P, is given by 

P, = HC oe ies Cn eee ee be Coa) 

Since in the AM quantisation procedure the error is only 
within +1 at a time ¢ defined by eqn. 3, the sampling at the 

rate H must be such that it occurs with a fixed delay d after 
the time ¢, as shown in Fig. 5B. Since the AM clock interval is 

1/P, it is clear that 

d<1/P 

which corresponds to the condition in eqn. 27. 
Thus, the addition of the sampling process (shown in 

Figs. 5 and B) on the integrator output of a AM followed by 
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Extension of model to p.c.m. 
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Fig. 5B 

Waveforms in buildup of p.c.m. by a delta-modulator encoder 

a sample and hold circuit allows the spectral structure of a 
p.c.m. system to be analysed. Since the model described has 

been shown to be equivalent to AM, this procedure holds 

equally for both the AM and AZM method. 
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6 Computer simulation and experimental 
work 

The theory was checked by simulating a delta modula- 
tor and the model on a digital computer. The output signals 

were compared when each system received the same input 
signal. 

The delta modulator was simulated by noting the error at 

each pulse and generating an output pulse accordingly. The 
integrated output was simulated by adding these output 
pulses, giving Opulses a weight of —1. 

The model was simulated by generating the values of a 
phase-modulated carrier and noting the zero crossings having 
positive slope. The instantaneous value of the carrier was 
evaluated at ten equally spaced intervals during every time 
slot. On comparing the values in the sequence, a crossing 
could be detected, and was followed by the generation of a 

1pulse at the end of the time slot. The integrator output was 

again simulated by addition of the output pulses. 
Operation of these systems was simulated for an input 

signal consisting of the sum of eight sinusoids of equal 
amplitudes but different frequencies. At each sample of the 
input signal, the output signals of the delta modulator and the 
model and the error signals were computed. This was carried 
out for a sequence of 999 samples, and at no time was there 
any difference between the outputs of the two systems. 

In addition to the computer simulation, an experimental 

demonstration was carried out. A AXMsystem model, as 
shown in Fig. 1B, was constructed. A carrier of 200kHz was 

frequency-modulated to a maximum deviation of +5kHz. 

Modulation with a second carrier of 205kHz was used to 
shift the central frequency down to 5kHz, thus producing a 

5kHz carrier modulated to a maximum deviation of +5kHz. 
This frequency-modulated carrier was squared and applied 
to a time quantiser using t.t.l. integrated logic circuits. 

The time quantiser consisted of two counters, each counting 
up to four. One counter was driven by the f.m. waveform and 
the other by a train of 10kHz clock pulses via an inhibit gate. 
When the two counters produced coincident outputs, the 

clock pulses were inhibited. When the f.m. waveform crossed 

zero with positive slope, the counter driven by it counted 

‘one’. This opened the inhibit gate, causing the clocked counter 
also to count ‘one’ and reach the same count. Since the 

frequency of the f.m. waveform did not exceed the clock pulse 

rate, the two counters could track, and output pulses were 

produced whenever the counters were not coincident, and 
thus a time-quantised output signal was provided. 

The output waveform from this model was compared on an 

oscilloscope with that from a conventional delta-sigma 

modulator using a single integrator. When both systems had 

the same input signal, consisting of a sinewave of frequency 
within the range 50-500Hz, they produced similar output 
pulse trains. 

7 Conclusions 
A model has been developed which describes the 

behaviour of single-integration delta modulation and delta— 

sigma modulation. It has been shown that delta modulation 

PROC. IEE, Vol. 118, No. 9, SEPTEMBER 1971 

is equivalent to a process of time-quantised pulse-phase 
modulation and delta-sigma modulation is equivalent to a 
process of time-quantised pulse-frequency modulation. The 
model can also be inserted in a suitable network so that a 
double-integration network is obtained. 

The most important result of this analysis is that the single- 
integration delta modulator does not require feedback. Until 
now, the feedback feature of delta modulation has been 
considered a fundamental concept of this pulse-modulation 
technique. As a result, it has been almost impossible to 
obtain an exact analysis for this process. The properties of 
the model, however, invalidate this previous assumption, and 
equally demonstrate that delta modulation can be readily 
analysed using the well established mathematics of Fourier 
analysis and sampling. Only when double integration is used 
is the feedback path essential. Even here, the networks are 
linear and consequently the same mathematics apply, 
although the problem is somewhat more complex. 

The model does not only have theoretical application. It can 
provide a practical method of delta modulation. Severe 
difficulties are encountered in designing conventional delta 
modulators using clock rates of the order of 100 MHz, which 
are required for the transmission of television signals. A 
system using time-quantised angle modulation should be 
easier to design for these high digit rates. 

The model has also been extended to represent pulse-code 
modulation with uniform quantisation. The p.c.m. signal is 
generated by sampling the AM quantised signal at the 
Nyquist rate, using a zero-order hold circuit. 
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