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SUMMARY 

The research had two objectives:- 

(1) To obtain further insight into the 1/Af noise which iavandleved 

near the signal frequency when the characteristics or parameters 

of the system or medium through which the signal is transmitted 

fluctuate in a random manner (Af is the difference between the 

signal frequency and the frequency at which measurements are 

carried out in a bandwidth df equal to or less than Af), and 

also 

(2) To devise and test a means for transmitting signals through such a 

medium and detecting them in such a manner that the retrieval of 

the signal is improved. 

In the first group of experiments the time varying system cui stad 

of a laboratory flame operating in an erratic or turbulent manner in a 

resonator tuned to approximately 9 GHz , ne to a wavelength of about 

3 cm. An appreciable degree of attention was given to the development 

of self stabilising bridges for the separation and measurement of signal 

and noise powers from the mixture of signal and noise received after the 

signal was passed through the resonator. The measuring system could also 

be used to measure the autocorrelation function of the system over a short 

period of time, i.e. with a short averaging time. 

It was shown theoretically and demonstrated experimentally that with- 

in the coherence bandwidth a convolution of the signal component and the 

Fourier transform of the system correlation function is a suitable and 

adequate model to describe the action of physical systems of which the 

parameters vary fast. 

Starting from this and the fact that there is no mathematical or’ 

physical interpretation for an inverse convolution operation, it has been 

proposed that signals and noise can be unscrambled only in the real time



domain and provided the bandwidth is limited to that in which the 

coherence between various frequency components of the signal and the 

noise are preserved. It has been demonstrated that such unscrambling 

can be carried out by a rapidly acting cantzol system operating at the 

receiver on information brought in by the mixture of signals and noise 

whereby the amplitude and phase changes due to the fluctuating transmission 

medium are corrected. 

A simple form of signal in which there are two orthogonal signals, one 

of which served as a reference signal, was used. Riou ieanedue be 

information was recorded on the initial fluctuations in the form in which 

they were received and also after they had been corrected by the rapidly 

acting control system. The experiments covered a range of signal 

frequencies different from the reference frequency, and the signals were 

subjected to analysis by the use of computer programs as well as in real 

time by analog measurements. 

The second part of the research was therefore concerned with 

Aiveriment =) ane analysis of the coherence between two signals when 

rapidly-acting automatic gain control (R.A.A.G.C.) and rapidly~acting 

automatic phase control (R.A.A.P.C.) are applied. 

It was found that an improvement in the signal to noise ratio of at 

least 20 db is possible when both gain and phase controls are used, even 

with very modest electronic abgeratus: much less comprehensive and 

precise than that developed in the first part of the investigation. 

Signals requiring wide frequency bands for transmission should be 

split into several channels of such a bandwidth that there is coherence 

over the entire band, and with the simultaneous transmission of a "comb" 

of reference or pilot signals.



ACKNOWLEDGEMENTS 
See tore 

The author wishes to express his gratitude to Dr.C.S.Bull for 

suggesting the topic, introducing him to the subject and for his 

supervision and numerous discussions which were always encouraging, 

helpful and instructive. 

He also appreciated the constructive criticism of Dr,S.M.Bozic, 

Mr.D.A.Milner, Dr.F.Arthur and Dr.D.E.C.Hathaway, 

The co-operation and help of Mr.R.Easterby, Department of 

Applied Psychology was appreciated for the use of the P.D2P.9 

computer facilities and also the provision of the analogue to 

digital conversion program ADCMTP and PUNSUB, 

Thanks are also due to Professor S, E, Hunt, Head of. Department 

for his understanding and help and to other members of the Department 

of Physics, especially to the technical staff who carried out 

mechanical and assembly work. 

The research could not have been done without the financial 

support of the Ministry of Technology and also the help of 

Mr.H.Williams, Head of Flame Physics, R.P.E. Westcott, who showed 

an active interest in the whole project. 

Finally, the author wishes to thank Mrs. L. N. Harris for 

care taken and many hours spent typing this thesis.



CONTENTS 

  

  

  

  

Title page 

Summary 

Acknowledgements : 

Chapter 1. Introduction 

1.1 Transmission System 

1.2 Stochastic Signals 

Chapter 2. Stationary and Non-stationary Processes 

2.1 Stochastic Processes 

2.2 Discrete Representation of Random Functions 

2.3 The State Variable Approach to Stochastic 
Processes 

2.4 Generating a Markovian Process which has an 
Exponential Cosine Correlation Function 
using a Digital Computer 

Chapter 3. Analysis of Stationary and Non-stationary 
Processes 

3.1 Probability Density Function 

3.2 Transition Probabilities 

3.3 Correlation Functions 

3.4 Autocorrelation Functions and the Power 

Spectra 

3.5 Analysis of the Power Density Function 

3.6 The Approximation to the Experimentally 
obtained Power Density Spectrum by means of 

Analytic Functions 

Chapter 4. System Identification 

4.1 Identification of Time Invariant Systems 

4.2 Relationship between Input and Output in 
Noiseless Systems 

4.3 Matrix Representation of Time Invariant 
Systems 

Page 

L 

IV 

12 

1 

17 

22 

26 

29 

40 

44 

48 

52 

a7 

59 

61



Chapter 

4.4 

4.5 

4.6 

4.7 

4.8 

Noisy Channels having Parameters varying 
with Time 

The Correlation Functions and Power Spectra 

of Signals Transmitted through Systems with 
Fluctuating Parameters 

Determination of Transfer Function of 
Markovian Filter from Experiments 

Measuring the coherence of Two Functions 

Coherence of two Signals of equal Mean 
Power 

Experiments on Signal Fluctuations 
  

Chapter 

5.1 

sek 

5.3 

Data Acquisition, Reduction and Analysis 

Determination of Transmission Parameters 

of a Physical System 

The Experimental Arrangements 

Signal and Noise Power Measurements 
  

Chapter 

6.1 

6.2 

6.3 

6.4 

6.5 

6.6 

Signal Energy and the Noise Power 

Total Signal and Noise Power measurements 
using D.C. Feedback only 

Correlation Measurements using D.C. 
Feedback 

Mean Power Measurements of Signal and 
Noise using only A.C. Feedback 

Mean Power Measurements using simultaneous 

D.C. and A.C, Feedback 

Measuring the R.M.S. Signal Value by the use 
of Correlation 

Detection of Signal Fluctuations 
  

7.1 

tad 

7.3 

7.4 

7.5 

Short-term Shifting Interval Correlator 

The Detection of Signals by the Use of 
Short-term Correlation 

Short-term Coherence by Synchronous 
Sampling 

Broadband Coherent Detection 

Improving the Signal to Noise Ratio by 
Coherent Detection 

63 

66 

72 

75 

80 

81 

85 

90 

100 

102 

106 

110 

114 

116 

123 

126 

130 

134 

136



Chapter 8, Experimental Results 
  

Chapter 

8.1 Autocovariance Function Es timation 

8.2 Instantaneous Transmission of two Signals 
through the same Physical System 

8.3 Coherence of Fluctuations of two 

Orthogonal Signals 

9. Retrieval of Signals 
  

9,1 Optimum Receiver ~ The Wiener Filter 

9.2 Adaptive Receiver - The Kalman Filter 

9.3 Vector Representation of Minimization os 

e*(t) 

9.4 Aston Modification of Kalman Filtering 

9.5 R.A.A.G.C. Coherent-band Receiver 

9.6 Analysis of a Method of Detection Using 
Fast Correlation with Feedback 

9.7 Experiments Using Rapid Acting Feedback 
in Coherent Band. 

9.8 Effect of Aston Filtering on Signal 
Components outside the Coherence Band 

9.9 Note on System Stability 

Chapter , 
  

10. Conclusions and Recommendations 

APPENDICES 

COMPUTER PROGRAMS AND PROCEDURES 

LIS! OF REFERENCES 

142 

147 

166 

168 

170 

171 

173 

116: 

200



CHAPTER 1 

1.1 Introduction 

It has long been known that some part of noise, for example, shot 

noise and thermal noise, due to various physical processes taking place, 

is present even in the absence of signals, and many investigations have 

been made on this (Nyquist, 1928; Rice, 1944). It to however. only 

in the past few years (Bull, 1959; Bozic 196 ) that it has been 

demonstrated both theoretically and experimentally She there are types 

of noise which are present only when a signal is applied to the system. 
at R yf a 

Earlier theoretical methods had not predicted and experimental methods 

had not revealed this type of noise. 

On the other hand, it is for some time a well recognized fact that 

during all rocket launching, the quality of communications to and from 

rockets is greatly degraded. Very severe signal perturbations and loss 

of information have been attributed to fluctuations of the parameter of 

the transmission path, due to the presence of highly turbulent and 

unstable plasma in the rocket exhaust trail. (Harper and El y, 1964). 

Furthermore, similar effects to the latter in ionospheric and tropospheric 

transmission have been known and studied in detail, for a relatively 

longer time (Brooker and Gordon, 1950; atric’: Little and Chivens,1964). 

One of the common features of all the phenomena mentioned is the 

similarity of the corresponding power density spectra, all being 

approximately of (1/A£)~ type. 

The basic postulate underlying the study of the noise in the 

vicinity of the signal is that parameters which define the relation 

between the input and the output of the system fluctuate. In some cases 

the fluctuation of parameters is brought about by the signal itself while 

in the others it is present at all times but revealed only when a signal 

is applied (Bull, 1968) ,which fluctuates then in phase and amplitude(Fig.1) 

It is a purpose of this research to examine experimentally in more



detail this type of noise, and to give more insight into its nature, 

using already well established (Zadeh, 1950) and almost conventional 

mathematical methods. 

Let us start with the description of a communication system 

defining some of the terms to be used. At the same time an outline 

of the suggested method tor suppressing 1/Af noise will be given. 

phase 
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A communication system contains a transmitter, a transmission path 
\ 

and a receiver (Fig.1.1). 

The source selects one message out of a set of possible messages to be 

transmitted to the receiver terminals. 

The transmitter operates on the message and produces a signal suit- 

able for transmission to the receiving point over the transmission paths. 

The channel is merely the medium ited to transmit the signal from the 

transmitting to the receiving point. In the simplest case it is a pair 

of wires, with time invariant transmission characteristics, more often it 

comprises some physical system, suitable for radio or optical communication, 

in general with time varying parameters. 

The signal is almost always perturbed by additive noise N. During 

transmission the signal, being operated on by fluctuating transmission 

parameters and mixed with additive noise, is so modified that at least a 

part of information sent out is lost. Note here that some of the 

information a signal, conveys is not at all relevant. There is usually a 

  

  

high degree of redundancy in information transmission. e 
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Fluctuation of parameters is due to the change in the geometrical, 
  

physical or chemical entities of the physical system, introduced here as 

the multiplicative noise source, MNS). 
  

The destination is the person, device or equipment for which the 

message is intended. 

In either case noise involves statistical and unpredictable pertur- 

bations. Fluctuating parameters of physical systems and their influence 

on signal transmission is of the central interest in this research. 

The receiver operates on the received signal and attempts to reproduce 

from it the original message. Ordinarily it will perform approximately 

the mathematical inverse of the operations at the transmitter. More 

sophisticated receivers may differ somewhat in their complexity in order to 

combat stationary and nonstationary perturbations, fluctuations of the 

parameters of the transmission path, etc. 

If the transmission path has constant parameters and is sufficiently 

short, the signal received is merely a reduced and slightly delayed version 

of that transmitted. The noise added is the thermal and shot noise together 

with some picked up unwanted interference. The thermal noise defines and is 

proportional to the effective temperature of the radiation resistance of the 

aerial and thermal resistances of other passive components, mainly in the 

input stage of the receiver, and the shot noise is due to the currents flow- 

ing in the active components of the system. Thermal and induced noises set 

then a limit to the sensitivity and S/N define channel capacity (App.3). 

On the other hand, signal transmission may be disturbed by moving 

objects, winds, dust, clouds, atmospheric or ionospheric turbulence etc., so 

that the transmission parameters of the signal path fluctuate. The signal 

and hence the message is then modified by the fluctuation of these parameters. 

In other words, the desired signal information appears along with unwanted 

information. 

If the parameters vary slowly in relation to the lowest frequency in 

the band of frequencies in the signal modulation, then it is well known that 

automatic gain control, A.G.C. can be used to reduce the effect of varying



transmission parameters. In using A.G.C. the assumption is that the 

transmitted carrier is of constant amplitude. The A.G.C. signal is obtained 

by passing a part of the detected signal current through a circuit with a 

time constant longer than the period of the lowest signal frequency. The 

modulation is removed thereby and a D.C. voltage is produced which is used 

to vary the gain of the receiver inversely as the received signal strength. 

The level of signal output is set by comparing the A.G.C. voltage with a 

standard level, set at the receiver, which represents the constant level 

transmitted. 

If the parameters of the transmission path vary more quickly as for 

example in the communication link to and from rockets, the effect cannot be 

removed in this way, since if a shorter time constant were used, the A.G.C. 

voltage would vary at signal modulation frequency and so remove at least 

some portions of the message spectrum, 

As a result of the investigations to be described later, it was proposed 

to reduce these defects by transmitting a signal which contains modulation 

due to the signal to be transmitted and also a reference signal of constant 

magnitude and phase in relation to the signal modulation. This reference 

signal need only be of nominally constant frequency. It is desirable that 

the reference signal should not increase the power to be transmitted 

appreciably. 

It is also necessary that the reference signal should be separated 

very easily and completely from the information bearing signal. The reference 

signal can then be used to control the gain of the amplifier producing it 

together with that gnesi tyitls the information carrying signal in such a manner 

as to bring the reference signal to a constant level. The variations in 

transmission parameters can then take place at a rate faster than the lowest 

frequency in the signal, and their effect will be removed by the rapid acting 

automatic gain control, R.A.A.G.C. 

The R.A.A.G.C. signal is obtained by using an amplifier having a broad 

bandwidth on the reference signal, in fact, the reference



signal and the information signal may be amplified by the same amplifier 

and separated at the output. The operation of the R.A,A.G.C. will then be 

able to remove some of the effacts due to fading at frequencies in the 

signal band. (Chapter 9). 

Even if a constant frequency local oscillator be used to detect the 

signal modulation, the R.A.A.G.C. will bring about a reduction 

in the effects of the transmission path. 

It has also been found that the use of even very fast A.G.C. alone, does 

not remove all the defects in the signal on account of the variations in the 

transmission characteristics. There are still left effects due to 

phase shifts, differential delays, selective fading, which over consider- 

able distances may be appreciable, causing distortion of the modulation 

on detection. 

The remaining defects in the signal can be removed, at least over a 

coherence bandwidth, if the local oscillator is replaced by the reference 

signal. The possibility of doing this rests on the properties of the 

distortion produced by variations in the fluctuations in the transmission 

path. 
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In ]a coherent band of frequencies signal components change their intensities 

and phases simultaneously, i.e. the system transfer function in a narrow 

band can be considered to be function of time and not a function of 

frequency (Fig.1.2). 

 



At any one frequency, the total received signal intensity is a vector 

sum of randomly and individually attenuated and delayed components. Thus, 

a frequency component of a signal is a stochastic function of time. In a 

narrow band of frequencies there exists between these functions, a degree 

of coherence ranging from the value of 1, down to say 0.95. Over wider 

bands, the coherence falls to values near zero. Therefore, (Fig.1.2) for 

a particular time, the amplitudes(and phases) of ditteenat frequency 

components are functions of frequency. Each signal component is scattered 

into a spectrum, whose shape is dependent both on the Fai and on the 

intensity of fluctuations in parameters (Table 3,p.194). Hitherto some 

parts of the problems presented by these fluctuations have been corrected 

in various ways, which will now be mentioned briefly. 

When the transmission parameters change slowly with time, this 

phenomenon is known as selective fading. Space and/or frequency diversity 

reception, combined with the automatic gain control, and the use of narrow- 

beam anti-fading antennas are the usual remedy. For relatively low speed 

signalling a system utilizing correlation techniques in combination with 

delay compensation, known as the Rake system, has proved to be suitable 

(Price and Green 1958). More sophisticated systems, using multiple sub- 

carriers and AGC for each channel separately made possible reliable long 

distance digital data transmission (Zimmerman and Kirsch, 1967). When the 

transmission parameters change quickly, the frequency spread is relatively 

wide and the phenomenon is similar to a noise problem, and therefore has 

been approached similarly. It was pointed out (Bull and Bozic, 196 ), that 

this type of noise is found also in components normally regarded as passive 

such as resistors and also in active circuit components. The phenomena 

encountered in transmission systems differ from those in amplifying and 

detecting circuits only in that the actual time delays and phase shifts 

are more striking in the former.



1.2 Stochastic Signals. 

Practically all signals containing information are to some extent 

random in nature, i.e. they are stochastic. 

A stochastic signal, since it is generated by a system which has an 

element of chance, contains an element of chance as regarded from the 

receiver, and it cannot therefore be represented by a deterministic 

function, such as for example, a sine wave. 

Also, if a deterministric signal is transmitted through a system 

having fluctuating parameters it will bring to the output of the system 

some tnformaticn about the fluctuating process taking place in the system, 

since it will have acquired to some extent random characteristics. 

In both the case of a stochastic signal and that of a deterministic 

signal which has become to some extent random, one cannot say that the 

stochastic signal generated in this way will have a specified value at a 

particular time, but only that it has a certain probability of lying within 

certain ranges of values, i.e. in multi-dimensional signal space, the 

termination of the vector representing the signal will lie within a small 

closed space, S. 

For a completely predictable or deterministic function the idea of 

function implies a definite dependence of the variable upon its argument. 

In a sense the wholly predictable signal is the limiting case of a 

stochastic signal which the probability distributions have been strongly 

peaked so that the uncertainty of the location of the signal in signal 

space for a particular value of the argument is zero. 

On the other hand, after the value of a stochastic variable has been 

observed it is known that for very close future, its probability dfistribu- 

tion is very strongly peaked and the uncertainty concerning the position 

of the signal in signal space tends to zero. Starting from this point 

one can predict the future values. The probability distribution widens 

with time (Fig.%3.7a)in a space C; of possible outcomes, (C.c5s, Lie, Cc;



is a subset of a closed space S). 

A signal of almost any kind can be represented by the real and the 

imaginary parts of 

S(t) = AC) expfj@ie + 9(e)| bat 

where the amplitude A(t), the frequency f(t) = w(t)/2n, and the phase ¢$(t) 

in general can be functions of time. The vector notation such as S(t) 

indicates that S(t) can be a space vector. However, if we limit ourselves 

to its scalar quantity, we can write S(t) as 

S(t) = A(t) exp jy (t) : 1.2.2 

whece w(t) = wt).t + o(t) L263 

Both A(t) and/or w(t) can be constant periodic or vary randomly. 

In the case of a signal that has to convey a message and the exact nature 

of the message is not known "a priori", the signal is random for there 

would otherwise be no point in transmitting it. 

On the other hand, even if A(t) and w(t) are very complex functions 

of time, but their past and future behaviour are known or could be predicted 

exactly, the signal is deterministic. There must be some element of 

unpredictability if new information is to be obtained, or, in other words, 

all signals carrying information are random. 

Note that signal carrier being deterministic, at least at the trans- 

mitting end of an information transmission system, could often be 

suppressed, thus making the system more economical. 

When transmitted through a physical system with time varying para- 

meters, the carrier or some other kind of transmitted reference signal may 

be of great use as it will be shown in this work. 

When a signal is transmitted through a system which is noisy and has 

randomly fluctuating parameters, the degree of randomness observedin the 

signal is increased, and obviously the desired information is masked.



Denoting the entropy of the source of messages as H(x) and that of the 

signal received as H(y), it is possible to write, (Shannon and Weaver, 

1948/1949 ,book published 1963). 

H(x) - H Gx) SAS) 2-  ) 1.2.4 

where Be is the uncertainty of the message source if the received 

signal is known, and 

Hy) is the uncertainty of the received message if 

the message transmitted is known. 

In order to be able to study more thoroughly the mechanism of the signal 

perturbations and therefore the corresponding loss of information, random 

processes should be discussed first (Chapter 2). 

For an amplitude modulated signal sent from the transmitting end 

of a system, we may write, 

  

k ae k tease 
a(t) = 9 (t) [gt = _. 

and for the receiver, 

qz(t)} =. a(t) fy, (t)} /wt aa fy, (t)} + {n(t)} 236 
  

where , using matrix notation, (see p. 63 et seq.) 

fy, (t)} is the uncertainty due to the fluctuating characteristics 

of the system or medium on the amplitude x(t) of the 

signal 

fy, (t)} is the uncertainty due to the fluctuating characteristics 

operating on the total phase of the signal, (t). 

{n(t)} is the additive noise due to the same system, this being 

assumed to be present even in the absence of any signal.



In general, there can exist some correlation between particular 

"y(t, but not necessarily between column matrices *y (t) and 

either of these and {n(t)}. One of the aims of the work carried out 

for this thesis is to what correlation there is between the functions 

k k 
y, (t) and y(t). 

It should be noticed that fy, (t)} and fy, (t)} constitute or 

contain information about the fluctuations in the characteristics of 

the system. Experiments carried out by Bozic (1965, 1967) show that 

they have as a rule different power spectra than that of falty}c 

Unlike the latter their frequency spectra are found to be concentrated 

in the neighbourhood of the signal frequencies. 

In other words, the noise spectra of y, (t) and y(t), unlike that 

most often assumed for n(t), are not "white", and depend not only on 

the signal frequency but also on its magnitude, . 

In order to determine the properties of the fluctuations of the 

system characteristics, an experimental] method was developed in which 

the signal and noise were measured over short periods of time and 

studied theoretically. (Chapter 7). 

* Bull and Bozic 1967
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CHAPTER 2 

2.1 Stochastic Processes 
  

The word stochastic is used by mathematicians and physicists to 

describe processes in which there is an element of chance, but in which 

also the outcome is to some extent predictable. The word random is 

used often in the same sense, but it has been in use for a much longer 

time and has acquired connotations which are not always sufficiently 

precise. For example, it is often implied that when the statement 

has been made that a succession of events occur at random, that the word 

random defines some feature of the succession of events. Alternatively, 

the words "completely random" are sometimes used, which implies that all 

successive events defined in this way have the same properties, but are 

quite independent from the succession of previous events, 

The fluctuating parameters of a physical system belong to a group 

of stochastic processes known as Markov processes. In the zero order 

Markov processes, each value observed at successive intervals of time 

has no dependence on recent previous events. Such processes do, in 

fact, occur, as for example when counting the number of electrons given 

off by a photo-cell when illuminated by a constant light source. They 

have often been referred to as the "completely random" processes mentioned 

in the last paragraph, Thus,a Markov process of zero order is not often 

in mind when a process is defined as being a Markov process, 7 

The first order Markov process is one in which the present value 

of the function depends on the value vbserved at the preceding or a 

previous observation. A second order Markov process is one in which 

the present value depends on the last value and the last but one, or, 

expressed alternatively, on the last value and the first derivative of 

the function. 

Since the process in this research can be considered to be Markovian, 

and the results of observations can to some extent be predicted at least 

for the very close future, the use of the word stochastic is more precise 

than the use of the word random in this connection, In what follows



bo), 

the word stochastic is used when a degree of predictability exists, or, 

in other words there is some dependence on previously observed values. 

The word random then defines the process as being a Markov process of 

zero order. 

It has been shown (Bull, 1966) that a Markov process of the first 

order can be constructed theoretically by adding together two processes. 

One of the two is a zero process,a new occurrence, oni the other is a 

decayed remnant from the previous events. It is not possible, however, 

by simple observations to separate out the two sh aie from the 

observations constituting the first order process, 

In the experiments on sampling the output from the process 

generating the stochastic function, the example when a deterministic 

signal is transmitted through a system with fluctuating parameters, a 

new fluctuating waveform will be obtained which exhibits some regularities 

in a wide statistical sense. There will be more or less well defined 

probability distributions but also transition probabilities and the 

degree of coherence between input and output will be observable, 

Some physicists, particularly those concerned with quantum mechanics 

and noise, take the view that all physical processes are discontinuous 

and entirely undeterministic when examined in sufficiently fine detail to 

reveal the atomic constitution of the system. (Born, M. 1946; 

Bull, 1966). The use of continuous functions is regarded as being 

acceptable only as and when they can successfully be related to the 

influences and interdependence of macroscopic parameters of the system 

under investigation. 

The main common feature of a random process is the indeterminancy 

of its behaviour. Knowledge of the past behaviour of a completely 

random function or of a set of functions does give only a statistical 

indication of the values to be expected at some future time, 

Any single stochastic or random function is an accident, never



14, 

likely to occur again. The best one can do to define it is to make a 

particular set of measurements over a large collection or set or ensemble 

of functions, and determine various average properties of the sets so as 

to define some of the statistical properties of the ensemble, 

In many particular cases, estimates of the mean value and the mean 

square values constitute two kinds of statistical information from which 

reasonable conclusions about the spread of values which might be obtained 

in future observations. 

Statistical analysis for stochastic signals can be carried out in 

terms of probability density functions and other statistical characterisa- 

tions such as the average values and correlation functions, 

In view of its statistical properties a stochastic signal is often 

conveniently treated as a member of a family of signals, each generated 

by a statistically identical process. This family of signals is termed 

an ensemble or set, and can be represented in mathematical form by a 

matrix. 

          

  

    
| Fig.2.1 An actual signal magnitude fluctuation 

obtained in an experiment made for ce 
research (At,= 4msec), ( No phase lock).
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2.2 Discrete representation of random functions. 
  

A random function can be defined as an ensemble or set of deter- 

ministic functions of time, each defined for a prescribed range from ty 

to of real time, or, if the reference time is taken to be ty = 0 from ma 
the times 0 to t, = sie 

The notation x(t) will be used to denote an infinite dimensional 

column matrix listing all the values of the variable 3 along an 

infinitesimally divided or discrete set of values of the real time t. 

The use of a linear scale of t will be assumed, so that x(t) can 

alternatively be understood as a numerical representation of a graph of 

x(t) against time on an axis extending down the column matrix, (Fig.1.2) 

The sampling theorem (Shannon, 1949) states that it is possible to 

define a continuous function signal(or fluctuation) with any desired 

degree of accuracy in terms of the sequence of values which the function 

assumes at discrete intervals of the independent variable, which in the 

case of signals, is the time, t (Appendix 1 ). The gnstants at which 

samples are taken must be made close enough to reproduce as much of the 

fine structure of the signal and/or fluctuation, as is required for any 

particular analysis. 

In general x(t) can be transmitted by a process of modulation in 

many ways, either in terms of A(t) (amplitude) or w(t) (phase). In any 

case we are interested in reproducing the random function information 

signal at the receiver of the communication system in a form resembling 

as closely as possible the transmitted signal tye Whatever the 

process used, the initial signal A) and the final output Sbt dined. 

represented by T(E). can be represented by a time varying amplitude of 

current or voltage. 

A set of functions x(t) can be represented by the use of successive 

indices, 0 to n, in. matrix notation by 

x(t) Tes oat), ee “(tdi ac RO ee



where in general n+, but is in practice large but finite. 

Written in extended form the matrix appears as 

r 

2.0) ey tate emia) de oe 2x(0) | 

el ee RY es keke) 

| | Pe Sy ee eo. RID 

{x(t)} = ae ye Ba i Runes 

| ee ee oe ee 

1 

Ux *2(t) |, ety cis Pete 

Any column of {x(t)} in a particular possible realisation of the 

random function. When sending a signal we select one function or 

column from the set. 

Any row of {x(t)} for say t = t is a random variable i,e. a 

set of values which the random variable can assume for any particular 

selected time t = i in different realisations of the signal. 

A noise added to the signal, which we will refer to as an 

additive noise to distinguish it from other types of noise to be 

discussed elsewhere, can be represented in the same time interval in a 

similar manner as {n(t)}. When the signal is transmitted through a 

physical medium, which may be for example, a turbulent atmosphere for 

radio signals, or a semiconductor device in a receiver, it is modified 

by the parameters which define the properties of the medium, or what 

may be called the characteristics of the medium, Only in an idealised 

case are the values of these parameters (defining the transmission) 

constant and unchanging with time. Both the signal amplitude (Fig.2.1) and 

phase are changed and made uncertain by the unwanted modulation due to 

the fluctuation in the parameters of the medium or system ehrouatl which 

the signal is transmitted. A discussion of the fluctuations of the 

parameters or characteristics of a system is given by Bull in Chapter 

VI, pp 81 - 102, of his book (Bull, 1966).
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2.3 The State Variable approach to Stochastic Processes. 
  

Any stochastic stationary process x(t) with a finite spectrum, 

i.e. limited at the high frequency end of the band covered, can be 

represented also by the Ito stochastic differential equation (K. Ito, 

  

1951) 

am ; quot 

—— x(t) + ~ x(t). €.05 © ORC). & OF 
acm ace LE m 

quot _ m2 
dX ae” (t).+ oy E(t} * svn, © dine Ct) 

where py «eee. ¥ and dy seoce din are coefficients and &(t) is 

formally a random function with a white spectrum, aS in other words, 

it consists of a Markovian process of zero order, 

Thus x(t) can be realised by the passage of §(t) through a low~pass 

filter or a band pass filter, A particular representation originated by 

Zadeh and Desoer (Linear System Theory) McGraw Hill, N.Y,, 1963, p,281) 

is made by introducing the following substitutions:- 

x Ch) ss oct) 

“yxy (t) + xo(t) + AZE(t) 
d 
oF x} ay 

Se x(t) = Wg x(t) + x(t) + AQECE) 
A302 

oe) = ae) + ee eee) 

d : J XG) = Wx) + ete) 

or, in matrix form 

© {x(t)} = CF} {x(t)} + (6) {6(e)) 2.3.3



where 

; “Wy uf 0 0 soe @) 

OS RE ame: ae ae 

{F} = saab arsed 428 oe 

ego © Oe 21 

SH OE 07 5 oe’ 90 

{6} 8 AAS has Age senses kot 2:3;5 
m 

Note that {F} contains all the denominators and {G} all the nominator 

coefficients. 

For a stationary process the coefficients are invariant with time, 

and therefore {F} and {G} are independent of time, Using Laplace 

transform we may write the Ito stochastic differential equation in the 

form, 2.3.6 
9 = tA 

Cee eee ee Ass) = (s" + ys" a pol ees v6 (s) 

from which we may immediately write a corresponding transformer function 

of the so called Markovian filter, which memorizes the random process 

E(t) generating a Markovian process x(t). 

In the time domain this can be expressed by 

  

E(t) + | Markovian filter | +> x(t) 
      

In fact, if we process a random function with a white spectrum through 

even the simplest filter we shall get at the output a Markovian process 

the order of which will depend on the filter characteristic, 

Using the state variable approach, and merely by the Hercactien of 

{F} and {G} we may draw the following diagram ,Pig,2,2,



Lo, 

  

  

    

    

  

      

e PIP er ce 
which represents the system transfer function of a Markovian filter 

Obviously from the Laplace Transform of the Ito stochastic differential 

equation 

H Cs) * =j eee? 
s + ys" - eeee ew 

We can expand this expression as a partial fraction into the form 

m Sy 

H (s) = £ ——— + D 2.556 
¥ Loe Sot Ss; 2 

where the Ss; are the roots of the denominator that are assumed to be 

distinct and real, and the a; are the corresponding residues, Note that 

Do = lim “H(s).< (See P. M. Derusso, R. J. Roy and C., M, Close, State 
Ss. 

Variables for Engineers, John Wiley and Sons, Inc. N.Y., pp.329-338) 

The matrices {F} and {G} may then be written 

$} Oo eeee : 2.3.9 

0 85 ‘ 

a {G}= {ay a2 a}. 

Sm 2.3, 10 

and the transfer function diagram decomposed (Fig.2.3).



20: 

  

  

  

E(t) 

    

  

    

Rigs 2:5 
In general the roots may be repetitive and also appear in complex 

conjugate pairs (See P. M. Derusso et al. loc. cit. pp.329-338) 

The first and second order Markovian processes. 

A filter to generate a higher order Markovian process can be decomposed 

or at least approximated by several simultaneously operating first and | 

second order Markovian filters. Thus the simplest first order filter may 

be represented by 

  

0. r 
1 1 

Hy (s) = Lo : Deol): 

s +s. sty 
i 7 

where a he and ee in the diagram (Fig.2.4) below 

  

  

  

    
  

Fig.2.4



el. 

For either distinct or repetive roots of the second order Markovian filter 

we may use the already well known partial fraction expansion and represent 

it by 

O. Qa. 
H(s) = D>: % iL ey i. 12 

(s + 8,)? (s + s.) 

      

2.3.12 

where s; is a repetitive root and sy and Os 9 the corresponding 

residues. The given expression for a second order filter transfer 

function may also be obtained from the residue theorem for repeated roots, 

Thus, in general, for a ide order root, (see Guillimin, pp,303-310) 

1 ack- D k 
eer {e-+ 6.) HT Oe a enor [(s +s, Ne 5, 2.3.13 

For a second order repetitive root, we may draw the following 

diagram: - 

  

  

      
2.5 

from which it is clear that the output from the first order Markovian 

filter is processed once again by the second first order Markovian filter, 

This and even higher order Markovian processes could be realised 

physically as a microwave resonator partially or completely filled by a 

dielectric having fluctuating parameters, for example, a slightly ionised 

flame. 

The power density spectrum of the fluctuating process at the output 

is a sum, if the output is of higher order, of the several power density 

spectra.
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2.4 Generating a Markovian process which has an exponential 

cosine correlation function using a digital computer. 
  

  

It can be shown that an exponential cosine correlation 

function (Sec.3.5). 

v(t) = Ae oT cos wot 2.4.1 

has a Fourier transform 

2Aa ° 
P(w) = |Y¥(jw) |?   

  

T wt + 2(a2 i w*) uy? + (a2 ‘ & ey" 

1 
+ + 2 + 2A 2 

T ae : Sts 
(ju tat ju) Go a jw,) 

  

  

a 2 23 
- ju + for So) 2.4.2 

(-ju ta + jw.) (-ju t+a- ju.) 

substituting s = 0 + jw and evaluating ly (jw) | 

“on the imaginary axis 

¥(s) = (242) g 2.4.3 
s* + 2as + a2 + wi? 

which is the second order Markovian filter transfer function. 

Putting at the input of this filter a random function with a white 

power spectrum E(t), at the output we shall obtain x(t) with an 

exponential cosine correlation function. For this reason consider a 

simple feedback system with a forward transfer function 

G, (s) = A, /(s + s,) 2.4.4 

and a feedback path with a transfer function 

G,(s) 5 A,/(s + S4) 2455 

where Ay and A, are the amplification coefficients and Sy and 8,



the poles of the corresponding transfer functions (Fig.2.6) 

  

  

  

    E(t)   

  2) ae 

| Sts 

——       

Fig.2.6 

In the time domain this can be represented by (Fig.2.7) 

  

    
  

  
oe “Fig 22 
where as we have already shown, 

ha Mo Ae ae ic he Bg er 8) Be 

By inspection we may write 

x(s) = G,(s) [&(s) - n(s)] 

n(s) = Go(s) . x(s) 

  

‘e
 

sem X(t) 

Yo 

x(t) 

89 

2.4.6 

2.4.7 

Substituting the latter relation in the previous one, we obtain 

x(s). = G,(s) |&(s) - 6G y(s)x(s)| 

so that 
G(s) 

x(s) = oe » €(s) 

1 + G,(s) .G5(s) 

2.4.8 

which is the familiar expression for a feedback system with a single 

feedback loop. 

23%
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The closed loop transfer function Y(s) will be given by 

  

  

Y(s) = x(s) e = Ay/(s + 8) 
3 

E(s) 1 + AyAo/ (s + 8})(s + 82) 

A,(s + 89) 

: 

2.4.9 
s* + (s} + so)s + (s)So + AyAo) 

If we compare this expression with the previously obtained 

expression for a Markovian shaping filter for generating a stochastic 

process having an exponential cosine correlation function, we find by 

inspection 

8, = (a2 + w 2)! - : Jet 10 

a ae (22) Dinh Lk 

Sy 7 Py 20 2.4.12 

A,A, + 818, at wo? 2.4.13 

It is necessary therefore to solve four equations to determine 

appropriate parameters. Note that for bs Oy 

j 
= (2Aa : . Ay ( . ) : Ay 0 

so that the shaping filter and therefore the Markovian process also 

degenerates to the first order filter and process respectively, represemted 

diagrammatically by (Fig.2.8) 

  

  

      

E(s) Ay _ x(s) 

sts, 

Fig.2.8 

2 Bearing in mind these derived relations a simple computer programme 

for generating a Markovian generating process with exponential cosine



PAR 

correlation function has been written. (Procedure FLICKER) (See Fig 2-9) 

An analogue simulation could be made experimentally and directly using 

the circuit diagram Fig.2.7 or Fig.2.8. 

    

   

        

Aut@covariance function of a computer 

generated sequence with Markovian 

properties (see p.265 for program 

for generating random numbers and 

giving them Markovian properties 

by. passing through a filter). 

    
Fig.2.9 T 

Compare the correlation functions obtained from a sequence of computer 

generated numbers with Markovian properties (Program FLICKER) and the 

experimentally obtained (Fig.2.10), when a test signal was transmitted 

through a laboratory ionised flame. 

ae 

     
      

0 ate ane aot 

Autocovariance function of 

an experimentally obtained 

signal fluctuation 

            
  

Fig.2.10
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CHAPTER 3 

Analysis of stationary and non-stationary processes. 
  

A stationary process is one of which the statistical properties remain 

constant when the time origin is shifted, i.e. when the ensemble averages 

are independent of time. 

Since for a stationary process the probability density functions are 

independent of the time origin, it follows that the statistics of a 

stationary process are revealed by an examination either of a set of 

functions for any selected time t, or by taking a particular example of 

sufficiently long duration, which may be mathematically approximated to a 

sample of infinite duration. 

We can define T as the total time range through which a particular 

function from a set of stationary functions is taken, The element of 

time AT is the time during which the function lies between the vale xy 

and (x, + Ax,) during the total time T as t changes from O to T.(Fig.3.1) 

From this the first probability density function can also be defined as 

    

AT, G, 4%, 57) 

< 
: ae a AT 

Py (x) = lim — - = limy. <— $051 

T + © T+ © 
o Ax 70 ; Ax > 

The second probability density function. 
  

Let AN, (cy yt, 94%, 3 Xy ty» Axo) be the number of values lying in the 

range Ax, at Xx, at time ty and in the range Ax, at x, at time tos 

Then the second probability density function is defined by 

2 

Po Oy 9b) 5% 99) a 3.0.2 N+ © is 
Ax, 0 

Ax, penn O 

For any stationary process we expect that the fraction (AN, /N) /Ax, Ax, 

tends to a finite value as Ax, and Ax, tend to zero, 

For stochastic processes the second probability density function



ot 

gives a more detailed picture of the ensemble of stochastic signals than 

does the first. This follows because the second probability density 

function is a function of time and the variable x. The first 

probability density function can be derived as a special case of the 

second as t, 2 te 

It is almost: obvious that for a stationary process the second 

probability density function will be independent of the particular 

values ty and ty chosen, provided the difference, 

t = t =~ ¢ 3.0.5 

which is the delay variable, remains constant. The second probability 

density function can then be defined by 

Po (Xj »%Q5T) = lim AN, /NAx AX, 3.054 
i 

Ax > 0 

Ax, +0 

As was done for the first probability density function, we may take 

out of an ensemble one particular stochastic function and obtain the 

second probability density function defined by 

p(k. sX4 rT) = Lim: . AT 27 TAx2 Ax 3.075 
opal es eae Z Lae? 

Ax, > 0 

AX, +0 

where AT, is the total time from the duration of the selected signal, T, 

for which the values of x is in the range Ax, at x} at-time. t “and 

the value of x is in the range Ax, at ©. at the time. (t+ +). 
2 

For a fixed value of Xo if the process is stationary, 

00 

Py (x,) = | Po (x, »Xy3 dx, 3.0.6 

“OO 

and furthermore



  
    

® 

ect 
4> 

  
m
e
n
t
s
 

m
a
d
e
 

ri
 

= 

by
 
P
D
P
-
9
(
P
r
o
g
r
a
m
 

ex
pe
 

je
 

a 
FJ 
me 

9 = 
<I 

w 
ea 

i 

og
ra
m 

f4 
Ay 

0
5
 ( 

On 

oo 

IC
L 

  0.
0 

se
c.
 

28% 

a 

  ne em, 
    

   



29 

00 ©, Cs 

is P, (*,) dx, * i. Ls Po (x) .x, 5) dxydx, = ] S.0.7 

A diagram representing this equation is given in Fig.3,2 

The area under the second probability density function taken for all 

values of Xo is the value of Py Ox). 

The second probability density function is closely connected with the 

correlation function, and this connection will be discussed later. 

From the diagram in Fig.3.2 it will be seen that the occurrence of 

the value xy at time t, or when t = 0, leads to a_ probability 

distribution for the values of Xo at. a time (t + tT). The second 

probability density is therefore connected with Markov processes. 

In order to be able to apply analysis pertinent to finite matrices, 

which is suitable for numerical computation, we shall divide continuous 

variables into a finite number of discrete values, such that xj GS 

where S is the total and closed space of the variable x. 
  

& 

fe, @ 

  
  

        
Fig.3.2
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3.1 Probability density functions. 
  

In general an infinite set of probability density function is required 

to describe completely a stpakestee process. Simplifications can be made 

when the statistics of the process are independent of the particular time 

interval over which the stochastic process is investigated. The process 

is then said to be stationary, 

The first or initial probability density function may be approximated 

as the ratio of the function of the number of signals lying in the range 

between x, and (x, + bx, ) at time. .t (Fig <3.1) 
L 1 

Thus if 

N = the total number of signals in the ensemble 

c+ Ny (x), % Ax, 5 

= the number of signals lying between xy and 

t,3N) 

(x, + dx,) at time ty 

N, Gx, 5% Fax,» tN) 

  
then E < N 

Py (x, >t, 5N) hah aes - Sil. 

. su AN 
cee P, = lim a 

N + © 

Dox. 0 

The first probability density function is a function of the location 

x, and for a stationary process, is independent of edie, 

In general a Brace sample of a stochastic function (kth sample) 

does not have a sufficiently significant average value when taken with 

respect to time. It will be an average pertaining to the particular 

period of time over which the signal was observed, and may be different 

from an average calculated from an ensemble of similar signals, or Fron 

an average taken at another time. 

To obtain a significant ensemble average value it is necessary to 

take the average over an ensemble at a particular time. Thus, in
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Fig .3.3 

An experimentally obtained cumulative probability P(s) 

where signal is transmitted through a laboratory flame 

(T = 0.1 sec) 
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Fig.3.4a 

An experimentally obtained probability density 

functin p(x) corresponding to Fig.3.3.
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general, the average value will be a function of the time at which the 

average is taken, i.e. 

i" ave <X- > mn t c 
~ 

ave <x(t))> 

*x(t,) + (ty) + *x(ty) cect x(t, ee at) 
  

N 

1 k 
V x(t,) 3.1.2 

k= e
m
 

Se 

Using the first probability density function we have 

Dee 

ave <x(t,)> = f XP Cx »t,) or, for a continuous function 
= 1 he 

+00 

ave <x(t,)> = | x.p(x,t) Ax 32103 
co 

“lf the value of x is limited or bounded, the limits of integration 

may be changed to these limits without changing the value of the average. 

For a discrete vartablee which moves in discrete steps, and more 

closely resembles the action taking place physically, this probability 

density function may be calculated by grouping the signals together (Fig.3.6) 

according to a sequence of signal levels, for example x,. The ratio 

of these signals to the total number of signals in the ensemble is in the 

limit N + », the probability 

py & »t,) dx, 

The area under the probability density function for any given time 

U 

e p (x st,) dx = 1 a Tb 

*L 

is 

which expresses the fact that there is certainty that the signal lies’ 

between the two limits x, and xy: (Fig.3.1) 

If we take the lower limit constant at the value ~@ or x, and 

vary the upper limit we obtain the cumulative distribution function,
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3.2 Transition Probabilities. 
  

Let us consider a system which starts in the state Xe with 

probability p(i). The probability that the system is in Ay is given 

by the i-th component on the initial probability vector (°p}. 

Similarly the probability that the same system will be in the state 

xs after say k consecutive steps is given by the j-th CSmpinieht of the 

vector fat te, (k) 6G). 

Here we suppose that the system can be statistically described by 

its probability vector, a row matrix, and a tensor, i.e. a corresponding 

stochastic matrix of transilion probabilities 

nis = {p(i,j)} Sa 

If the system before the last k-th step of observation was in the 

State for by wis 23 ack: sO 

(k~1) 

7 

with probability p(¥), then for the next step to be in x(j) the 

(1) 
transition probabilities are p(v,j). 

In general some of the transition probabilities could be zero, but 

the total probability that in the k-th step is in j, a particular 

j, is 

Ck). 43 Bed) Oy oes 
Pte: Mig 4 p(t). p(,j) 5.252 

for, dtetenent jos? be 23, ec ses UN 

we can write 

eet eo, BOSD + ree reals? toe t Cer2), Pp (1N) 

C5 (2) Oe Ge i, -p 2) 4. coc ea) 

(kK) Bay) CerD) | -pQU,1) + Cen) «PN, 2) gr Ce“) -P(N,N)
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or, in more compact matrix form 

0, | i en : 9.2.3 

Similarly, going a step back. 

fa, | . fe-2), jen Bp A 

2), | . [0 br 322.5 

oor = 0 

and so on until 

Pp. 

By subsequent substitution 

er} = fj? 
{>| 

eo 6 = eee 332.6 
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[| 
This simply means that by multiplying the initial probability vector 

fon | oy the k-th power of the stochastic matrix which defines the first 

order transistion probabilities we will obtain the probability 

distribution after k steps from an initial state. 

Usually it is not possible to reach a state } from any other p 

state in only one step, but in a few steps. If every state can be 

reached from any other state, not necessarily in one step, the process 

is called irreducible. (Takacs, L. Stochastic Processes, John Wiley, 

1960). In an irreducible Markov chain the set of all possible states 

forms a closed set, and no subset which belongs to that set is closed. 

Normally for Markov chains which are not irreducible from one particular 

state, say x» we can go to a statistically defined subset
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my € So1 

where 85 is the total available space of states. 

To all other states, * é S; the transitional probabilities must 

by definitions be equal to zero. We shall deal exclusively with 

irreducible Markov chains. 

If the Markov process were not of zero order, i.e. completely random, 

the transition probabilities would be peaked ; quickly decreasing to 

zero for remote states in the ates subset Ss. If no ‘subset Ss; is 

closed, i.e. the chain is irreducible, then after say k steps we could 

reach any state a € SS with a joint probability distribution 

independent of the initial state, i.e. 

os ye k 
(pag) = (pq a 

nwt 
= 565) 7 

so that 

eos Re > N when N is a large number 
of steps 

For this case the Markov chain is said to be ergodic, and the initial 

(o) probabilities p are therefore called also stationary probabilities. 

Note that for a stationary Markov process, transitional probabilities 

will depend on the chosen unit of time between two successive steps of 

observation, (Fig.3.7a). 

The diagram shows how the transition probabilities are related to 

one another in an ectiat case when signal fluctuation was analysed. 

It is almost intuitively clear that if the time difference is made 

small enough, the transition probability density will be a very peaked 

and narrow function and the corresponding subset of states which could 

be reached even in several successive time intervals would be very 

limited. 

By increasing the unit of difference time, or taking more units of
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the shorter time, the corresponding accessible subset of states becomes 

larger and consequently the corresponding transition probability 

distribution less peaked. 

In order to distinguish between the different transition probabilities 

they should be described and noted as functions of the unit of time 

difference; °¢:54 ee = t, where to is the time at which the initial state 
1 

was observed and ty is the next subsequent time of observation, which may 

be taken arbitrarily close to ty if necessary. 

If the time +t were chosen to be longer than the natural time 

constant determined by the inertia or the memory incorporated in the 

system, then the transition probabilities become almost completely 

independent of the initial state, In other words, all row vectors in 

the transition probability matrix become the same and equal to the initial 

probability vector. 

If, on the other hand, the time interval +t is chosen too small, the 

transition probabilities 

pti. id .* OR Oe ter te 4 
32758 

ott 4) O07 tot iF. 3 

become piceee certainties, i.e, each is almost equal to 1,0, and very poor 

statistical descriptions for the future spread of values is obtained, 

However, this property can be utilised for obtaining a theory applicable 

to short time intervals consisting of several periods t in succession, 

resulting in the retrieval of information transmitted through a system 

with fast fluctuating parameters. 

On the other hand, the observed inertia of signal magnitude and phase 

Fiuctuatioa: is utilised in a special technique of suppressing noise in the 

vicinity of a signal transmitted through a system with time varying 

transmission parameters (see Aston Filtering).
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Fig.3.7b 

Fig.3.7 Samples of transitional probabilities of fluctuations 

when a signal is transmitted through a system with 

fluctuating parameters. Fig.3.7a is obtained 

directly from a fluctuating signal amplitude and 

Fig.3.7b, after the same signal has been processed by 

the Aston Filter (see Chapter 10).
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3.3 Correlation Functions. 

Similar conclusions could be obtained by a study of the correlation 

function which, by definition, is the expectation of the product of two 

values or states which the stochastic process assumes for two instants of 

time, i.e. ty and. f.4 1 For a statistically stationary process 

*f0o +00 

te (1) ste) p(t) | | XX p Gr, X55) p.dx, dx, 3.081 

(1) 
where p(x, Xt) is the probability that in time t, * Tt we can reach 

a state Xo when the initial state is Xs and p(t) is the correlation 

coefficient for time 1. For a closed space of discrete values of x., 

N N 

PUP eh he eke, p 3.3.2 
I=) J*1 

where as before, xy and xy are two consecutive states and +t is the time 

difference of the transition. Thus p(I,J;1t) is the transition 

probability for the time difference, tT and °%, is the initial probability 

distribution. 

We can write in the matrix form 

|» [1.Jst] \- fcr) | pce | 7.3.9 

joint = transition*initial 

For a stationary and ergodic process 

+T/2 

p(t) = lim % ue x(t).x(t+t) dt. 3.334 
T - @ 

Note that here the integration is taken in the time domain, while in the 

previously given expression for p(t) it was summed or integrated in the 

domain of the variable x, 

The initial value, p(0), of the correlation function p(t) is 

equal to the normalised power of the time function if the time function
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Fig.3.8 A sample correlation function obtained from 

experiments in Chapter 8,



Corrections due to finite time of observation. 
  

As all measurements have to be carried out in some finite length of 

time, it is clear that we cannot meet the mathematical definition of 

integration for limits T + © , neither in the real time domain nor forthe 

time delays or lags. We usually have at our disposal a truncated time 

function or time function of finite length, with the time "window" extend- 

ing from T, to Tos T, being the start and Ty the end of the time of 
1 1 

observation. 

If we are concerned with the computation of the estimate of the 

covariance function, then it is obvious that the maximum delay of interest 

must be much shorter than the maximum time available. Otherwise, in the 

digital computation, for example, we would be summing a smaller number of 

products for the shorter time delays than for the larger. 

In order not to have the results modified too greatly by this effect, 

the maximum delay must be only a small fraction of the total time of the 

record, say for example T/20, i.e. 5% of the total observation time. 

The apparent autocovariance functions can then be defined by 

gl 
x(t = 1/2).x(t. +.1/2) dt 3,5°-6 

+1/2 

es 1 = 
(T,-T,) - [7] 

1 

where |t| < oe ees (Ty i T,) 

The etreitaadine apparent power density spectrum can be obtained as 

the Fourier transform of the apparent autocovariance function. 

As the time function is multiplied by a square wave time function, 

the corresponding frequency spectrum is the convolution of the true 

spectrum and the spectrum of the square wave time window function. 

The inverse transform of this convolution is the result we observe 

as the apparent autocovariance function. (R. B. Blackman and J. W. Tukey). 

* representing the time "window", 

rie
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The true estimate or the corrected autocovariance function can be 

obtained by modifying the apparent covariance function. This could be 

done by multiplying it by a prescribed even function of 1, say D(rt), 

usually called a "lag window" correcting function. Thus 

Dit )<.C tt) xxapp 3.3.7 

which expresses the fact that the true estimate can be obtained by 

multiplying each co-ordinate of C pi?) as measured by the corresponding 
xap 

co-ordinate value of D({t), (PROCEDURE CORRFUN) (List of Programs p.263) 

There are known three different lag windows correcting functions due 

to ParZen, Hamming and Hann (Blackman and Tukey, 1958). For analysis 

made in this research, Hamming method was adopted and included in the 

program SHORTBITS. When no smoothing of data is preferred, Hamming is 

"FALSE", The Hamming spectral window, i.e. the Fourier transform of D(t), 

is given in Fig.3.9. 
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Fig.3.9
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te emer enon ent tne Rp te eR nen ten a en ee a 

We shall study the two functions, the autocovariance functions and 

the autocorrelation function, both of which are the averaged values of the 

product of two time functions, a time delay or lag being applied to one of 

the two functions. 

In terms of ensembles the average product of two functions with a lag 

t is defined as 

po) = ave <{x(t)}. {x(t+t) }> 5.441 

where < > as before stands as the notation for a set or ensemble. 

In terms of single functions defined in the-time domain 

742 . : 

ap C(t) (= lim if x(t). x(t#t) dt 
XX Pil ue 1/2 

ss k(t) Tetad ; ee 

where the superscript k denotes the k th sample function from the 

ensemble, i.e. the k th column of a random variable function matrix. 

The autocovariance function is defined as 

CD) = ave <{x(t) - ave <x(t)>} . {x(ttt) - ave <x(t)>}> 3.4.3 

where ave <x(t)> is the mean or ensemble average of a random variable x(t). 

For a stationary random process 

ave <x(t)> = ave <x(t+t)> 

i.e. the ensemble average does not change with time, 

For a single k th function, i.e. one of the possible realisations of 

the random function T 

+2 

Ke (a= nim | Recey - Sxceyd [xceery - Bxceyp] at 954.4 
XXX a Se Tl,



=>
 

+o
) 

* 

Note also that x(t) = x(ttt) for a stationary process, the double 

bar indicating the long term average. 

Under the term autocorrelation function we shall understand 

v(t) = C(r)/C00), 

i.e. the normalised autocovariance function. C(O) is the variance and 

1 
(c(O))? = o is the standard deviation of the random function. 

Furthermore 

W400) 4-2 2..0 

Whenever we deal with the actual recorded data, we manipulate with 

the averaged lagged product. Since as a rule the averages of a random 

process or signals which generate random processes which operate on them 

have mean values zero, we usually have to deal with the autocovariance 

function. 

Using the Wiener~-Khintchine theorem the autocorrelation function may 

be reduced to the form 

+00 

-j2nft 
c(t) = i P(e ae 3.455 

where 5 

eit -j2nft 4 
=, P(£) ~ Lim 7 x(t) e t 3.456 

T + © -T/2 

The function of frequency P(f) describes the power density spectrum of 

the stationary random process considered. Expressed more precisely 

P(f) df represent the contribution to the variance from frequencies 

between f and (f + df). In other words, this is the variance for a 

narrow frequency band of the fluctuating signal. This can be visualised 

in the diagram, Fig.3.10. 

The pure mathematician might prefer to refer to this doeckaias as the 

covariance spectrum because the d.c. power is either zero, or for the 

ease of calculations made to be zero by subtracting the mean value.



Otherwise both spectra are the same. 

As the autocovariance function is expressed as the Fourier transform 

k of the power spectrum density, the inverse Fourier transform of “c (x) 
xx 

should give Pi) in this way:- 

—j2rft 
e 

i 

Pt) = } Sx dt a 

As C6) is an even function 

co 

Pe Af) we af o,9¢x) cos 2nf£t,dt 3.4.8 

integrating or averaging for all delays from -~ to +», It should 

particularly be noted that setting t = O in expression for C(t) 

c(0) = [ew.ee, = 0% 3.4.9 
co 

i.e. the mean power or variance of the random function. (Fig.3..8) 

Being the Fourier transforms of each other, the covariance function 

and its corresponding power spectrum, from the mathematical point of view 

represent equally well certain important properties of random functions. 

Depending on the available instrumentation, either one or the other might 

be the easier to determine in practice. 

For analogue spectrum computation it has long been practice to use 

spectrum analysis. In recent years autocovariance measurements have been 

extensively used. The disadvantage of the latter lies in the necessity 

to have delay circuits which are independent of frequency, i.e. the delay 

circuits should have a flat response right up to the highest frequency of 

interest. While for a simple filter there is a definite relation between 

the phase or delay and the amplitude of the frequency characteristic, for 

a more complicated filter or delay network, the phase can become 

appreciably affected even when the amplitude is only slightly influenced, 

For digital computation either of the two methods is equally easy to



47, 

use, with a preference for the use of the power density spectrum measure- 

ment. When "on line'’ computation is performed the Fast Fourier Transform 

method (FFT) is preferred. For a recorded sample function the computation 

ef the correlation function requires a less complicated programme, and so 

often would be preferred, even if the computation time is longer. 

In the interpretation of the results, the power density spectrum has 

certain advantages over the use of the autocovariance fuction. In almost 

all practical situations the data to be analysed do not represent the 

actual output of the system under investigation. In such cases, the data 

have been modified, sometimes quite radically, by the transmission 

characteristics of the devices used to detect, amplify and record the data. 

Whether this modification is intentional or unavoidable, or even due to 

ignorance, corrections can be obtained to correct the effect of using the 

modified data if one performs the computation on the power density spectrum 

rather than on the autocovariance function. 
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3.5 Analysis of the Power Density Function. 
  

Let us assume that we may make an approximation to the autocovariance 

function (obtained by computing the experimentally recorded data) is an 

exponential cosine function or by a sum of such functions. 

Ae -a|t| 
Ct) oc 6 cos wot 2.5.4 

; ; : -1 : : 
The parameter W has the dimensions radian sec -, a has dimensions 

2 a s ; oe 
sec -, and t, seconds. o has dimensions of power and is always positive, 

2 ; : 2 ie gh " 
1.e.-. 020, The dimensions of o can be eliminated by introducing, as 

previously, the autocorrelation function. Thus, by putting t = 0, 

Ae) = xX = 6 so that > 

3 eee eG) Cont) 16,0) e cos wot <a 4. 

The corresponding normalised power density spectrum evaluated for all 

tT > O, is given by the Fourier transform of Xue 28 

00 ~~ 

G__(w) = 2 fy (t)cos wt.dt = Bi e cosw t.coswt,dt 
XX Th» xx t Jo ° 

i Lf em | eos(ug-w)t + cos(u,t0)s| cat 835.3 

For convenience in writing put 

B® oo we
 eae Ae. 

from which, by substituting exponential forms for the cosine terms we find 

G._(w) = iG Be ee ee | 375.4 
xe g2 + a2 2 + G2 

which on substituting back for 8 and y, we get 

uf iL og Ef Poe 2] ass 
. L (w, - w)? + a2 (w, + w)? + a2
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The expression in the square bracket could be simplified as the 

ratio of two polynominals in w, getting finally after some reduction, 

a, ae ee 
2a N(w) _ 2a pee ce Go Gy woe | Die Ee age ae ‘ Dw) 3 wt + 2(a2 - w 2) (a2 + w 7)? 

  

From this it immediately follows that, 

  

as w0, G0) > ao sleet 
Pigs? 

oO 

Sone 1 
for large w CM) Se 

and G (w) >0 as w-@ 
xXx 

Differentiating G with respect to w and re-arranging terms we 

get 

-2w[wt + 2(a2 + w 7) w? + (a2 - win }2 - hu? | 
  

xx 3.5.7 
[wt + 2(a2 - 07 )0? + (a2 + Herd) 

By equating Gy (w) to zero we can find the extrema of C4 (w) » One 

root of 6 is obviously at w = 0, and has the value zero. To find 

the roots of the polynomial in the square brackets in the numerator we 

find, putting n = w2 

eae ee a aN Ne aa 48 uyyh (= + Wo yas [Ca + . ) (0. 2a bh Foe 30, )] 88 
  

Real roots of w could exist only if the following conditions are 

met:-~- 

(1) D=0 

where D = (a2 +w 2y2 - (at = 2a2y 2 ie Fey *) = 0 
Oo Oo : Oo 

or Dh Ged PONS Bt F), Pe 3.5.9 

which is a condition met essentially for all values of a and Wo:



(2) p? = a2 + w? oF 27.20 3.5.10 

so that 

: Silt te oe aa oe eo eae oo Au, (o Wy) ) (a Ws ) 

or 

-o't + 2u a? + 30," 2 0 8 5aL) 

To find the limiting case we shall equate the polynomial in a to 

zero, first substituting — = a%. 

Obviously w real are obtained when 

< 
_ “Bt ae, ou, 7 3.5912 

For a% > 307 no real maxima of GC. (w)occur, other than that at 

w = O, and the power density spectrum decreases monotonically to zero 

BS 20 net 5, 

For 30,7 = a*, a single maximum occurs at 

oy =. any 3.5.13 

which is given by 

} 
3 - Oa tae? 4 Fe ont Nie ee i oe 0) Ey [ (a Wo ) (0. om ) Aw, ] (a. Wy >: 

which, on reduction becomes 

w,? = 2w (a? + w 2)! - (a2 + 7) 3, Denke 

The value of the new maximum of CG) could be obtained if we 

substitute w,* in the expression for C) i.e. first in the 

expressions for N(w) and D(w). Thus 

N(w,) = 2u (a? + w 2)! 3.5535 

D(w,) = 80? { - wo (a2 + w 2)! + (a2 + 07)} 

N(w) : 
2a 

Cg > era) 3.5.16 

1 1   
2m.W91 * (a2 + woyA)d 355.47
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If we form the ratio of G_(w,;) and G (0) we have 
xx xx 

Gen? 1 ee > 18 2.5.18 ae bu (a2 + w.2)? ~ bu? 
oO o oO 

  

The following conclusions and remarks can be made:- 

Fot all values of wi? > a2/3, i.e. when the new maximum exists, 

the extremum at w = O becomes a minimum of the power density spectrun, 

or in other words, the minimum of the power density spectrum of the 

assumed exponential cosine type autocorrelation function, 

The suppressed low frequency end of the power density spectrum can 

be expected to be obtained aes the fast frequency dependent feedback 

system is in operation. 

On the other hand, when the record is too short, for the fluctuating 

process under study, the low frequency part of the spectrum could also be 

defective, giving rise to the exponential-cosine autocorrelation function, 

which has already been obtained, (See Chapter 8). 

experimentally



3.6 The Approximation to the experimentallyobtained power density spectrum 
by means of analytic functions. 
  

The aim of this Section is to represent a power density spectrum P(w) 

obtained experimentally by an analytic function Pw). To do this the first 

step is to change the variable w introducing w, given by 

Ww = 2 arctan w S76. 

which transforms the domain --<w < © into the domain -1<y <1. The 

transformed function Py) is periodic with the period 2n. It is easy to 

expand this function in the domain of y. Being symmetrical, all the 

sine functions will have coefficients zero. 

Thus 

P(p) = Co + c, cosy tore’ c,cos ise c cos HVE 355.2 

This may be done by any of the known methods, based equally spaced or 

unequally spaced discrete values of P(w). 

The variable now can be substituted by 

u = cosy where ww = are cos u 32053 

so that terms c,.cos x can be expressed as 

c,.cos ky = cos(k arc es u) D664 

It is known that a polynomial of the form 

aL 
T,. (4) = (cos kyp)/2 whete.u.- ©: cOep “and kw P62 ee. 

is called a Chebychev polynomial of the first kind. Consequently, we 

can put (Solodovnikov,1965) 

k-1 
P(u) = Ce + c,T, () + CT, (u).2 Se CT Cu) .2 see adne 

eC Tay C. 3.6.5 
Th oak 

a series whose terms are Chebychev polynomials of the first kind.



bo 

Recalling that T, Cu) =u, 

2 
T, (u) = cost = inate -1)/2=u' -} 336.7 

3 
T, Cu) a ae eS 

i c i & +
 I T,(u) 

and the recurrence formula 

1 
Tyg ut) (a) ~ FZ Tn Ske 23 aes 

Having calculated the polynomials T,. (a) and substituting them into P(u) we 

obtain 

Ride, + 0, uX + a cee. u” 3.6.8 P(u) = ap + aju + au k 4 

The coefficients a, are obtained by grouping coefficients of u 

together as is shown in the corresponding computer program (ANALYSIS). 

  

The next step is to go back to the domain of w. Since 

u = cosy) = 2cos*h - 1 oe le=- : = 

1+ tan2e 1 + w2 

= 0 230°)/0. + w*) 3.6.9 

The analytical function in the w domain may be written as a hypergeometric 

function 
a ee te OA Sa: 

P.(w) =a + ay oes i a2 (=) + aera x a 
> . 1 + w2 1 + w2 1 + w2/ 

oe 

1 + w*/ 

The expansion in series makes it clear that the very complicated spectra 

are in fact composed of high order spectra with different weights, Os 

From the same expression it is possible to find out the order of the 

Markovian process which generates the stochastic function. For this 

purpose it is even more convenient to express P; (w) in the form of ratio of 

two polynomials



2k 2 2n 
By + Baw 3° eee + Bow wane + B 

an” Pur) ¢ 3.6.11 
Caw ys? 

which is obtained from the previous equation by reducing the series to a 

common denominator and grouping the nominator terms in ascending order of 

powers of w*. This is done in the second part of the computer program 

(ANALYSIS). The coefficients ay. and Be enable us to compare the 

different spectra without looking at their graphical representations. 

(See p. 192: Table 1).
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CHAPTER 4 
acne net anette 

4.0 System identification 
  

System identification is defined as the determination of the transfer 

function of the system. (Appendix 12). 

The necessary characteristics for identifying a system, depends on whether 

the system can be considered as a time invariant system or not. In the 

first case it is sufficient to determine the system phaauter function, 

whereas in the second it is of more importance to find the transfer function 

' of the Markovian filter through which the randomness of the process is 

impressed on the signal. From the experimental results it is obvious that 

the knowledge of coherence bandwidths is also necessary. 

It is well-known that a system with time invariant parameters can be 

mathematically described in the time domain by its impulse response h(t), 

or by its Fourier transform, i.e. system function, in the frequency domain. 

A particular input signal Ke (t) will give rise to a particular output 

signal Rc): The output, in the time domain is obtained by convolution 

of the system weighting function and the input signal. In the frequency 

domain, the corresponding output Y(jw) is given as the multiplication of 

the input signal X(jw) by the system transfer function H(jw). 

For systems with time varying parameters the input out put relationship 

is not so simple. It has been shown (Zadeh 1961) that this relation 

can be expressed mathematically in a variety of ways, starting with the 

classical differential equation representation, to the More recent state space 

variable approach. Although the mathematical rigour and validity of such 

methods cannot be suspected, it is dubious if any ot these methods give 

easily real insight into the physical properties of systems with fluctuating 

parameters. 

In the course of this research, it was found that the simplest Le 

therefore clearest picture of a time varying system could be given, by the 

system correlation function defined for a coherent band of frequencies. 

This approach leads to the input-output signal relation which is expressed
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by the convolution in the frequency domain and by an ordinary multiplication 

in the time domain. 

Furthermore, this simple approach leads to a relatively simple 

Seth ioe. In the following few pages the philosophy of this approach is 

explained, starting from the time invariant system and its tranfer function 

identification. As the system with time varying parameters is specified 

by the Markovian filter transfer function, for the coherent band of 

frequencies, identification of its parameters is necessary. 

In the course of this research this has been done experimentally but 

utilising ICL computer for numerical calculations (Program SYSTEM). Note 

that Markovian filter characteristics are also functions of time, but may 

be approximated by their average values for the time interval of interest. 

tothe case of a turbulent but otherwise stable laboratory flame, it was 

found that these parameters do not change appreciably. 

E(t) 

  

sa lie + haa oy. 

      

  

(s) aerate 

“i s+ Wy rs eee 

n(t) 

S(t) | CHANNEL S(t) 

Coe Oa: aCe Cee Rte ee 

      

Fig.4.1 Mathematical model of a single path signal 
transmission through a physical system 
with time varying transmission parameters.
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4.1 Identification of time invariant systems. 

In control engineering it is usually accepted that a complete 

statistical description of a system may be given either in the frequency 

domain or in the time domain. 

If we know the amplitude characteristic A(jw) and the phases y(jw) 

as functions of frequency for the system we can find the system output 

spectrum Ss” Aya) for any input spectrum 8 (jw) merely by multiplying 

the input amplitude spectrum by the system amplitude characteristic and 

adding to the input phase the system phase characteristic. Such methods 

are also widely used in iactarcat engineering Trakhiea inn udine tele- 

communications. 

The corresponding description of a system in the time domain is the 

‘impulse response or its weighting function, h(A), which, on applying a 

Fourier transformation becomes the system transfer characteristic, 

FrihQ)} =" “HCja) =~ ACja) .e° 

If we know the system weighting function for a linear system, h(A), 

we can calculate the response y(t) to any time function x(t) applied at 

the input by the use of the convolution integral 

eo 

y(t) = | HO) act oN) dh 

For physical systems, i.e. those in which cause and effect bring 

about a future effect, the present output of the system does not depend 

on future events. The upper limit of integration should therefore be 

changed from » to the present time, t. If also, the input signal has 

been applied only since the time t = 0, the lower limit of the 

integration becomes zero. Therefore the output is expressed more 

particularly by 

t 

y(t) <= [ h(A}..x(t = +) dd



This expression remains a mathematical description which lacks 

physical realisability, as will be shown. An impulse is by definition 

of infinitely small duration, while the area under the curve is finite. 

Even if we try to approximate to an ideal input impulse function by 

attributing an extremely large value or amplitude of the input quantity 

for a very short time, we are likely to find that we have exceeded the 

limits within which the system can be regarded as being linear, 

- and the system may even have been overloaded to saturation. 

In evaluating the impulse response we may consider the response to 

all inputs which is only a rough approximation in the frequency on 

of interest. Thus, if we have a rectangular pulse of width t centred 

at t = 0, and which satisfies the condition that the product of its 

amplitude and the time width At is equal to unity (and at the same 

time that 2At..< Mes i.e. that the pulse duration is short enough 

in comparison to the duration of the iiehent frequency of interest) then 

the useful part of the pulse spectrum so defined is white up to hae 

An approximation to the impulse response of a linear system can be 

determined by applying a suitable noise signal to the system input and 

measuring the cross correlation between the input and the output. The 

advantage of the method is that the test noise signal can be applied at 

a very low level, so that no disturbance is made to the system, It can 

also be done without interfering with the normal operation of the system 

while it is under investigation. (Appendix 12). 

The disadvantage is, one which will become clearer later, that it 

can be utilised only with linear systems having constant or characteristics 

which vary only slowly with time, for the cross correlation, which is 

essentially a process of averaging, builds up the result only in a 

considerable time. 

In this latter case we can use, instead of real white noise as an 

input signal, a repetitive pseudorandom noise which has an autocorrelation 

function very close to that of an impulse.
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4.2 Relationship between input and output in noiseless systems 
  

As has already been shown, (Shannon, 1949 ) it is possible to define 

a continuous function with any desired degree of accuracy in terms of the 

sequence of values the function assumed at discrete intervals of time. 

The requirement is that the intervals must be sufficiently short to 

ensure that as much as we require of the fine structure of the function is 

reproduced by the samples for the particular analysis we intend to use. 

Let us write these values as a vector 

{x} = {x,, xy . 

it
 {x, (t,), x (ty + At), x3(t, + 2At), weve 

x(t, + (- 1) at)}? 4.2.1 

i.e. as the transpose of a column matrix, 

Suppose that the sequence so defined represents a sampled signal at 

the input of a physical systeme N.B. Many physical and engineering systems 

can be represented for analysis as having only one input and one output. 

The corresponding output values depend to some extent on all the 

previous values of the samples taken at the input, but in such a manner 

that the more recent values have more weight than those which occurred 

previously. If we denote the weighting factors in sequence by ie we 

can write the output of the system in the form 

Xz 4.2.2 

where Ye is the output value, often called the response of the 

system at the time (t, + ndAt). 
1 

For a first order Markov process where the output depends on the’ 

response at the present moment and also on the response for the 

immediately preceding moment (and not at all on all previous) 

In are . Wo" n-1 4.2.3
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In general, for the ae order Markov process equation 2 is valid, 

but there will be a number of terms greater by.unity than the order of 

the process. 

Each input value is in fact the value of a continuous function 

multiplied by the Dirac delta function b(t) - ndt), and the weighting 

function can be regarded as the response of the system to a Dirac delta 

function at the input. 

For a system of which the parameters do not vary with time, the 

weighting functions do not change with time, The system always behaves 

in the same way, and the weighting functions ws are functions of mene 

and-not-of t, .4.e. 

w = w(t) where we have written for nAt, 4-2.4 

If one or more basic parameters of the system vary or fluctuate with 

time, then the weighting functions are functions of t and , i.e. 

Wwe Wt. T) lt 2 

It was found that for a clear understanding of differencies bateeen 

time varying and time invariant systems, it is necessary to use the matrix 

representation of their input output relationship. From this representa- 

tion it becomes obvious that in the case of time varying systems the 

convolution of w(t,t) and x(t) is not so simple as in the case of time 

invariant systems. The big simplification is obtained in the former case 

when the weighting function tail may be neglected, i.e. in the case of very 

slow rate of change of signal in the comparison to the longest time constant 

of the system. Recall also that the longest time delay in the signal 

transmission defines also the band of coherence of signal components. .
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4.3 Matrix representation of time invariant system. 
  

The relation between the input and the output may be written 

{y} = {w} {x} 

where 

06 8 rinse oe 
| | 

Wo ms 0 O eovece 0 0 

| } 

‘ 4 W Wy Wy Ore as cst 0 (@) \ 

- ee 
etc ‘ 

Ww 0 

wow w i arace W 
n n-l n-2 . : 

_
 

eo
 nN
 = 

No
y 

in which each separate column is the same but shifted one row downwards 

for each period of time At. 

If the input and the output are of the same dimensions, then [w] 

represents a dimensionless number. 

For a no~memory system [w] degenerates into a diagonal matrix, 

  

r 
ve 0 0 0 \ 

0 Wy 0 0 

0 0 w 0 Geo. 2 

[v= J 
%y 

Wy) 0 

L 0 Wy 7   
If the discrete values of the input and output samples oe held 

at constant value until the next in the sequence arrives, the input and 

output functions will have a step-like form. Let us describe the 

operation of holding the successive values constant he an operator 

“rect”, .. Then 

rect (w,) = at 

and 4.3.3 
dy} = at. [ce] {x}
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in which [c] is the matrix 

7 
| &y 0 eee eee eee 0 

{ 
Be 8) eee 

ss 4 [c] | A 4.3.4 

| ee rh ee 2. 60°. Bo 81 

J 

Referring back to equations 1 and 2, we see that equation 

can be expressed as the sum of terms of the form 

ge 

‘ 

which, in the limit, for At + 0, becomes 

CG 

yt); i* dsc - t).x(t).dt 4.3.5 
0 

which is an integral relationship known as the convolution integral. 

Multiplication of the square semi-matrix [G] with a column matrix 

{x} in extended form gives 

\ SR x) | 

g ee 
fol gx) Sat 4 a 4.3.6 

ears 

8, Ba-1 °° 78 

which can be transformed for systems which are invariant in time, 

( 
x) 0 0 8) 

X» x) 0 Bo 

1G) UPA ae ey oe oP. 2 {xp aero cto 

ee <s ee 0 e 

*n *n-1 et By ) 

Similarly we can transform the convolution integral, 
c c 

[ g(t - t).x(r) dt = ie x(t - 1t).g(t) dt 4358
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4,4 Noisy Cie wih having parameters varying with time. 

Let us again,as before denote the input and output of a system in 

which there is noise and of which the parameters fluctuate from time 

to time, and of which the impulse response is therefore represented by 

equation 

oe Awe} } 4.4.1 

as { x(t)} and {y(t)}. If additive noise is introduced in the system 

output it may be represented by 

: - 
{n(t) } {n, 5 Tos Nay sees nt 4.4.2 

then the output may be represented in matrix notation as 

Ga(t) } es ty(e))° + Inte) 4.4.3 

where z(t) is the resultant representation of the output. 

Engineering systems are usually designed so that only the zero'th, 

the first and the second order Markovian processes are necessary in their 

representation. In general the time taken for the transmission of the 

signal through the system may be subject to very long delays. There may 

also be more than one transmission path, and the delays arising from them 

may not be either constant from time to time nor the same along one path 

as another. Consequently, it may be necessary to include the considera- 
alone 

tion of Markovian processes higher than the first or second. 

For a system with randomly fluctuating parameters the weighting 

function may be represented by the matrix 
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The highest order of the Markov process which is considered to be 

of importance in defining the action of the system on the input signal 

is denoted by n. Also, since the system parameters fluctuate at 

random, within the limits allowed by the system, some of the weighting 

diction. Was (O < j < n) may have zero or even negative values. 

The relationship between the output and the input is then represented 

by a banded diagonal matrix {w(t,t} 

aay x 

fae o% [ Met 
LO \ ioe Oot i f ' 

Riohh, et Oe hi leg 
es Voc | 

by 4 Paces 
| \ SW beet ee 
Py Se ON Se e 1 x(t) 4.4.5 
ues ") ped 8 

oT te oe 44 
Cte By pager 

} } i 
, } [ x(T) 

The output. y(t): «for a particular time t = t. can be obtained by 
jtn 

multiplying the (jane row of w(t,t) by all the values of x(t). Thus 

y(t. - WK, tM ay cay y Xs 
jtn) nj j (n~1) (jt1) “jth weeee ¥) jan) *j4n 

jin 

ts WV omialCisiel otic) ‘6.6 

It will be seen that the output, y(t;) occurring at the time ts = © on 

is the sum of n input terms multiplied by randomly varying weighting 

functions values. From this representation it is clear that the output 

function y(t) is a blurred version of the input function x(t). The 

blurring of the input function being due to the fluctuating weighting 

function (or impulse response) of the system. In the simplest case, 

namely that of a Markov process of zero order, the weighting function 

degenerates to a diagonal matrix. This approach could be extended to 

sampled signal values (Hancock, J.C. and Wintz, P.A., 1966). Following 

this notation used by these authors, the output signal may be written as 

Z = AS 4.4.7



where S is the signal vector 

Sos {s), Spo seeces s,)° 4.4.8 

and A is a time varying vector 

: ¥ 
(49) 0 

Poti be 

#22 

an ‘ 
A= {A(t)} =) aio 4.4.9 

| "1K 
| 70K 

| Ank   
The output from a fluctuating system with randomly varying parameters 

which operates on a signal and adds noise can then be represented Ly 

Yo. Se Cath N= AS +N 4.4.10 

where the capital letters denote matrices. 

The analog representation of these relations is given in Fig.4.2. 

The output signal is eee of randomly delayed input signal components. 

This summation is vectorial with equally probable phase angles, resulting 

in a Rayleigh distribution. (Lord Rayleigh, 1880, 1889). ‘!xperimentally 

obtained probability density functions(Fig. 3.4a p.31 and Fig. 3.4b p.32 ) 

show that the skew coefficient (Program PROBAB&PROBABPLOT ) is negative, 

  

8; (t) >| Delay Sore 

      

    s(t) 
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4.5 The Correlation Function and Power Spectra of Signals 
Transmitted Through Systems with Fluctuating Parameters, 
  

  

Let us first consider the effect of very slow fluctuations of the 

system parameters, i.e. when the parameters are almost constant even 

during the transmission of the longest message element. Then any 

single message element is received unperturbed and there is either no or 

inappreciable loss of i terest ion. The usual method of correcting the 

variations in intensity of the signal as the system parameters vary slowly 

is the application @t the receiver) of the automatic volume control, AVC 

or automatic frequency control, AFC, according to the requirements and 

type of modulation encountered. Such automatic methods, often both, are 

employed in all types of receiver. 

Suppose that, on the other hand, the fluctuations of the parameters 

take place at a very high rate when compared with the-fastest rate at 

which the signal elements may fluctuate. Then, if the long term 

fluctuations are negligible, the average value of a fluctuating parameter 

may be regarded as having a constant value during the signal 

elements. 

When it is not sufficient to or possible to find an average value of 

a parameter during a signal element, then the procedure generally adopted 

is to slow the rate of transmission of information, and to apply methods 

involving the use of correlation at the receiver, In this case also any 

particular signal element is received without perturbation, and almost all 

the information sent is retrieved. 

When the fluctuations of the mean value can be observed in periods of 

time in the range from that of the longest to that of the shortest signal 

element, then this will cause signal changes that will be indistinguish- 

able from the transmitted signal, Using either, or a combination of the 

two methods already mentioned will not correct the errors arising from 

the fluctuations. For example, if the AVC operates at a rate in the 

signal frequency range, then it will tend to remove the signal, even
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though it may reduce the fluctuations. 

Before explaining the methods used in this research for the retrieval 

of information, we must study in more detail the statistical properties of 

systems which vary with time, distinguishing between:- 

a) systems with a single transmission path 

b) systems in which two or more transmission 
paths exist. 

Strictly speaking, it is impossible to find any physical system which 

corresponds exactly to a system with a single transmission path, Case a) 

is encountered when the differences on the delays and attenuations for two 

or more paths do not differ very appreciably, so that to a sufficiently 

good approximation, the system may be treated as having one trarsmission 

path. Such will be the case when the differences between the delays for 

the various paths are negligible when compared with the period of the 

highest signal frequency. Such systems are often referred to as "no 

memory" systems. The best representation is one in which the parameters 

suffer a simple amplitude modulation. It should be pointed out that even 

though the system is referred to as a no memory system, the modulated high 

frequency signals. at the output can still be Markovian of any order, 

depending on the character and order of the modulating signals, If the 

modulating signal is a sample Markovian function of the second order, so 

is the envelope of the R.F. signal at the output of the memoryless A.M. 

modulator. 

The response of a system with time varying parameters to an input 

consisting of a Dirac delta function 6(t - t) applied at time ty 

differs from the commonly used output function for a system with constant 

parameters in that it is a function of both the absolute time t at 

which the response is being observed and the absolute time — at which ‘cle 

impulse was applied. Since the system has been assumed to be linear, | 

i.e. the parameters are independent of the magnitude of the signals
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applied, the response of the system to any input, x(t), can be found by 

superposing the responses of the system to a weighted series of impulses. 

This could be very simply visualised using the discrete absolute and lag 

time matrix representation discussed earlier. 

The output y(t) is a function of time defined usually by 

t 

y(t) = [ nceseo.xce-s). dé 4.5.1 
0 

where HCE. e) = 0 “for. 46 45-0 

x(t-—) = O for t <0 

i.e. t and € are absolute times, so that the age variable, 

pT = eles et] 4.5.2 

Using the Fourier transform we can represent x(t - &) as 

x(t - €) = a x(jw). elute - §) dw G obias 
co 

so that 

20 £ 

y(t) = i, [ x(ju) el” |b h(t,&) oa] ae 

The expression in the square brackets is usually called the system 

function H(jw,t) (L.A.Zadeh, 1961). 

Note that this definition implies that t in h(t,&) is a parameter 

which must be kept in mind especially when making the Fourier transform, 

We will not follow the Zadeh procedure, which becomes mathematically 

very involved and great caution is consequently necessary to ensure that 

physical conclusions are not reached which would not conform with the 

mathematical assumptions made.. In order to simplify the analysis Zadeh 

often takes either t or w to be parameters; thus, taking t asa 

parameter, he introduces a "frozen system function" which can be treated 

with the same mathematical methods as would be used for the ordinary time 

invariant systems. This approach was shown’ to be very useful for systems 

with slowly varying parameters, and can be used extensively in control 

engineering and with the analysis of slowly fading radio transmission,
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Let us start from Zadeh's definition of the system function and 

follow a slightly different path which is consistent with the experimental 

results which have been obtained in this work. Thus the system function 

of a variable network or system could be defined as the response of the 

network to the exponential input x(t) = er Denoting the output by 

y(t) we can write 

ejut 4.5.5 

Wt
 nGjwe) = yCer/xCe) | ce) 

Note that the definition implies that w is a parameter and H(jw,t) is 

.a function of time defined by the ratio of the two time functions on the 

r.h.s. of the equation 4.5.5 It would be more correct to adopt the 

notation H(t,w). At a later stage after defining the coherence bandwidth 

the same function will be written 

H(t3u, ena or H(t5u, + Aw) 4.5.6 

Now the output y(t) of the system with fluctuating parameters may 

be written as 
00 

y(t) = H(t;w) e | x (jw) el Mt ay ie eT 

and the autocorrelation function of the output as 

t 

eo = | y(t).y(t + t).dt = y(t).y(t + 1) An5:8 

0 

substituting y(t) and y(t + 1) written in the form given by the 

expression in equation 4.5.4 

t 
-2 

‘eo? (21) [ ncese) mceersay|/ | x (ju) .xGutyer” .e (#0) a, auf at 
0 09 —coO 

  
ey ECTS LED > od ce 

= (2m)? — H(t3u) .H(t+r30) te | Ga xGore™ gE ay! 
4.5.9 

For an exponential input function 

x(jw).x(jw') = G4 (4) 6 w - w') 4.5.10
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where 6(w-w') denotes a unit impulse or Dirac delta function in the 

frequency domain. The mean value of the product of the two exponential 

expressions is zero unless w +w' =O, 

Therefore 
OO 

9 aur ee ; -j 
05g = (2r) | H(t3w) -H(ttt:0) | | Gwe wt ei fe oad 1 

the Fourier transform of the auto power spectrum gives the autocorrelation 

function 

V9 6% = (2n) H(t3;w) .H(t+t30) | UG, 4.5.12 
xx 

The expression in the square bracket could be regarded as the auto- 

correlation function of the system function. Thus 

en eg tee ne 

W(t) = (21) H(t3w) H(t+t 30) 4.5513 

and the output autocorrelation function may be written as 

Dg 6). Mat) We) &55.14 

If we take the Fourier transform of both sides we shall obtain the 

input and output power density relationship 

Gy, \) = G (w)@ Gg) G25 315 

where, as before, @ denotes the convolution. It should also be 

noticed that, as occurred previously, multiplication in the time domain 

becomes the convolution in the frequency domain and v.v. 

We see thus that a simple spectral line in the input signal spreads 

into a spectrum whose properties, i.e. width, etc,, depends on the 

fluctuations of the characteristics of the system, If the correlation 

function of the system is an exponential function, then the output auto~ 

correlation function becomes an exponential cosine function the properties 

of which have already been discussed, 

For a system with invariant parameters we have already seen that the
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output spectrum was obtained as the ordinary product of the system transfer 

function and the input spectrum. The output spectrum can differ from this 

product only if some additive noise is present or produced in the system, 

Otherwise the output spectrum is defined by (Appendix 42 )+ 

Gt) = HG’. 6 Gu) 4.5.16 

which should be compared with 

a = G, (w) 6 Co) AE BAY 

for a system with time dependent parameters. 

It becomes obvious that contrary to the identification of system with 

time invariant parameters; in the case of fluctuating system parameters, 

white noise approach is not applicable. 

The identification in this case is done by applying a deterministic 

sinusoidal signal whose spectrum is defined by one discrete line. At the 

output, its position becomes indeterminate. When two signals very close 

in frequency are transmitted simultaneously through the same system, 

although their absolute positions are still indeterminate, their relation 

is pertained, which is proved experimentally by correlating their 

fluctuations. (Chapter 8).
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4.6 Determination of transfer function of Markovian Filter from experiments. 
  

Let us start from the existence of a function W(jw) which represents 

the data points of the desired filter response, obtained, for example, 

from the experimental power density spectrum and its decomposition. 

Using Hilbert Transform or Bode's Technique it is possible to find 

the real and imaginary parts of this function (Procedure BODE) 

W(jw) = X(w) + jY(w) 4.6.1 

The filter transfer function can be written in terms of complex frequency 

variable s 

by + bjs + bos" + d,s” aes 

F(s) = 5 3 4.6.2 

1 + a,s + as + a8 eee 

  

substituting s = jw and separating the real and imaginary parts in the 

numerator and the denominator 

es 2 & : aa Z er (b) bow + b.wt...) + jw(b, b.w* + b50 ese) 
  

  

F(ju) = ——+ 3 
Ge = anwe +a, 0 - a 2 its 

2 4 ore jaa, aw + aw aap 

hee No 4.6.3 
a + jwR btw) 

At any specific frequency Ope the error in fitting experimentally obtained 

data points by analytical function is 

Cw) = Wjw,) = F(jw,) 

N (wk) 

D(wk) 

  : a 4.6.4 W ja) 

and the problem is to minimise this error at each sampling point on the 

curve, which is usually done by summing up |e (wx) |2 over all sampling 

frequencies and setting the partial derivatives of the summation with 

respect to each of the coefficients equal to zero. This would correspond
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to a least square fit and would result in a set of linear simultaneous 

algebraic equations. 

By multiplying both sides of the last equation by D(w,) and squaring 

them, a weighted error function E is obtained, which is summed up over the 

sampling frequencies 

Dw, de(u,) = Aw) + jB(w,) 4.6.5 

m , 
Ee o£ [D(w, eCw,) |? = z [A? (w,) + B (w,)] 4.66 

k=o k=o 

where 

A(w,) = Re[D(w,) WCju,) - NCw,)] 

Tea Eek 

and 

B(w,) = Im[D(w,) . W(ja,) - N(w,)] 4.6.7 

Substituting in E, and differentiating with respect to each of the 

coefficients, (Levy, 1959) 

oE - 
Bo. Ay he Baty My) CA 

° k=o 

dE - 

1 k=o 

dE . 2 a 2(aX = thi ty o ae (tu, ) 
2 k=o 

oE - 3 

ab, : id 2 (uy Bake + Gh ~ By) Cw) roe
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oo a wey. 
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a ee 
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Some further algebra (after equating all derivatives to zero) and 

introducing 

m m 
h tty 

2, = ey $ T, = ) Fg 
h ves k h ce KR 

“ 4.6.9 

Sim : Py Uses 2 wx +Y_) h ee ee aa Sk kk 
k=o k=o 

leads to the following set of linear algebraic equations, which could be 

‘written in the more compact matrix form (PROCEDURE TRANSFIT) 

s 9 20. =p. SO" OE. a. Be eae Be... b 

  
  

              

oO 0 1 2 3 4 ° 

= On Ue Se Oe Eek hy Saat, b, 

S, Oy 70 oi Oe ieee 8, on ee 

t Oy de? 0" 6 8 ee ag reg: 

: BO Rho Oo Mg a 5 ES EAT nS b, 

, 4.6.10 

0 To apts Te A Ms be Ge 8 10 a, 

a Se ee ee ee mn ay 

0 Cie Reo eee te tO HOO a, 

Ricks, te 8, 0S, | eo <0, a, 

where b; and a; being unknown can be easily solved by digital computer 

(PROCEDURE PIVOT).
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4,7 Measuring the coherence of two functions, 

The estimation of the transfer function of time invariant systems 

is influenced when there is additive noise present, and the coherence 

Soludsa the output and input signals is a useful quantity to measure, 

Suppose that in the output spectrum there is a part S_ which is 

mot correlated with the input spectrum Se The cross power spectrum 

G may be written 
ZX 

Ste ew S362 6 OO. ae: e oc4 
Zx y nex yx nx is 

where ™ denotes the complex conjugate 

G the cross correlated power spectrum between the 
yx 

input signal x(t) and the output signal y(t) 

and ea the cross power spectrum of the input signal x(t) 

and the internally generated noise n(t). 

If the internally generated noise is independent of the signals, 

i.e. the noise is of additive type, then the averaged cross power 

spectrum Go = 0, and then 

4.7.2 eer a 
G 
zx yx 

The measure of coherence sometimes called the coherence function, 

is by definition (J. S. Bendat and A.G. Piersol) 

7 (w) is written as y? and Gy) oe ha simplify 

notation until later. 

  

  

  

Gree ee Of Bo, iG 4.7.3 
zx zx ZZ xX 

Recalling that 

nn a 

= + Gs Ss, -s) (S) s) 

= GC + G + G + 7G 
yy yn ny nn 

= G + G : 4.7.4 
yy nn 

uf Sn and Sy are uncorrelated.
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O(a 68 ies 
2x yx oT x 

4.7.5 
G = (A, + 1B - j ee ( cee 7 (A, iB) 

= (A Ao + BB): +7(B - ( yx y o A yx BAY) 

64-6 we 
yx yx yx 

; - 5 : 4.7.6 
= (AA +(B + (AA)? +B)? # (OB)? + BA) 

since 

GC. =(A +jB)(A -jB) = A2+3B2 Hel ad 
yy. x y a . y y y 

and similarly 

wo oO ae: Co. Re te, 4.7.8 

Rg G...G.- = ASA* 4 B+ 4 A RF +B BE 4.7.9 
Vs oy oy ¥2% ey, 

which is identically the same results as that obtained for ohh 

Thus 

Gs 14. me OL G 4.7.10 
yx vy ke 

On the other hand, when n(t) and y(t) are uncorrelated 

eGo te 4.7.11 ZX yy nn 

and ¥(w)? may be written 

    
/ 

Y@) = GW) . 6 wf/ (G,, (w) "+ G() 6. Ww) AS?.42 

  

Gy Gy ae Cw)! Cn), 

eye) + Cine 1 + yw! Cn 

The invariable w has been introduced again in order to emphasise 

that the power densities are functions of frequency. 

When there is no additive noise the correlation function is 

independent of frequency, i.e. 

  

wh tak 422.0 4.7.13
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When there is noise present the coherence measure as a function 

of frequency will depend on the spot signal to noise + ratio, i,e. on 

the signal to noise ratio fat individual spectral lines, 

If the total signal to noise power is denoted by 

co 

(S/N) = i oh dw (4s Cn aie) eT AG 

then the cumulative coherence measure 

y2 = (S/N)/(1 + (S/N) = 1/1 + (N/S))3 O<Y 2 < 1.0 
. c RS 

and where v° is not now a function of frequency. 

When the noise power spectrum is independent of the signal power 

spectrum then the coherence measure and the cumulative coherence both 

tend to unity as the signal power is increased. 

For systems with parameters which fluctuate with time the 
  

behaviour is not so simple and we should consider only the equation 

  

YW)? = |G, w)*1/ (6, Ww) Cw) ) 4.7.16 

which can be obtained as a function of frequency by recording x(t) 

and y(t) and finding the Fourier transform of Ve 6b)» vot) and 

V(t) and then evaluating the ratio for each frequency separately. 

Note that for this case x(t) and y(t) represent two fluctuations. 

Bring just a normalised cross spectrum of two fluctuations, the 

coherence function gives, therefore, a very informative picture of 

correlation of different frequency components of two fluctuations.
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Much fuller picture is obtained if the coherence function is separated in 

its real (Fig.4.3) and imaginary part (Fig.4.4). 
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For the particular use of, the coherence property of two 

fluctuations in the filtering of signals, as it is described in 

Chapter 8, it is of the utmost importance that only the real part 

of coherence of fluctuation exist. The imaginary part, as it will 

become more clear later could only deteriorate the retrieval of 

information if used in a feedback loop. 
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Due to the inevitable phase shift in a feedback loop, even highly coherent 

signal fluctuations (Figs.4.3 and 4.4), become less so after being processed 

by the described filtering (Figs.4.5 and 4.6) 
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Taking into account that both fluctuations are suppressed 

for at least 20 db, and that the high frequency end of both 

Spectra is anyway low, the deterioration is not really 

important, so that its effect is merely a change in the 

spectrum shape (Fig.19.2 and 19.3). 
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Fig.4.6 

Therefore, for the comparison of intensities of fluctuations, 

before and after processing, the cumulative coherence measure 

must be introduced.
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4.8 Coherence of two signals of equal mean power. 
  

Consider two signals a(t) and c(t) represented by the signal vectors 

2BT 2BT 

{aCt)}. @ 2 a ead (th) Se Tt by. The scalar product will give the 
Lo 1 

correlation between them. 

If we introduce the Schwartz inequality 

2BI 2 : 2BI 2BT : 

| 2% BOC ee Vr es 4.8.1 
1 nn n n 

since 

“n4 - 2a.a.b.b. + ae - (ab 3* > 0 4.8.2 Kae cri 4 qd ee 

In terms of continuous functions, 

T . TT ) T 

[ a(t)b(t)dt |* a(t)-dt (| ao 4.8.3 
L Oo Oo oO 

so that cumulative coherence measure, I may be defined: 

wk 

  

/ a(t).b(t) dt ; 
r or : ek 4.8.4 

Cf Samo: b(t)” ol 

Equality is realised only when 

a(t) = b(t) 4.8.5 

i.e. when the two functions are completely correlated or are identical 

at all times. 

r value, resulting from the scalar product of two vectors, is not 

dependent on the mutually orthogonal vector components, Furthermore, as 

standard deviations of both signal fluctuations can be normalised, I value 

can be computed numerically by evaluating the area under the real part of 

the corresponding cross~spectrum. (Procedure COHERENCE).
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CHAPTER 5,   

  

5.1 DATA ACQUISITION, REDUCTION AND ANALYSIS 

From the sampling theorem (Appendix 1) it is known that to represent 

a band limited signal, in the time interval 0 - T, it is necessary to 

specify its values at N points spaced at equal intervals of time, AT 

  

N me 2.fmax Me a Ble t. 

where fmax is the highest frequency component of the signal 

i 1 

oe ee 5.1.2 

where B is the necessary bandwidth of the channel to transmit 

this signal. 

When a white additive noise with Gaussian distribution is present 

there is an uncertainty of signal detection. The maximum number of 

distinct signals, M ax? which then could be transmitted (Appendix 3) is 

given by 

lege B.T.log, (1 + S/N) 5.133 

where S is the signal power 

N is the noise power 

The channel capacity C, which is by definition the amount of 

information which can be transmitted and interpreted without ambiguity 

(Appendix 3 ) is also a function of S/N ratio: 

C = B log, (1 + S/N) $51.4 

It follows that for a signal in a physical system with invariant parameters 

and contaminated by additive noise, the signal to noise ratio is an important 

figure of merit in connection with the transmission of signals. 

For a time varying system, where the signal power is partially 

converted to noise power, the coherent portion of the received signal must 

be reduced (Hathaway, 1970). Hence, by dividing the power of the coherent
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part ot the signal by the sum of noise power and incoherent signal power, 

being considered as noise too, an even smaller S/N ratio is obtained. This 

ratio depends strongly on the intensity of the transmission parameter 

fluctuation which becomes more «mpo/tent for low additive noise levels. 

For an ionised flame, for example,the ratio N/S, when no additive 

noise is present, is a measure of its turbulence. 

Waatever the origin of the noise in a system, transmitted information 

is masked, in one way or another, by the noise, so that its presence is 

undesirable. A physical system is always noisy, although in some cases, 

the noise power is hardly measurable. 

Although a lot of information about the suitability of a system for 

signal propagation can be deduced from the S/N ratio, this ratio itself does 

not disclose the way the noise power is distributed in the frequency spectrum. 

In order to devise methods and.design systems to combat the effects of noise 

is an optimum way, knowledge of noise spectra and signal power distribution 

versus frequency is necessary. (Fig.5.1). 
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A physical system with time varying parameters is characterised by 

(see Chapter 4) 

a) system correlation function v(t) 

b) coherence bandwidth Bcoh 

The Fourier transform of the system correlation function Go) convo luted 

with the input power density spectrum G4) results in the output power 

density spectrum: 

Gy) = 6G, () fa GC Dele 

If the input power density spectrum is reduced to a 6 function, the out~ 

put density spectrum becomes proportional to the FI{H (cr) }. 

By changing the signal power, the Output power density shifts 

accordingly. In general, ¥,(t) and its Fourier transforms are functions 

of time. For turbulent but otherwise stable flame, with constant fluic 

_ Yate and mixture ratio, ¥ 00) is statistically stable for averages taken 

in AT20.5 sec (t max 80mscc). If the fluid rate and mixture ratio are 

functions of time, so is obviously the short term system correlation 

function (Fig.5.2), and the short term S/N ratio. 

Initial measurements of S/N ratio were made using the equipment 

arrangement described in Sec.5.3 (Fig.5.6). In all experiments, the same 

additive CsCg in a 100% solution was used. The atomiser and its calibra- 

tion curve is described by E. R. Miller, Ph.D. thesis, University of Aston, 

1969, A typical power density spectrum is given in Fig 9.114 basanites 

on the fluid rate and the size of the burners used, the ic of the power 

spectrum varied from 10~16 dB/oct, being less steep when the nozzle aperture 

was reduced. (See Table 1 in Chapter 8). 

The influence of different fuels, s2eds and other parameters were not 

studied, as these effects are either already very well known or extensively 

studied elsewhere (for example, G.Roberts, University of Aston, Department 

of Chemistry). For the present research the phenomenon of system 

parameters fluctuations and their effect on signal fluctuation was of the 

main interest.



                                                  

  

L.0 

Fig.5.2a. Autocovariance function of a fluctuating 

signal transmitted through a laboratory 

flame (gas nozzle speed 0.7 m/sec). 

io 

                                        

  

8 m¢ec 

Fig.5.2b. Autocovariance function of a fluctuating signal 

transmitted through the same flame as on Fig.5.2a, 

but. for gas nozzle speed 1.0 m/sec.
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5.2 Determination of Transmission Parameters of a Physical System. 

In a coherent band of frequencies a system with time varying 

parameters is defined by its system correlation function, from which, 

as it was shown, coefficients of an associated Markovian filter could be 

found. The first step in identifying such a system is, therefore, to 

find the magnitude and phase fluctuations of an initially deterministic 

sinusoid signal, after being transmitted through the physical system under 

investigation. 

When "on line" analysers become available, data reduction and 

statistical analysis of data can be achieved as soon as an experiment is 

finished, otherwise tape recordings must be made first and analysed later. 

There are obvious disadvantages of the latter method, especially in 

the inherent delay in preparing paper tapes with the digital data punched 

on them from the initial magnetic tape recording. However, the recorded 

data can be analysed more thoroughly, making repeating analysis of even a 

single recorded portion as many times as necessary, in a variety of ways, 

using, when necssary, different interval durations and starting times. 

The real and more obvious "off line" advantage, especially when 

financial resources are limited, is that a common available digital 

computer can be utilised. 

The process of reduction and data analysis for this research is 

described in outline using a flow diagram (Fig. 5.3 ). 

Signal magnitude and phase fluctuations are recorded using a portable 

seven channel FM recorder (Pambeco). The tape speed was chosen to be 32 

inches per second. The recorded portion of an experimental fluctuation 

was usually only a few seconds. The tape was then replayed using a speed 

sixteen times slower, i.e. 1} inches per second. Sampling was done at 

time intervals of lmsec, corresponding to 62.5 microseconds in the real 

time. The data was stored in digital form (4096 Levels or 12 bits) on 

the PDP-9 magnetic tape (Program ADCMTIP).
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Unfortunately this tape is not compatible with the ICL 1905 magnetic 

tape, so that it was necessary to transfer data to a paper tape (Program 

PUNSUB). 
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The largest but still easily manipulated tape roll size is 5 to 6 

inches in diameter with approximately 5,500 to 6,500 digital data. In 

most cases 4096 to 6144 data were put on one tape, making approximately 

three tapes necessary for each duration of one second in the actual 

experiment. 

At the very beginning of this research, when digital method of data 

analysis was adopted, from each particular experiment tacttee up to ten 

seconds, a portion of 4 seconds was digitalized resulting in 64,000 data 

points per experiment. It was very soon found that vei only 16,000 give 

statistically stable results. 

When short term auto and cross~correlation were studied, recorded 

fluctuations of approximately 63 to 315 msec. were found to be quite 

satisfactory, producing 1024 to 5120 digital data. For practical reasons, 

even when longer records were necessary, not more than 6144 data were used 

on one reel of paper tape. 

For checking numerical contents on tapes visually, a simple program 

was used (STARS) to display sample portions using computer lineprinter 

(Bigs LA® “and: tb). 

Based on theoretical considerations outlined in Chapter 2, several 

computer programs were made and utilised. 

Programs PROBAB and PROBABPLOT compute and plot respectively first 

and second probability distributions, one step transition probability 

matrix and several step transition probabilities, starting from a defined 

variable value. 

As the distribution differs from a Gaussian, the skew and excess 

coefficients were also computed (Program PROBAB). 

Program SHORTBITS computes 4 to 20 autocovariance functions, each 

corresponding to 1024 real time data, then averages results and produces 

also a cumulative autocovariance function, taking into account the 

influence of fluctuating variance, calculated for each particular short 

intervals of time.
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Fig.5.4 

Simultaneously, a Fast Fourier Transform of each autocovariance 

function is computed and the corresponding power density spectra are 

obtained. The same program displays graphically results using lineprinter 

and outputs tape for eventually plotting (Program SPECTRPLOT) or further 

analysis (Programs ANALYSIS & SYSTEM). 

Program ANALYSIS takes the obtained cumulative power density spectrum: 

data and computes analytical meromorphic expressions, using Wiener-Lee 

technique and Chebyshev polynomials. Thus several thousand real data are 

finally reduced in 128 data of an autocovariance function or corresponding 

128 data points of power.density spectrum, which are eventually compressed 

to four-five coefficients of a polynomial in meromorphic representation. 

To obtain the approximate "frozen" (i.e. slowly time varying) 

coefficients of the Marcovian Filter transfer function, the Program SYSTEM 

is used.
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Coherence Function Computation and Coherence Bandwidth Estimation. 

Here two sinusoidal signals are simultaneously sent through the 

same physical system and corresponding fluctuations recorded. Each 

fluctuation is sampled and obtained data interlieved. Using the 

Program COHERENCE, the auto spectra, cross spectrum, coherence function 

and cross correlation function are computed. The coherence bandwidth 

is estimated as to be equal to the frequency ictarcece of two signals 

when cumulative coherence factor drops to, say, 0.95 or 0.9, depending 

on the desired quality of signals after being ceacebead hy the R.A.A.G.C, 

(See ASTON Filtering).
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5.3 The Experimental Arrangement. 

The experimental arrangement is shown in simplified schematic form 

in Pig.$ 5% It consists of a microwave transmitting-receiving equipment 

(1-20), H.F. modulator and transmitter (21), H.F. receiver, demodulator 

unit and a dual channel RMS voltmeter-correlator (22). 

The same apparatus can be used for microwave plasma diagnostic 

purpose, when open-ended microwave resonators (TM 040) should be substituted 

by a pair of horn antennas, or in the case of low variation densities by a 

high Q Fabry~Perot resonator, (Primich 1964, Chaffin 1968) which is 

particularly suitable especially at higher microwave, millimeter, and 

op tical frequencies. 

The disadvantage of using Fabry-Perot resonator for fluctuation 

phenomena studies is in the necessity to make experiments only in the 

vicinity of a very critically adjustable resonant frequency of the 

resonator. - Klystron frequency tracking could be accomplished with the 

available Microwave Instrument Equipment model MOT, but would mask to a 

great extent the low frequency components of the measured power density 

spectra. This fact was not clearly understood at the preparatory stage 

of Fabry-Perot resonator experiments, but was discovered at a later stage 

in the research. Horn antennas, on the other hand, having comparatively 

low sensitivity for fluctuation phenomena of slightly ionised small 

laboratory flame plasma, were found unsuitable too. For this research 

it was found that the open ended circular resonators (TM 040 and TM 050) 

were more convenient, especially for two signal fluctuation coherence 

measurements, when it was possible, by using lower resonator Q factors 

in the range 120-150, to measure coherence up to 20™c's for single and 

double path transmission. Theoretical background for application of 

this resonator as a random amplitude and phase modulator are given in
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Appendices 6-/O, The resonant frequency shifts by 

AE(C). Ke CS). £53 Bt) Sh ea ee See 

where K is proportionality constant 

P(t) is filling factor 
N(t) electron density 

    
  

  

  
  

  

      
      

      
      

            
Fig.5.5.
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For a turbulent and unstable flame plasma, both P(t) and N(t) are 

stochastic time functions. 

Also, from the Appendixl0it could be seen that the real part of 

Transmission coefficient is a function of the effective Q factor and this 

‘dé tae dedends on filling factors, collision frequency and ionisation 

density. 

As the complex transmission coefficient of the ee depends on 

randomly time varying quantities of the perturbing plasma sample, it is 

Sosathis to obtain a very simple and useful random amplitude and phase 

modulation of transmitted microwave signals. For single path trans- 

mission one resonator suffices. When difference delay simulation is 

necessary at least two resonators must be used. Adjustment procedure 

for more than two resonators in an arrangement becomes a little involved, 

but does not necessarily improve the validity of the experiment for simulat- 

ing a multipath transmission of signals through a flame. The microwave 

frequency signal carrier is generated by a KS9-20A Klystron (1) with a 

nominal output power of 40mw at 9.35 Gc/s, which was adopted as the centre 

of the microwave frequency band used in all experiments in this research. 

The resonant probe in the Klystron valve (1) waveguide was adjusted for 

maximum radiation in direction of the isolator unit (3) and the opposite 

waveguide end was properly terminated (2). The total microwave energy which 

reached 3dB coupler unit was split in two parts. One part, after 

attenuation (17) and necessary mean phase adjustment,was applied for 

mixing purposes to the "Magic T" device (19). The other part was 

amplitude modulated by an HF signal (4Mc/s) generated and processed in the 

HF modulator and transmitting unit (21). 

For the single path transmission simulation only the lower resonator 

of the described arrangement was utilised. (Fig.5,4-;. /é/) 

A signal randomly pertubed in amplitude and phase was applied also 

to the magic T (E plane). At the output of the same device, among



others, an IF signal of 4Mc/s was obtained, and applied to the HF 

Horn antennas 
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: receiving, demodulating and measuring equipment (22). 

For the double path transmission both resonators have been utilised. 

The distance between resonators and the propagation velocity in the wave- 

guide define the maximum time delay difference, and consequently the 

maximum differential phase delay. As it was already stated the 

coherence bandwidth is inversely proportional to the maximum differential 

phase delay, so that increasing the delay difference, coherent bandwidth 

is reduced. 

HF Modulator and Transmitter 

The HF modulator consists of an orthogonal 4Mc/s signal generator, which 

can be either amplitude or angle, i.e. phase or frequency, modulated. 

For the majority of experiments 4Mc/s signal was amplitude modulated
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and carrier was suppressed. For coherence bandwidth measurements two 

signals were used i.e. either a fixed l@¥c/s signal generated by the master 

oscillator or an externally applied signal of variable frequency from a 

standard Laboratory Signal Generator. 

  

  

      

  
  

                    
  

  

        
  

  

                  

  

  
  

  

  

LD Kok 

om, 
eR 

FU 

200 Ke/s : 

Test RING 

Sign, SL MOD er AMPL. 
Gen. ; 

ak 
faa 

16 Mc/s WIDE 
OSCIL f-tmml 4Mc/s BAND (em\ BUFFER 

AMPL. 

¢ es das 

EXT SIGN ; 
Note :- {mW mn 75 ¢kus = Oclby     

Fig.5. ie 

Orthogonal Signal Generation 
  

The simplest method of obtaining the same. frequency orthogonal 

signals, quite independent of possible oscillator frequency changes, is by 

employing fast flip flops, FF, in “ripple carry" mode. Thus to obtain a 4Mc/s 

signal from l6yc/s signal, it is necessary to use two divide by two stages. 

Each stage, in any binary counter (FF), (Fig.5-8) iia its outputs to its 

'AND' inputs, so that input trigger pulses are routed alternately to the 

two inputs. Each output waveform, therefore, is a square wave at one 

half the frequency of its input. By connecting the output of one stage 

as the input to the cpa the évecueacy is successively halved. 

The sinusoidal signal (16Mc/s) is first shaped by a Schmidt trigger stage.



 



N
I
N
 

T
N
 
N
O
 

pe pia 
a tala telat al alaim 

O
e
 

Oe 
e
e
 

e
e
 

e
e
 

e
e
 

o
e
 

e
e
 
e
e
 

e
e
 

ee 
ee 

ee 
e
e
 
e
e
 

ed 

P
O
U
P
U
E
U
T
E
T
I
T
I
I
I
I
I
I
I
 

I
I
I
 

| i 
Acton Met 

= 
Buin) 

mi ue 
| 

 



95. 

The waveform of the output is shown on Fig. 9,@ First FF halves the 

frequency using both outputs (Q and Q,) to trigger the next corresponding 

FF's, two 4Mc/s square waveforms are obtained at their outputs (Fig.° b,c) 
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The next step is to get rid of higher order harmonics present in 

squared waveforms. This is accomplished by two separate 4Mc/s selective 

amplifiers. The e amplifiers, in order not to introduce unwanted phase 

shifts, must have relatively wide bands’ and flat phase vs frequency 

characteristics. 

As it is also necessary to maintain the proper sequence of phases 

(i.e. that the first 4Mc/s signal leads 90°) an inhibit pulse from the 

second FF (Q,) is applied to C 'AND' circuit of the third FF. 

All frequency changes of 16Mc/s oscillator are instantaneously 

followed by the change in frequency of both 4Mc/s output signals. Thus 

if 16Mc/s signal is frequency modulated, both 4Mc/s signals will be also, 

with the same modulation frequency and the same modulation index. For 

FM modulation, 16Mc/s master oscillator is provided with a varicap 

diode (BA102). 

200 Ke/s Signal Oscillator 

This is an ordinary amplitude stabilized LC oscillator, with a PMC 

loop (Fig.5.9). The output signal taken from AMPL1 is used as the
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transmitted reference signal. After necessary attenuation the same signal 

is applied to an AM modulator stage, and after this through a buffer stage 

to the 75 ohms output. Facility with AM is provided in order to enable 

fast and easy checking of the receiver shifting correlator-detector circuits, 

as well as for ASTON FILTER (see Chapter 9) testing. 

Generating AM test signal with 90° rotated carrier 

4Mc/s signal (0°) is applied to the ring modulator (Fig.5.7) at which 

output double sided band suppressed carrier (DSBSC) signal is obtained. This 

signal is added to the second 4Mc/s signal (90°) and then amplified with 

buffer and output amplifier (75 ohms ~ Odbm). 

For the two signal fluctuation coherence vs frequency measurements, 

an external signal could be added, so that the output contains 4Mc/s AM
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with rotated carrier, plus a variable frequency (0.1 - 20 Mc/s) testing 

signal. 

HF Receiver - Demodulator circuit 
  

For the initial measurements a very simple receiver arrangement 

(Fig. ) was used. From the 'magic T' detector a 1F signal (4Mc/s) was 

obtained, which was amplified by 4Mc/s (40dB) amplifier. This signal then 

was coherently detected, by a reference signal, using a balanced diode ring. 

The resulting output (200 “/s) signal was applied to the dual channel root 

mean square, RMS, voltmeter-correlator, so that the coherent portion of the 

signal as well as the remaining incoherent portion, i.e. noise level, were 

measured. Simultaneously, a short term shifting interval correlator was 

used in order to detect fluctuations of either the signal amplitude or the 

signal phase. At the shift-correlator output, the detected fluctuation 

signal level was of the order of 1V RMS, which was suitable for FM tape 

recording necessary for further processing (PDP-9) and analysing (1CL 1905). 

The RMS voltmeter and shifting interval correlator will be described 

ain more detail in sections 66 and ”3 respectively. 
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CHAPTER 6 
  

Signal and Noise Power Measurements   

Signal and noise powers are measured during all experiments. As the 

signal fluctuates both in magnitude and phase, its power spreads over a 

spectrum on either side of the signal frequency, and which varies 

inversely as Af, i.e. it forms a "1/Af" spectrum of noise. The coherent 

portion of the signal is extracted by a double bridge arrangement and then 

aan spearately. 

The sensing elements are two balanced indirectly heated thermistors, 

the temperatures of which are held constant by means of a sampled data 

servo system. 

The dominant time constant of the feedback loop is determined by the 

heat inertia of the thermistors, which is about 4 seconds (B 21). Current 

pulses obtained from the sampled gerne’ axe integrated and applied to a 

Field Effect Transistor (F.E.T) which is connected as voltage regulated 

resistor. An A.C. current, which is not necessarily of the same 

frequency as the signal is fed back. The apparatus can be used in several 

ways, which will be explained in the following pages. As the methods are 

based on the mutual orthogonality of the noise, the signal and the D.C. 

currents, a three dimensional signal space can be used to represent the 

sericny, raking place. ehecbhred dimensional representation is a reduction 

of a multidimensional signal space representation which is reviewed in the 

next section 6.1 (See also Appendices 1 - 4). 

For the initial experiments, separate but simultaneous signal and 

noise measurements were necessary. From these the signal to noise ratio 

was determined. 

For the second part of this research, when noise suppression due to 

feedback was of interest, the mean signal level at the receiver was held 

constant, and the simultaneous measurements of the observed noise with 

and without feedback were made.
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For signal’noise power measurements, the circuit is found to be 

suitable up to 65 Mc/s with approximately 0.2 db error. For measuring 

signal and noise separately, reliable results were obtained up to 400 kc/s, 

by a method involving cancelling the coherent portion of the signal 

received. 
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6.1 Signal energy and the mean power. 
  

The distance from the origin to a point in the signal space with 

co-ordinates xo Rs Lee eat ee, 2 hr 1S KADD. 2 and: .3) 

2B 2 
d is ( x a ) 6.1.2 

n 
n 

As has been shown a band limited continuous function x(t) in the 

interval O - T can be represented by (App.1) 2BT sample value taken at 

equally spaced intervals of time. Assume that the sampling time 

interval is taken as a reference unit of time and that the signal is 

dissipated in a resistance the value of which is taken to be a normalised 

unit of resistance 

T > i ee 
f a’, Ce) dt = oR 

which expresses the signal energy expended in a time T, or, if the 

B 
2 2 

7 (a,) = d\ /2B-= =P .T, 6.1.2 

n il 

signal power is P, then 

d = (2BrP)! | 6.1.3 

The same results will be obtained from the analytical expression for 

the interpolation function, equation Al.11, when 

T rr 28% 2 
2 sin m(2Bt + n) | 

a (t).dt = | z Be dt 6.4.4 
[ 0 | in m1 (2Bt*n) | 

are 
The cross products (occurring in the integral)’ given by 

T 
I es ft sinn(2Bt + n) . sinn(2Bt + m) “ae 6.1 
= 0 7 (2Bt+n) Totem) te 

I 0 fOr i FR EF = 1/2B for n=n, 
mn mn 

so that ont 

2 2 2 ee ee 6.1. : (CG), dt oR : : 2 16s 

The area under the interpolation curve (sinx/x) is equal to unity. 

The average power in the signal is equal to the sum of the squares of
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the sample values obtained divided by the total number of samples, or 

T 2BT 
Pie. et | a’(t).dt = 5 z (a)? 6.1::7 

Similarly, the distance between two points in the 2BT space is 

(27)? times the r.m.s. of di¥fetence of values of two correspond- 

ing signals. If two signals, both band limited, averaged in the same 

time intervals of the same duration T have the same energy, or equal 

mean powers, they could be eceincarsd in the 2BT space of N = 2BT 

dimensions by two vectors of the same magnitude. The points at the 

terminations of the two vectors lie on the same hypersphere with radius 

(Fig. 6.2) [ti] Pale d = (oprpy? 6.1.8 
Ta 

The difference between the two vectors becomes zero only if the two 

signals are totally correlated. (Sec.4.8) - 

  

  
Fig.6.2
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B. Description of r.m.s.measuring methods 
  

6.2 Total signal and noise power measurement using d.c. feedback only. 
  

This mode of operation is very useful for very complex signal and 

noise mean power measurements. A simplified diagram of the circuit is 

shown in Fig.6.3. This principle already has been utilised for several 

years. Campbell (1950) used the filament of a temperature limited diode 

as the sensing device for the input voltage. The circuit has been 

mentioned in several text books on noise measurements. (Benet 1950) 

torches improvements were suggested by Burgess (1951) , Widdis (1956) 

and Bozic (1966). Some d.c. drift was observed even in versions such as 

Bozic's in which an a.c. servo action was used. In order to minimise the 

drift still further thermistor bridges were used in this research, in 

conjunction with a sampling data servo system. For ease of explaining 

the basic principles of such a bridge the complicated sampling systems and 

pulsed supply to the bridge have been ( Fig.6.3  ) replaced by simple 

operational amplifier OAl and a floating battery. (F.B) 

Through the thermistor heater an initial current I, defined by 

ar =, iL a AI Cee 1 
Oo oo oO 

where. J = UL/ Be + R, + Thl) 6.252 
oo 3 

AI. = initial offset current going into the operational 

amplifier for balancing the bridge which consists 

of the equal date me Ry = Ri 72 = R73 = Rina 

The power dissipated in the thermistor heater is 

pw e 6.2.3 2 
° tts 

Normalising all the resistances in the bridge circuit so that R. =], 
hl 

the initial dissipation of power in the thermistor heater may be written 

. ‘ 2 iN - 

P oe 6.2.4
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The servo action of the operational amplifier can be arranged to hold 

the total power dissipated in the thermistor heater constant. TE the 

current I) is replaced by the sum of d.c. and a.c. components, say iis 

io, in, etc. for which if the servo action is perfect we obtain (Fig.6.1) 

Peg a a Be eh Sah i, 2 ete 6.2.5 

= constant. 

1? iy; iy etc are plotted on orthogonal axes, then the 

constancy of the power P is indicated by the constancy of the vector Is 

If the currents i 

which is the vector sum of the separate independent currents. I there- 

fore represents the constant radius of a sphere on which the operating 

point is held by the action of the operational servo amplifier. There 

is another current due to UL which will in further descriptions be 

neglected, since it consists of a very short sampling pulse in the antust, 

arrangement used. It gives negligible heating of the bridge and 

thermistor elements and provides information on the state of balance of 

the bridge under the currents already mentioned. 

A unit gain, high input and low output resistance operational 

amplifier is used in order to enable complicated a.c. voltages to be 

applied to the bridge without loading the source of these signals 

appreciably. For matching purposes (mean power measurements) a variable 

resistor R, is provided. For matched conditions 

  

2 : 3 Pg aR, e (t)“/4R, 6.2.6 

where P. is the mean power, 

E. is the r.m.s. value of the complicated voltage waveform e,(t), 

which is a function of time. 

The voltage across Ry and Real will be on account of the unit gain 

of the amplifier OA2 equal, and the corresponding a.c. power will be
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Fig.6.3 

Initially the DC current through Th, is T,: When an AC 
z 

current is added, in order to keep the bridge in balance 

_ DC current is reduced to L (1, - AT),
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eed ate 
apr = EAR yy: for matched conditions Ocoee? 

2 =z t . . . 

or ri E x Ren when the switch 1 is open, i.e. 

here P ba 6" since R = ] 
¥ acm x th ¥ 6.2.8 

If the dissipation in Thl is increased, the temperature of Roy is 

increased and so the bridge will go out of balance. This will increase 

the current into OAl, thus decreasing the d.c. current until a new 

balance is reached, when the total dissipation due to a,c. and d.c. 

currents are almost exactly the same as originally. There will be a 

small error voltage, Ej» across the bridge, but this can be made as small 

as necessary by increasing the gain of the operational amplifier. The 

system is inherently stable being a second order servo with a dominant 

time constant defined by the thermistor itself. For the new balance 

2 2 2 P IO (I, ALi + ee, 6.2.9 

oo = 2ar = Ab 6.2.10 
x Oo 

When 

Be $<) FS ‘ 6.2.13 

g? Ve 22 AL 
eae ° Geecke 

It is possible to use this "mean power to d.c." converter even for 

AL = I _/2, when a scale calibration is necessary, 
max oO 

For a fixed value of on independently of the ratio S/N, the locus 

of the total root mean power dissipation will be the arc A,B, in Fig.6.1 

indicake change 
ia. ° a a sensitive high impedance microammeter should be 

inserted in the circuit, and balanced to zero.
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6.3 Correlation Measurements using only d.c. feedback. 
  

For detecting signal partially masked by noise Hathaway (1969) and 

Arthur (1968) used a mean square voltmeter almost identical with Bozic's 

in very similar arrangements of their circuits. 

The measurements were based on the definition of the cross- 

correlation function 

—° = Lim . 1 one + t) dt 60351 

where x(t) and y(t) are two records of the way a voltage (or current) 

has been varying with time, and also 

x(t) is the complex record of the signal and noise at the 

input to the measuring system after transmission 

through the physical system under investigation. 

and y(t + t) is a reference signal voltage delayed by the time tT. 

Suppose that the deflection of the calibrated microammeter is exactly 

proportional to the mean square value of the applied voltage or current 

signal, 

Z 8, [x(t) + y(t #)]° = it, 6.3.2 

oe, = (x(t) + y(e +n]? = 21 1 6.3.3 
1 OF L 

Got ea BARS VLE oot ag? 434 

Since in the actual "correlator" system constructed there was no facility 

for varying 1, it was in fact not possible to measure the correlation 

function, but only the correlation coefficient v.60)» which represents 

the coherent component of the signal partially masked by noise. 

To carry out the operations indicated by equations 6.3.2 - 6.3.4 — 

a double bridge shown in Fig4.4was constructed. This was almost the 

equivalent to duplicating the single bridge already described. Three 

more operational amplifiers are included, one being an inverter with gain
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~1, and the others being two adders, marked OA5 and OAG6. In principle 

this arrangement does not differ from the correlator used by Arthur. 

The aim was to improve the method by using sampling 

  

techniques which enabled [x (t) + y(t + 1)? and [x¢t) Pete +t) ]? 6545 

to be measured simultaneously by switching a common amplifier channel 

several hundred times per second instead of perhaps once in from ten to 

twenty seconds manually as was done by Arthur and Hathaway, The sampling 

method has the further advantage that it was possible to check the zero 

balance by sampling the voltage of the common arm, R and Ri 4 of the 
1/3 

double bridge. 

When x(t) is applied to Channel 1 input, there will result a current 

due to the signal content and the noise content of the output x(t). For 

the present discussion it is immaterial whether n(t) is en additive noise 

or is partially or completely dependent on s(t). The reference signal 

y(t.+ t) is applied to Channel 2 input. In the thermistor heater Th] 

qere will be a current i (t) and in the heater Th2 an inverted current 

of the same value, ~i(t). 

Let us now use a similar three dimensional diagram, Fig.6.4b to 

that used previously to visualise better the relationships existing between 

the various currents involved. 

If the reference signals in the two thermistor heaters had not been 

applied there would have been the same situation as in the previous case, 

from which we would find 

Co Mr A Pe aE 6.3.6 x o 

or in accordance with the notation used in Fig. 64 6 

2 2 Gee, 20 Bet ee ae 6.5.7. 

The total dissipation in each of the bridges would be E if we take the 

thermistor heater resistances to be normalised, i.e. Thl ='Th2 = 1,
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When the coherent reference signal current is added and after the bridges 

have reached a balance we have 

  
  

IF + [s(t) + n(t) + i(t)|? = Th + |s(e) + n(t) ~ ie) |? 

ae Soe. 
hg Toe? (Se 4 24 = IF + |s(t) -i(e)|* 6.3.8 

AS(t) itty <1, - 1% 6.3.9 

or Ay, (0) = (I, - 1,)G, + 1,) 6.3.10 

By comparison with the approximate expression used by Arthur, Hathaway 

and Bozic 

tay? = 21 (Al, tee AI,) = 21 (1, 0 6.3.11 ») 

it is obvious that the error in the expression they used is negligible 

only when 

Te > oA : eke 6.3012 
° di ° 

i.e. when qT me Te tae 2 6.3.13 

Exact expressions could be written 

AG (O)im (15 WAR + At, 1) 

Al, + AI, 
‘ A dcowsads 6.3.1 21 (1, = 15) 2 set 2 

The relative percentage error is then seen to be 

AT 445 
igi ee 6.3.15 

2% 
oO 

€.2.= 

which decreases as the reference signal is reduced.
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6.4 Mean power measurements on signals and noise using only a.c. feedback. 

A simplified diagram of the arrangement to be discussed is shown 

in Fig.6-5. The essential feature is a double bridge arrangement, Ry 

Riya? Riya? Ryy? Rtl and Rt2, with a supplementary comparison bridge 

and R A comparator circuit, marked "Comp" is Roya" Saiz? 4/3 3/4" 
introduced as well as an electronically controlled attenuator, marked 

"var. att.", a compensating attenuator and a simple diode bridge rectifier: 

with a mean current indicating micro-ammeter. 

Two input circuits are provided, both with variable resistors for 

matching purposes if necessary. At Channel 1 input the unknown 

complicated voltage is applied. At Channel 2 a sinusoidal signal of 

constant amplitude and frequency is applied. Through the resistors Ry 

a constant d.c. thermistor current is applied. When there is no signal 

applied, the d.c. currents through the thermistor heaters are adjusted so 

that both thermistors, Rtl and Rt2 have equal resistances. For selected 

and initially matched Soma cfore, the d.c. currents through the two 

heaters should be almost the same when the double bridge is balanced. 

The auxiliary comparison bridge, formed of the resistances R, and its 

comparator circuit are so adjusted that the variable attenuator has a very 

high attenuation. The small leakage of comparison signal is compensated 

by applying the same amount of attenuated comparison signal to the non- 

inverting input of the same operational amplifier, OA6. When signal and 

noise is applied on Channel 1 input, the thermistor heater Thl receives 

an increase in heating power, which unbalances the left hand portion of 

the double bridge. Consequently, the auxiliary bridge comparison 

circuit changes the bias on the F.E.T. in the variable attenuator and the 

comparison signal goes through OA6 to Th2 thereby increasing the 

dissipation in Th2. 

When the balance has been restored there is almost the same
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dissipation in the two thermistor heaters, but both are higher than they 

were initially on account, not only of the signal and noise applied 

though Channel 1 input to Thl, but also on account of comparison signal 

applied through Channel 2 to Th2. For a comparison signal which is 

sinusoidal the mean effective value may be measured by the rectified 

current, in in the instrument shown in Fig.6.5b. 

The r.m.s. value is given by 

bs ee /2 e i v2/4 6.4.1 

The indication of the instrument can be directly calibrated using 

the relation 

oi 2) = 6.4.2 © 
c ¢ 

If a calibrated vacuum tube voltmeter is used at the output of the 

amplifier no correction is necessary since such voltmeters are always 

calibrated to indicate the r.m.s. voltages assuming the input is 

sinusoidal. For measuring the input as a current it is necessary to 

know the transfer impedance of the amplifier, while to measure it as a 

voltage, it is necessary to know the voltage gain of the amplifier. 

Fig.6.5a explains in more detail the relationships between the 

thermistor heater currents. At the commencement, a d.c. current in Thl 

and Th2 is balanced to the value I5» indicated by the vector 0G. When 

the external signal is applied 

2 2 2 
. + I re Vy (for normalised resistance Thl, 6.4535 

and for the restored balance, the power in Th2 is 

+ = = ic when Thl = Th2 = 1. Therefore, numerically 

Fe 6.4.4 

Here exist a linear relationship between Lic and o. which removes the 

error due to the approximation which was necessary when d.c. feedback was
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considered in the last section. 

The disadvantage of this arrangement is that the temperatures of the 

heaters and beads of the thermistors change, and if they are not exactly 

matched, an error will arise. (Appendix 5 ) 
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6.5 Mean power measurement using simultaneous d.c. and a.c. feedback, 
  

In order to improve the method described in Section 6.4a.c. and d.c. 

feedback are combined, as shown in the diagram shown in Fig.6.5b This has 

been done simply by connecting the thermistor heaters Thl and Th2 to the 

resistances R373 and Ra i respectively. D.C, feedback here serves no 

direct measuring purpose, but to stabilise the temperatures of the 

thermistor beads. Measurement of unknown r.m.s. values is carried out by 

measuring the mean current or voltage due to a pure sinsoidal comparison 

current, or voltage. 

In Fig.6.5cit is clear that on account of the increased total 

dissipation, the locus of points in the r.m. space will be X' for Thl and 

A, fon th2. for, a steer mean power input, independently of the signal to 

noise ratio, the vector representing the operating point moves in the arc 

AO oe BS. 
2 2 

An increase in the temperature of Thl and Th2 will Gcheiince beck arms 

Rtl and Rt2 by the same amount in reference to the common comparison arm, 

R73 and Ry 74° In order to restore the initial thermal conditions, both 

operational amplifiers OAl and OA2 will take more current thereby decreasing 

the d.c. current in Thl and Th2 from I, to (I, es AT) The thermistor 

heaters will then attain their initial temperatures. Using Fig.64 it will 

be seen that the power relationships may be written as 

Ve a fia ALN om toe eertals and 6.5.1 
0 Oo x 

12 = (I - At)? + eal for Th2, and 
o ° c 

I, = OA, in Fig.6.5c. O.0 62 

By inspection we find 

Big e StOR OR cate 6.5.3 
c x Oo 

which shows that o,, could be estimated also by measuing AI as was 

described in Section 6.2, but with the inherent drift error when d.c. feed-
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back only is used and the non-linear dependence of on on AL, 

The corresponding constant mean power locus for combined a.c. and d.c. 

feedback is on the arc A' - B' which is confined to the spherical 
3 3 

surface having (P y = f= oC. in Fig.6.2 when the thermistor 

resistances Thl and Th2 are normalised to unity.
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6.6 Measuring the r.m.s. signal value by the use of correlation. 
  

For the measurement of signals by the use of correlation it is 

necessary to have a sample or reference signal of the same frequency 

and in the same phase as the transmitted signal, and of constant 

amplitude. It is evident that these conditions cannot be met if the 

signal is to be used for sending information, since the signal or a 

replica of it is supposed to be available at the receiver, in a form 

which has not been transmitted through the system under investigation, 

In these circumstances, however, the use of correlation serves as a 

guide as to the best results which can be obtained on transmitting 

signals through the system, and the best way of detecting it, The 

coherence between the reference signal and the received signal can be 

used to detect Sananttal or icocatinaken components of any periodic 

or other function masked by noise. 

When a signal is transmitted through a system or medium which not 

only noise of the well known shot and thermal types, but also fluctuating 

parameters, it is distorted by the fluctuating parameters both in 

amplitude and phase. The condition that the reference signal must be in 

phase with the received signals which is to be measured is, in fact, 

never completely fulfilled. When the phase of the received signal is a 

slowly varying function of time, some locking systems to be described 

later can be devised which enable a very high degree of coherence to be 

obtained. 

If the phase has random shifts, i.e. jitter, which are very fast 

and random, then coherence may be obtainable only over the central part 

of the band of frequencies transmitted. 

The following considerations treat any component of the received 

Signal and noise mixture which is coherent with the reference signal as 

being signal, and the remainder as noise, That is, no distinction will 

be made between noise which is inherent in the transmitting system and
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which is added to the signal from noise which has been made evident by the 

application of the signal or which has been produced by conversion of some 

of the signal power into noise once it has been received, The way in 

which the system modifies the signal can be determined only from a study 

of the effects of various modulating and detecting methods*modi fin,the 

signal to noise ratio finally detected by using correlation, 

To discuss the principles of coherent detection and measurement 

consider at first only two arms of the double bridge as shown in Fig,¢:6¢ 

As was done previously, consider the thermistor heater resistances to be 

normalised so that Thl = Th2 = 1, For calculations of actual powers 

it is necessary to use the actual resistance values, which have been set 

at 100 ohms. 

On account of the initial d.c. current define the initial power 

dissipation in Thl and Th2 by 

a, = Th(l or aa = Y when Thl = Th2 =1, 6.5.1 
dc 

It is permissible to have different powers from Pac in either of the 

thermistor heaters so long as the total power is less than the maximum 

permitted dissipation in the heaters, the change in power being due to 

the effect of additional voltages and currents caused to flow when the 

bridge is subjected to received signal, noise and feedback, 

} I. is represented by OA, along the axis for s*, where s is the 
1 

signal power present, 

qT) is the new d.c. current value in each thermistor heater when 

the same value of I the reference signal is applied to 

both heaters simultaneously. 

2 2 Z 
Then Io B I, " I. : 655.2 

and this equation defines an operating locus represented by the points 

at koe and eT ( Fe p. (22)
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Denote the applied signal current by s(t) and the noise current by 

n(t). Apply (s(t) + n(t)) to Thl and invert them so as to apply 

-(s(t) + n(t)) to Th2, omitting the time variable, 

Gi teste? + = sand 6.5.3 

(15 -s-n)* + 15 = i 6.5.4 

I. has changed to two new values 

et ie ee ar {2, 6.5.5 

which are seen in Fig.5b to be represented by the vectors OA, and OA,- 

Further manipulation leads to 

6.5.6 2 = © eS 2. (iy + s) Gi.» s) 

xr 2 / 3? = o wo (I - I 6527 
: . s m2 yr) /2 > 

This is a linear relationship between the effective signal amplitude and 

the difference between two currents. 

Measuring sinusoidal signals, and writing 

  

= 4 aot. 
4 ee ee 6.5.8 

2 

since there is a linear relationship 

fe GI2. 8 6.5.9 
= * 

where s defines the positive average value of the short term averages, 

S, introduced by Arthur. The same argument leading to the measurement 

of rectified mean currents as a measure of r.m.s. or effective values 

applies here as before. 

The last expression is true for a stationary random process when
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the time constant of the averaging circuit is longer than the inverse 

of the lowest frequency component of its power spectrum. For non- 

stationary random processes, low frequency components are usually dominant, 

and it is not possible to make time constants long enough to enable 

measurements of averages in a finite or reasonable time, In fact, it may 

be inferred, or even was demonstrated by Bull in developing a theory of 

the flicker effect, that the mean square voltage or current fluctuation 

increases proportionally to the time constant of the circuits, and that 

the flicker effect is an effect brought about by the fluctuations in the 

characteristics or parameters of the system. Consequently it is not 

possible to improve the stability of average values merely by increasing 

the time constants. 

For stationary signals buried in noise it is quite irrelevant in the 

measurements just described whether the signal and noise is inverted and 

keep the same phase for the reference signal, or whether the reference 

signal is inverted to hold ‘the received signal and noise in the same 

phase. For achieving a high precision in measurement it is probably 

better to invert the reference signal, since this will usually be at a 

Single frequency and more likely to have a stable phase and amplitude 

that has the signal and noise. poabeouantae the inversion operation 

can heccartied out and tested for accuracy and stability on the reference 

signal than on the noise. Furthermore, inversion of the reference signal 

leads to at least partial suppression of ehetalenal, resulting in ihe 

possibility that measurements of very low flicker effect noise in the 

vicinity of and due to the signal itself could be made. 

If we apply two sinusoidal signals of equal magnitude and the same 

frequency they will cause equal d.c. current changes through both the 

thermistor heaters, irrespective of any relative phase differences 

between them. This opens up other possibilities. 

The frequency of the reference signal must be equal to the mean 

‘
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frequency of the incoming signal which is to be measured. Since the 

communication system we shall describe may be capable of causing notice- 

able phase shifts in the received signal, in the measurements to be 

described, therefore, it will be necessary to distinguish two cases, one 

in which we are interested to measure the total effect of noise and 

phase shift on the received signal and the other in which we wish to 

separate out the effect of phase shifts and jitter in the transmission 

path. For the former the reference signal will either be a replica of 

the transmitted signal or a era. woune long time constant and 

wateeketc phase control. For the latter the reference signal will be 

made to track the incoming signal as quickly as possible by having phase 

control circuits having short time constants, 

In either case the reference signal is applied to Channel 2 in Fig,6.6 

i.e to the operational amplifier OA4, which has high input impedance and 

low output impedance. Switches $2 should be cloded and resistance Ra /2 

adjusted to meet matching conditions, Since OA4 has unity voltage gain, 

a reference signal of the same anuplitude is applied to both the summing 

amplifiers OA7 and OA8, the phase of the output from OA7 is inverted, so 

that an inverted reference signal is applied to the thermistor heater Thl. 

At the same time an attenuated reference signal is applied by the 

electronically controlled attenuator to the input of operational 

amplifier OA6. A signal of the same size is also applied to the non- 

inverting input through a manually adjustable attenuator. 

At the input of OA6 there will be a hardly measureable amount of 

reference signal, and the indicating micro-ammeter, Inst, will show zero 

deflection. It is obvious that the accuracy of this method of measur- 

ing the coherence between signals depends critically on the common mode 

rejection of the amplifier 0A6. This should be of the order of 60 db 

or higher. Since in this amplifier only a single frequency is concerned, 

it is necessary to obtain such accurate balance only at one frequency,
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and this condition is not difficult to fulfil. At both the input and 

the output of OA5 there will also be no discernible signal. 

If we apply at Channel 1 a transmitted signal with the accompanying 

noise, it will be transferred via the amplifiers OA5 and OA7 and OA8 to 

the heaters Thl and Th2 in phase. The first result will be that the 

double bridge and the comparison bridge will go out of balance, and this 

will be sensed by the comparator circuit, marked Comp. The bias on the 

FET in the electronically controlled attenuator, marked Var will be 

changed, and at the input of amplifier OA5 a reference signal, in 

opposite phase from that of the incoming signal, will appear. Its 

magnitude will increase until the unbalance caused by the incoming signal 

is corrected. This will happen when the reference signal from A_ is 

very nearly equal in magnitude to the portion of the incoming signal 

which is coherent with it. 

There is then a very compressed signal, fords of the difference 

between the reference signal and the part of the signal which is 

coherent with it, together with aoise. The noise consists partly of 

white noise filtered by the limited band of the system together with 

flicker type noise due to the transmitted signal and the d.c, excitation 

of the circuits. On account of the very strong feedback in the 

amplifier OA5 any noise generated in it could be neglected for a very 

wide range of levels of measured noise.This is discussed fully in App.14. 

Since the regulated reference and the coherent part of the 

measured or incoming signal have very nearly equal magnitudes, rectified 

mean values and r.m.s. values, we can measure the mean value of the 

rectified, noiseless pure sinusoidal regulated reference signal with an 

instrument calibrated in r.m.s. voltages, thereby determining the 

coherent part of the incoming, masked signal, 

At the output of OA5 where will appear the total noise and a very 

much reduced, and in many cases negligible amount of incoming signal.
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This noise could be measured using the bridge with combined d.c. and a.c. 

feedback described above for measuring the mean power of (signal and 

noise, but in this case, the aienat will usually be negligible. To 

eliminate the remaining, unsuppressed, part of the signal, a preliminary 

calibration of the equipment with a signal almost free from noise would — 

be necessary. 
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CHAPTER 7 

Detection of Signal Fluctuation 
  

Short Term Shifting Interval Correlator 
  

This equipment was primarily developed in order to provide a means of 

determining the correlation between two voltages or currents over short 

periods of time, i.e. with short averaging times, for signals up to several 

hundres kc/s. The values of correlation coefficient so determined will be 

called the "short term correlation" factors. For a rapidly fluctuating 

signal these factors are fluctuating rapidly too, so that an analog 

continuous recording has to be provided. 

The short term interval correlator consists of a buffer stage, which 

is an amplifier and an impedance transformer, a phase comparator, which 

enables locking to the incoming reference signal, and an RC-FET voltage 

controlled Wien Bridge oscillator and a shifting interval coherent detector. 

The synchronism was not very good, when a.replica of the transmitted 

4Mc/s signal was used to synchronise local oscillator. This was due, as 

it was later experimentally found, to the lack of coherence in phase 

fluctuations of signals. It was observed that the oscillator locks 

easily to the received 200 kc/s reference signal in the case when the 

received 4 Mc/s carrier, after restoring the original phase and after 

amplitude fluctuation suppression (by using FAAGC and limiting) was used 

for second detection (i.e. mixing). 

gabe intense fluctuations of signals were experienced, it was not at 

all possible to lock the local 200 kc/s oscillator on the received reference 

signal without a limiting stage for the 4 Mc/s reference signal, or rapid 

acting A.G.C. or both. 

For simultaneous recording phase and magnitude tuckudeteds of the 

reference signal, two separate bridge multipliers, using 4 diodes each, were 

used for orthogonal coherent detection.
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Before proceeding with the description of the equipment, let us 

explain the basic idea, 

Mathematically the average value of a non-periodic function defined 

by 

y(t) = = Lim + [ y(t) dt 1) 
~ 

cannot be measured since the definition implies that it is averaged over 

an infinite time. Since the function is non-periodic,’ there can be no 

certainty over a finite time that the function will not at some moment 

attain such a large value that the searace value changes noticeably at 

that moment. 

On the other hand, the average defined for a periodic function by 

the same equation will have a regularly decreasing variation as the time 

limits, T, and T,, over which integration is carried out are varied so 
i 2 

that the averaging is done over a regularly increasing period (ty - T,). 

Whenever the averaging time (tT) ~ T,) is equal to an integral number of 

periods of the function the average has a definite value which is 

independent of the phase at which the time Ty is taken, 

For a non-periodic function which lasts for a limited time, the 

usual approach in mathematics is to define it as a truncated periodic 

function and find its average value for the duration, The time average 

values for a function of limited duration tends to zero as the time 

T tends to infinity for all well behaved functions. 

For functions which last an unlimited time it is possible to find 

time averages in finite time intervals, but the averages are in general 

functions of time. A similar method could be applied to functions of 

limited duration by dividing the total duration of the function, T, 

into smaller observation intervals, AT, such that 

RAT we : 411.2 

“By increasing N the observation intervals, AT will become smaller and 
‘ . 

~
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smaller. If the process described by the time function is stationary, 

averaging over different time intervals will give almost the same result 

for any relatively small value of N. By increasing N towards high 

values, the time intervals AT will tend to become infinitessimal 

increments, and the average value taken over each element AT will 

approach the value of the function during that interval, i.e, 

T 

(T, - T,) a dt (T, - T,) + dt ao] 2 _ 

= y(t,) where (T, + T,)/2 = t, 

If the time function, when transformed into the frequency domain, 

has a limited spectrum of frequencies, so that fae < B, then in order 

to find the function values y(t.) for a specified time ts, without 

ambiguity, it is necessary to find its short term average in the small 

time interval 

AT AT 
(t; SRO (t, + = where AT 1/2B 7.1.8 

Thus, 

= ik 8 : 

WE oe yes age Ae dt 7.1.5 

This equation being valid whether the time function is deterministic in 

the full sense or taken from a set of sample functions which 

describe a band limited random function,
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7.2 The detection of signals by the use of short term correlation. 

Suppose that y(t) is a signal and that we are interested in the 

determination of successive values of y(t), ek See Se aE | 

We can do this by considering the results of using an ideal averaging 

filter having a response defined by (Fig. 7-1 ) 
" h(t.) 1 for the period from (t. av AT) t0 ty 

= © otherwise outside the qth interval... deed 

The Eres bine response to a set of impulses y(t.) will be a 

staircase function. For a continuous function y(t) at the input, the 

output will be continuous function also. Let us denote the output time 

function by z(t), defined by the Green or Duhamel superposition or 

convolution integral 

t 

oa ye 
z(t) = at | h(t-Av) .y(0) da pee 

C=AL 

where dA is a dummy variable of integration, Thus the averaging filter 

performs an averaging erat atin for the immediately past period AT, As 

will be seen later, this averaging filter is useful either in detecting 

small signals masked in white noise or to find the successive values of 

say y, (t), which may be for example the amplitude of an unmodulated 

carrier which is being transmitted through a physical system which has 

time varying parameters. 

h(t) 

  

  
  

AT t. os 

Fig.7s1  
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Description of the short term detector 
  

The sinusoidal output from the 200 kc/s locked oscillator was applied 

to a Schmidt trigger circuit, and the resulting rectangular output pulses 

differentiated, so that suitable pulses for triggering were obtained. 

These pulses were used to trigger a chain of three flip-flops, the 

outputs of which were so combined through a diode matrix, that eight gates 

could be operated in succession and in strong Syiiclecot em with either 

received or transmitted signal. Each gate was open for an interval of 

half of the signal cycle, thus enabling half cycles Bt the fluctuating 

signal to be separated and addressed to one of the eight "hold" circuits. 

Each hold circuit comprises a low loss mica capacitor, which was charged 

through a high impedance circuit. Therefore, at the end of the half 

cycle the voltage across its terminals was proportional to the area under 

particular half cycle portion of the test signal. During each half cycle, 

one of the eight capacitors is completely discharged, so that the new charge 

gives the information on the next corresponding half cycle signal intensity. 

Locking the lockal 200 kc/s oscillator to the transmitted 200 kc/s signal, 

and adjusting them to be orthogonal, the same equipment was also used as 

the phase fluctuation detector. 

In the first case, when amplitude fluctuation was of interest, the 

total charge on "hold" capacitors is proportional to the area of the chopped 

and rectified received signal for that interval. . Using a summing operation 

al amplifier, an output is obtained, which after some smoothing gives a 

measure of the short term average of signal amplitudes, i,e. of their 

fluctuations. All incoherent signals and additive noise are to some 

extent suppressed. This suppression is evidently more effective for 

unwanted signals and noise components whose frequencies are somewhat 

separated from the test signal frequency. 

In the second case, when a phase fluctuation was of interest, the 

total charge on "hold" capacitors varied proportionally to the mean of the
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phase difference between the transmitted and received signals, being less 

sensitive to the fast phase jitter due to additive noise. 

Due to the noticeable delay which the hold capacitors introduce, 

this system was not found to be suitable for either rapid acting A.G.C. or 

rapid acting A.P.C. aiptteesichi: as it causes instability, even for 

moderate loop gains. However, for measurements and recordings of 

fluctuations, being less sensitive to additive perturbations of any kind, 

it was found to be very useful. 

In the next few pages the properties and mechanism of the shifting 

interval correlator will be described in more detail. It should be 

noticed that coherent detection improves the signal to noise ratio, 

suppressing additive noises, but in contrast to ordinary envelope 

detection it is very sensitive to phase fluctuations. 

  

B a 
F.F.3 

; 

SCH; 1s Borsa 

¥
 

  

F.F..1 

              

            

      
  

  

      

  

    
        

  
          

  

  

  

      

  

      

    

T SM Enoked IODE MATRIX 

Osc. F 

pee es. Signal 

0/P 

eae 

FILTER 

C C 
5 

E 
Capacitor "HOLD" Circuits 

Summer 

Wigs: [<2      



129. 

ATOR WAVESHAPES , L 

Y 
SHIFT INTERVAL CORREL c 

. 
 
 

 
 

  
  

 
 

  
    

  
 
 

 
 

  
      

  
 
 

e
e
s
 

*
a
s
T
o
u
 

s
A
T
y
T
p
e
 

UT 
‘(sz0ze 

(ATuo 
yndyzno 

1042 

patazing 
[eVUusTS 

j
e
z
e
t
T
n
p
o
u
 

: 
~
I
Z
s
z
U
T
 

[
[
e
)
T
e
u
e
t
s
 

psqzernpouw 
| 

w
a
s
e
q
u
t
 

e
u
o
)
T
V
e
U
e
T
S
 

p
s
z
y
e
t
n
p
o
w
 

apnyt{tdwe 
ue 

fo 
u
o
t
T
z
o
a
z
a
q
 

a
p
n
y
t
{
d
w
e
 

we 
jo 

u
o
t
z
o
e
z
e
g
 

t
e
 

epnyTTdure 
we 

JO 
u
0
T
4
0
5
7
9
C
 

: 
: 

(
T
u
o
 

=o 
q 

u
o
T
z
o
e
 

L
a
e
r
S
o
q
u
t
 

euo) 
u
o
T
Z
e
n
z
o
n
T
J
 

sp 
T
O
P
V
I
S
S
Z
U
T
 

UO 
S
O
U
S
N
T
J
U
T
 

3d 
q
u
a
s
e
z
d
 

GT 
o
s
T
o
u
 

pue 
vacace 

-
n
g
t
t
d
u
e
 

Teusgts 
fo 

uotTzoO94aq 
-
u
e
q
i
m
i
s
t
p
 

jo 
u
o
t
T
z
y
e
r
y
s
u
o
u
s
d
 

ou 
UWsaua 

s
y
n
d
j
n
o
 

1o1erZ982urT 

  
 



 



130. 

7.3 Short term coherence by synchronous sampling. 
  

Let us divide the incoming signal up into a number of separate 

portions each of which starts when the carrier signal crosses the time 

axis, and also each portion has a width 

z 1 E 
coe i cle hie oe ae Todt 

3 Zt 2£ 
s 

where f. = the carrier frequency (as above), and f = the frequency of 

the occurrence of the portions of the signal, i.e. the frequency of 

sampling. 

Thus dividing incoming signal into a set of identical positive and 

negative carrier half-cycles of identical duration but not necessarily 

of the same amplitude, during a time T there will occur 

Nov 2TE cm: TE Tease 
s c 

of such portions. It is possible to ensure that such portions can be 

obtained by locking the sampling mechanism to the carrier. 

In order to detect the information, which is conveyed by the 

variations in the amplitude modulation, it is necessary to use only 

either the positive or the negative half-cycles or to invert either set 

and add the un-inverted portions to them. 

On the other hand, the mean value of a modulated carrier during half- 

cycle starting at the time t 

*, 
* 

x e 2 m 
8.8 Se. oS i Tee V2 33 1 +22 Ea cos(nw t. + 0.) |. cosw t dt 

1 cl z s c n ToL n c 
t.- = n=l 

i 

Y2. nm 

a ee 7. 8 k 2 ES aecos (an ft; +0 | T3635 
Tt C ai no n 

where 85 is the short time average of the signal. 

This shows that the output is proportional to the information signal 

amplitude at time ty.
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Taking the average of several demodulated signal carrier averages 

the short term information signal average can be written 

N ~_ 

s * SS se ei: GY Ss. + (-) $ 

i = odd he i = even ey 7.3.4 

where Csi are the averages of the modulated carrier amplitudes for 

positive half cycles, while 

Ce are the average values of the half cycles of the modulated 

carrier for the negative half cycles. 

A sequence of half cycles carrier averages may be expressed as a set 

of values written in a matrix form, 

aL 
S(t) = {Sy Spo Sg vere Sy} 23.5 

where the column matrix is represented as the transpose of a row matrix. 

The shifting or running short term averages of the information signal may 

then be written as the product of two matrices, 
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where the first matrix of /N £(N + K) order represents integration of K 

half cycles of the modulated carrier. 

If the signal arrives with an additive white noise which is sampled 

and averaged in Lnteroatal 0 to T/2 and is denoted by the quantities 

ns» then the sequence can be represented in matrix form by 

oe ‘ 

N(t) = {n,} = {n,, Nos tereecee ny} Le sod 

The noise samples n., being the results of integrating over finite 

_ intervals of time will have a mean value which will be much smaller than



La2., 

the standard deviation. The short term averages of the noise samples 

will tend to even smaller values, so that the signal to noise ratio will 

be improved proportionally to the square root of the number of samples 

taken, as will be seen from Section equation. 

| The number of shifting samples to be averaged cannot be increased 

without limit if we wish to detect the most rapid changes in the informa- 

tion signal, since the shifting or running average vist caeath out the 

rates of change of signal modulation. Thus for information signals 

having a maximum frequency 

f£ = RY with; 1 232/28 D458 

and the carrier frequency fo the maximum value for K is, if no 

information is to be lost in the formation of the shifting averages, 

K - Pte 2 Et nex Lsd9 

Thus, having a carrier frequency of 4M Hz, and i. = 250 k Hz, 

6 6 
Kai ie Oe AO Os See 10 or 16 L23.10 

The expected improvement in noise to signal ratio will then be four 

times in amplitude, i.e. 6 db. This, ph enay with the 3 db obtained 

by the use of coherent detection will give a total improvement of 9 db, 

The same method can be used to detect. the random fluctuations of an 

incoming signal which has become fluctuating on account of fluctuation in 

the parameters of the transmission system of medium, This is one of the 

main objects of the experiments which have been carried out for this 

thesis. 

The power density frequency spectrum has already been shown (Bull 

and Bozic, 1967) to have its maximum values close to the signal frequency, 

and under the conditions used in their experiments, was shown to fall Hee 

at a rate of about 6 db per octave of the difference frequency, 

)|, where Af eit ot
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f. is the signal frequency and 

feet is the frequency at which noise measurements are made. 

In Bull and Bozic's experiments the frequency analyser used had a 

bandwidth of about 4 kHz and so it was not possible to make noise measure- 

ments at frequencies closer than about 15 kHz to the signal, For a 

deterministic signal of 200 kHZ it is therefore possible only to take 

about 12 samples in such an investigation if it were repeated using a 

sampling method. 

Since the short term coherence measurement improves the signal to 

noise ratio for signals buried in additive noise and helps to detect 

noise due to fluctuations in the parameters of the system, it has been 

used extensively in this research, 

(1) to measure the mean signal level of the fluctuating 

signal, and 

(2) in connection with a fast acting automatic gain control, 

A.G.C., and automatic frequency control, A.F.C, to 

extract the remaining fluctuation in order to be 

recorded and analysed.
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7.4 Broad~band coherent detection 
  

For the coherent detection of a signal consisting of a constant 

amplitude of a sinusoidal voltage it’ is necessary, as has been already 

seen in Section 2.4 to have a reference signal of the correct phase and 

frequency. 

If S is the r.m.s value of the signal of constant amplitude then the 

rectified short term average is 

So et She ce = 6.05 Pht 
T e eff tt 

By taking 2BI samples we can improve the signal to noise ratio, S/N, 

very greatly. It must be borne in mind that this signal does not require 

any bandwidth for its transmission, so that the observation time, T, can 

be chosen arbitrarily long. (Only one bit of information) It cainot 

transmit information. Amplitude modulated signals have a frequency spectrum 

spread out over a band up to +B, where B corresponds to the highest 

modulation frequency. 

When white noise accompanies amplitude modulated signal, the input to 

the coherent detector may be written 

e(t) = E. [1 + m(t)}cos (wt #4.) + r(t)cos(wt +o (t)) 7.4.2 

This signal is multiplied by the reference signal 

E ef = Eo cos(w.t + $2 Lee 

The second term in’ ¢-2 having a randomly varying amplitude and phase 

is shown by Rice (1948) to be equivalent to white noise. 

The maximum value of the detected baseband signal occurs for - = %. 

and is 

EE 9 co og. 4 

e ad EE m(t)cos wt = 3 m(t) 

   



The baseband output due to noise is accordingly 

Ep = 2E(L)E, cos(¢ (t) - 6) 7.4.5 

so that the mean square noise output is 

  
  

  

we E ES ian 36 Fee se a ae so 2 “4. 
Pi ae ge 7 2, 008 Mh (tee bY er (RD 

since all values of ot) are equally likely, and so 

sa LEAT 
cos’ (4, (t) - ) = } 

The output signal power of the wideband coherent detector is then 

  

  

  

    

rake) 2 
Nae re Kees m” (t) 
N out _ Be ite Re. ae E. ge oe 1478 

2 2 2 
rt) “E018 ro (t) 

At the input, if we do not take into account the carrier power, we 

may put the signal to noise ratio as 

  

  

: Pa ake cm ae | 2 3 (in FOO = ab Se fe 
TCE) 2 ete} 

so that the improvement in the signal to noise ratio for broadband 

coherent detection is 3db, independently of the signal to noise ratio. 

In other words, there is no threshold effect.
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7.5 Improving the signal to noise ratio by coherent detection. 
  

From the Appendices 2 - 4 it has been seen that by keeping 

the same time interval T for egies observations and by reducing the 

number of different distinguishable signals one can increase the 

certainty of detection. It is also clear that by increasing the 

observation time, T, or the number of observations, B, within limits 

specified and discussed briefly at Appendix 4, the 

certainty of detection is increased. 

Let us assume that in a time interval from 0 - T there is a 

constant d.c. signal of amplitude S$ buried in noise n(t) with a flat 

4 power spectrum in the bandwidth B and having an r.m.s. value N°. 

The incoming signal could be represented by the function 

E(t) Waontt) + S™ 7s 501 

which by the sampling theorem is characterised by 2BT sample values, 

specified by 

ECE) BS 728) 

n(i) = n(i/2B) Where: 3) = 1s 25.0.3 ZBT LD oe 

s(i) m constant 

The various samples f(i) are independent and have a Gaussian 

distribution with variance N anda mean value S. If there is no 

interdependence of the signal and the noise introduced by the correla- 

tion detection process we may put the mean value when the signal is 

absent as 

W607 0 ToS 

and with the signal present as 

on - 7.5.4 

The variange Cue is the same in both cases. We shall use the ratio 

i Se E 
s o 

eae 

C. .
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as a measure of the effectiveness with which the detection process is 

operating. 

The variance is given by 

from which we get 

  

  

2BI 2BT 9 

Lhe Fl) ee ots 8 ts) = e 
1 Ped J 

(apt)? 

ZBUs2bE 2 

5 Del(se + en: ie othe Ft NN oss) 
1 1 L a ij 

(287)? 

2BT 2 

; (n;) n2 

ae es _—— or 
(2BT)? (287)? 

N/(2BT) 4 

HSS yh eee o (2BR) ic, N 

7.5.6 

7.5.7 

7.5.8 

or, expressed in words, the effect of taking 2BT samples is to improve 

the signal to noise ratio by a factor (2T)?, It must be noted that 

this is strictly valid for additive noise and a sinusoidal signal.



LOY. 

CHAPTER 8. 
ener en mereenes eet gnarenen ee 

Experimental Results. 
  

The first experiments were taken in order to measure signal to noise 

ratio of a received signal and noise, when a deterministic signal was 

transmitted, as well as to determine the power density spectrum of noise. 

For this purpose the equipment described in Chapter 6 and in Chapter 7, in 

connection with Wayne-Kerr Spectrum Analyzer (LF) was utilised. As the 

time spent for one data point was of the order of 30 sec. this method was 

abandoned and fluctuations were recorded for subsequent digital analysis. 

Anyway, a few power density spectra were obtained by this analog method, 

which have clearly shown that the slope of the spectra depend not only on 

the flame flow and fuel characteristics, which could be set constant and 

automatically controlled but also on the type of antennas used and also 

especially, on the method of signal detection. It was obvious that all 

spectra obtained were of the (1/Af)” shape, where the a coefficients were 

always higher than 1. typically, all the spectra had slopes of about 

10 to 12 db/octave for horn antennae, and 12 to 15 db/octave for 

cylindrical resonators. 

Coherent signal detection gave 6 to 8 db more noise power and steeper 

spectra at high frequency end of the spectrum. At the time of the initial 

experiments it was not appreciated that the signal is converted to noise 

partially on account of magnitude fluctuations, and partially oh account of 

phase uncertainty and fluctuation. In order to remove difficulties of 

interpretation on account of these differences in behaviour of the 

different methods of detection, some of these experiments were repeated when 

digital methods were introduced. As an example, Fig.8.1 is obtained when 

coherent detection was done and Fig.8.2 when an ordinary envelope detection 

was made,
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142, 

Having this in mind, therefore, all the following experiments were conducted 

with the local oscillator locked either to the transmitted reference, when a 

phase fluctuation was of interest, or to the received reference, when the 

magnitude fluctuation was studied. It should be emphasised that the phase 

tracking must be fast, i.e. almost instantaneous, which could be achieved 

only by using for mixing the received reference instead of the local 

oscillator signal. 

Autocovariance Function Estimation 
  

On Fig.8.3 three experimentally obtained autocovariance functions are 

represented, obtained in 62.5msec, 125msec, and 250msec respectively. It 

must be emphasised that for some other particular interval of time different 

functions could be obtained, especiaily for observation times of less than 

10O0msecs. For this particular case, when flame was turbulent but in other 

“respects stable, extending the observation time did not improve or change 

the shape of the function obtained. Compare, for example, the autocoherence 

function on Fig.8.3c, obtained in 250msec, with the one obtained in 1 sec : 

represented on Fig.8.4. 

On the other hand, the differences were more obvious when the corres~ 

ponding power density spectra were compared. The Fig.8.5 and Fig.8.6 

illustrate this more clearly. Both power density spectra on Fig.8.5a and 

Fig.8.5b were obtained from records of 62.5msec duration, i.e. each from 

1000 data points. The power spectra on Fig.8.6a and Fig.8.6b are from the 

same experiment, but for the observation time of 250 and 1000msec 

respectively. 

It was found out that by averaging results from 4 - 6 portions of 1024 

data points (At = 62.5usec) reasonably smooth power density spectra could be 

obtained, Autocovariance functions and power density spectra were computed 

for 128 discrete points which corresponded to tmax = 8msec (Fig.8.4) and 

fmax = 4/c/s (Fig.8.6) respectively.
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Fig.8.3a 
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8.2 Instantaneous transmission of two signals through the same 
physical system. 
  

A stochastic signal, surierated by a Markovian (message) process can 

be represented in the frequency domain by its real and imaginary 

components. Depending on the type of modulation used, these components are 

spread symmetrically or unsymmetrically about the carrier. 

The simplest case is when there are only two frequency components, 

which could be obtained by sending an SSB with unsuppressed carrier 

(Fig.8.7a). The frequency difference could be easily adjusted by changing 

the modulation frequency. For frequency differences larger than several 

kc/s, the second signal could be added in a separate stage.(Fig.5.7) The 

total received signal plus noise power is linearly increased by increasing 

any of the signal levels. It is of specific interest that the second signal 

too will be spread in the frequency band, so that instead of a discrete 

spectral line, a power spectrum similar to the spectrum of the first signal 

is obtained. (Fig.8./). This could be intuitively expected, as there is no 

operational discrimination of the system on any gignal component present. 

All signal components are convoluted by the same or similar Fourier 

Transform of the system correlation function.. The next step in the fluc- 

tuation analysis is to find out to which extent these fluctuations are 

correlated, i.e. to establish the complex coherence measure, and the 

corresponding coherence function. If two signal components are too 

close in frequency, the corresponding output spectra will be interleaved 

and their separation almost impossible, But if two signals were mutually 

orthogonal, it was expected that their power spectra should be also 

orthogonal. 

It will be shown later that although signals and their spectra were 

orthogonal, signal fluctuations were to a high degree correlated. (pp 155-160) 

When a signal component is added at the receiver end, i.e. without 

being transmitted through the system with fluctuating parameters. (Fig.8.7d) a 

corresponding single spectral line is obtained. Due to the artificial
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8.3 Coherence of fluctuations of two orthogonal signals. 
  

For this experiment a 4Mc/s subcarrier was amplitude modulated by 

200 kc/s signal, and this subcarrier rotated by 90 degrees. The rotated 

carrier was again AM modulated by the second 100 kc/s signal. Such a 

complex signal was used to modulate 9.35 Gc/s microwave carrier and then 

passed through the TMO40 resonator with an unstable and turbulent flame 

inside it. At the receiver end, after the first mixing, an IF signal and 

two orthogonal sidebands 100 kc/s apart were amplified by 40dB IF (Fig.8.8) 

amplifier. A phase-lock local 4 Mc/s oscillator was used for poncli¥ohdus 

detection of both signals. For this purpose a 90° phase rotation was 

made by strongly coupled resonant 4 Mc/s circuits. A 4 Mc/s rotated 

local oscillator signal was amplified by a wideband buffer amplifier and 

then applied to the balanced diode detector. At the output of amplifiers 

Al and A2 100 kc/s and 200 kc/s fluctuating signals are obtained. After. 

demodulation, signal amplitude fluctuations are recorded and analysed 

(see Data Acquisition and Reduction Sec.5.1) 

Using procedure Coherence, autospectra as well as cross spectrum 

were computed. Both autospectra and the real part of the obtained cross 

spectrum were identical and therefore coherence function had a constant 

value (y2(w) = 1.0) independent of frequency. (See Fig.8.16a) 

This experiment was repeated several times, and although the auto- 

spectra and cross spectrum varied slightly from one experiment to the 

other, the coherence function, and consequently cumulative coherence 

measure, was invariantly equal to 1.0 independently on the duration of a 

particular experiment (0.1 sec to 4.0 sec). 

The same experiments were repeated, but the 4 Mc/s transmitted 

reference was substituted with the 4 Mc/s received reference. As the 

mean frequency in both cases was exactly the same, and the dominant filter 

time constant was approximately 10 m.sec. no difference in experimental 

results was expected which proved to be correct.
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.8.9C. Autospectrum of a fluctuating signal. Fluctuation was 

detected by short-term correlator(Chapter 7) locked 

to the transmitted reference signal. 
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153. 

Then the time constant was decreased to 0.lmsec, which affected the 

R.M.S. value of the measured 200 kc/s noise fluctuation by some 6 dB. 

The corresponding coherence function was unaltered, but both auto spectra 

and cross spectrum were obviously less steep at the low frequency end of 

the spectrum (Fig.8.9a and 8.9b) than before(Fig.8.9c). 

Coherence of amplitude and phase of- signal fluctuations — 
  

The previous experiment has shown that the amplitude signal fluctua- 

tions (100 ke/s and 200 kc/s Siena) depend to some extent on the phase 

fluctuations of the 4 Mc/s signal. In order to establish coherence 

between these fluctuations the following experiment was made. An 

unmodulated 4 Mc/s signal was transmitted, using microwave arrangement, 

through the same flame as before. (Sec.5.3) 

After IF amplification the signal was applied to a synchronous 

detector. The 4 Mc/s IF signal from the second amplifier output was 

applied through a limiter stage (Fig.8.10) simultaneously to a balanced 

diode detector which was used as a phase comparator stage, for signal 

phase fluctuation detection. A transmitted 4 Mc/s reference signal was 

applied to the buffer amplifier stage with a 0° and 90° reference rotation. 

Both fluctuations were recorded and analysed. 

There was a slight difference in power density spectra of amplitude 

and phase fluctuations especially noticeable in higher power density 

frequency components (Figs.8.12 & 8.13). A typical complex coherence measure 

function is given in Figs.8.14 & 8.15. It can be seen that the real part 

of this function is slightly affected in the higher frequency end (N.B. 

the log scale). The imaginary part rarely exceeds a few percent and 

is higher at the high frequency end. 

The low frequency components, due to 1/A£* spectrum shape, have added 

more weight to the cumulative coherence measure,which did not differ very 

much from its maximum value of 1.0. For example, in three successively 

made experiments, of 0.25 sec. duration each, cumulative coherence measure 

values obtained were 0.99, 0.99, 0.995.
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LDDs 

Coherence of the fluctuations of two signals 
  

Previous experiments have shown ietatwe orthogonal signals are 
fluctuations of 

highly correlated. Some departure from the maximum value of the 

cumulative coherence factor was attributed partially to imperfections in 

orthogonality of the reference signal as received and partially to the 

presence of additive noise and other interference picked up. 

In order to investigate signal coherence when signal components are 

further apart in frequency, two deterministic signals S, and S, were 
1 2 

transmitted and received. One signal, S,>. was again at 200 kc/s, on a 

subcarrier of 4 Mc/s, and the other, Sos was 100 kc/s, on another sub- 

carrier frequency which could be adjusted to 4 Mc/s, 8 Mc/s, 12 Mc/s, 

16 Mc/s and 20 Mc/s, resulting in a maximum frequency difference of 16 Mc/s. 

The receiving arrangement (Fig.8.11) consisted of two almost identical 

low gain (20dB) wide band amplifiers, each of which was followed by a 

limiter stage and a synchronous diode bridge detector. At the output of 

the detector stage 200 kc/s and 100 ke/s signals were available. Limiter 

stages were used only for phase coherence measurements between the two 

signals, when both subcarriers were not modulated at all by deterministic 

signals. 

When a single path transmission was simulated, the cumulative 

coherence factor did not change very much even when two signals subcarriers 

were 16 Mc/s apart. From the maximum value of 0.995 obtained for 

Af = 0.1 Mc/s it has fallen down to approximately 0.97 - 0.98 at 8 Mc/s and 

0.95 + 0.96 at 16 Mc/s (Fig.8.19-SP) 

Such a relatively small drop in cumulative coherence factors was 

obviously the result of a negligible delay difference occurring in the 

transmission path. 

In order to make two signal fluctuations less coherent, an arrangement 

simulating two path transmission was introduced, which consisted of two 

resonators with very similar, almost identical transmission characteristics.
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Samples of simultaneous autospectra of. two fluctuating signals 

for a particular time interval are given on Figs. 8.12 and 8.13. 

It is quite obvious that both spectra are of. the. same. shape. what- 

ever the carrier frequency. When samples were taken. in.a longer 

time interval, there was not an easily distinguishable difference 

in their autospectra. The real(Fig.8.14) and the immaginary(Fig. °.15) 

cross spectra for two signals 100 kc/s appart are also obtained(T=0.1s) 

The waveguide path difference was approximately 5m, which introduced a time 

delay difference of the order of O.lusec. The short term coherence 

(AT = 0.1 sec) was obtained first (Fig.8.16) from which it was found that 

coherence at some frequencies in a short time interval is accideatally high 

but at the average is very low. Note that here as before the vertical 

scale is logarithmic, and then the base values are -50dB in reference to the 

maximum coherence value of 1.0 (OdB). 

Much smoother coherence functions were obtained for an observation 

time of 1 sec. (Fig.8.17). 

The cumulative coherence factor [I versus frequency diagram is given 

on Fig.8.19-DP.1. | 

For double path Sake aiton: even signals of very nearly the same 

frequency (Af = 0.1 Mc/s) were evidently less coherent. To demonstrate 

this fact, two coherence functions are displayed (Figs.8.18). From 

these representations it is clear that there exist larger phase fluctuation 

discrepancy (Fig.8.18b) than in the case of magnitude fluctuation 

coherence (Fig.8.18a). The cumulative factors do not differ appreciably in 

these two cases as the discrepancy is at the higher frequencies of the 

fluctuation spectra. 

A second set of double path transmission experiments was carried out 

for a much smaller waveguide path difference corresponding to approximately 

10 nsec, The cumulative coherence factor $e for this case also represented 

on Fig.8.19 and marked DP-2.
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represented experimental arangement On Fig.8A (below) it is 

delay was utilized when double path ,10 nsec. differential 
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CHAPTER 9 

9.1 Optimum Receiver - The WIENER FILTER 
  

On a given perturbed signal x(t), it is desired to operate at the 

receiver in such a way, as to obtain as close as possible the original 

signal s(t). 

As it was already shown, the noise might be either independent of the 

signal power, i.e. pure additive noise, or dependent on signal power, i.e. 

what we have called multiplicative noise. According to the kind of 

tlehiea tes which generates it, the random process can be statistically 

stationary or nonstationary. 

Additive Noise ~- Stationary case 
  

The received signal x(t) is the sum of true signal s(t) and additive 

noise n(t). This is the simplest and most studied case. (Wiener, 1949). 

Consider the time invariant receiving filter following the detection stage 

shown in Fig. 9.l. 

  

_ y(t) e(t) 
x(t} es We) |» —( * ———— 

      

‘where x(t) = s(t) + n(t). Note that x(t) is the signal obtained after 

the necessary detection, but contaminated by noise. 

The receiving filter is assumed to have an impulse response w(t). 

If the desired transmitted signal before the process of modulation were 

present at the receiver, there could be found a signal error Gt) as 

the difference between the desired and the actual output, that is 

ett) ==. s(t y(t) 9.4.)
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The performance criterion of the quality of the total system is the mean 
  

squared error e“(t), i.e. 

e(t)? = [s(t) ~ y(t)]? 5.1.2 
  

  

The filter output can be expressed in terms of the input x(t) and the 

impulse response w(t). It is assumed also that the system is noiseless, 

and the total additive noise is added in the transmitting channel. 

Starting from 
G 

y(t) = [ a(t = 4) w (r)dt 9,253 
O 

and the minimum mean squared error criterion, it can be shown by the use 

of the calculus of variations (Esgole ,1962) that 

t 

4 V(t — o)w (o)do = v(t) 9.1.4 
oO 

which is the well known Wiener-Hopf integral equation. Transferring this 

equation in the complex frequency domain, and using spectrum factorization 

technique, the desired filter transfer function w(s) is obtained. 

The optimum filter problem for additive stationary noise was solved 

by Kolmogoroff (1941) and Wiener (1949). A simplified derivation of 

linear least square filtering is done by Bode and Shannon (1950), which is 

summarized in Appendix /3 . From the derived expression 

~/ ‘ WGw) = P(w) oJ tw) : 9.1.9 

P(w) + N(w) 

it is obvious that the optimum filter has the frequency response which 

depends on both the signal P(w) and noise N(w) power density spectra as 

well as onthe delay coefficient a(w), which it should be remembered, is 

valid only if the noise is independent of the signal and is stationary.
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9.2 Adaptive Receiver - The KALMAN FILTER 
  

A new method of filtering nonstationary random processes has been 

described by Kalman and Bucy (1960,1961). 

  

    

      
  

          

x (t) 
A(t) . ee —»>— ———— 

x(t) e(t) 
+n C4 

f(t) 

Fig.9.2 

The optimum estimate (Fig.9.2) (xo(t)) is given by 

re 

x(t) = [oo (eytd2(a)ar Cae 

S/ 
te 

where w (t,7) is the weighting function of the optimum ~ adaptive time 

varying filter, 

and: (Z(t )e. = 7 xCl) + ni (t) 9°2..2 

Starting from the Wiener-/lopL equation for time varying systems 

ee 

[Wo(t, TP, (o,t)dt = ie (C50) O29 

Yeo 

It could be shown (Shear, 1965), that 
fo 

dx [, . see | SS Ju tye) [2 (rar + w(t, t)Z(t) 9-204 
v pe 

Defining a time varying gain at (t) 

A(t) = w (tst) 9.255 

and substituting in the last equation 

oe. = £(t)xo(t) - A(t)xo(t) + A(t)Z(t) 9.2.6
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By introducing the optimal error @g9(t) = x(t) - xo(t) the following 

differential equation may be written 

ori LECEY = ACep le Ce) + E(t) 

- A(t)n(t) 9e2e7 

where it was assumed that the process can be assumed to be generated by 

a time varying system which behaves in accordance with the differential 

equation 

& = £(t)x(t) + E(t) 9.2.8 

The time derivative of the optimal error can be written as 

ae,” ae, : 
ae = 2e, a 9.2.9   

  

Therefore 

Sp) = alee) - a(t) [p(e) + 2e(t)e, Ce} 

- 2A(t)n(t)e (t) 952.10 

Denoting &(t)e (t) = 5 a(t), ee 

n(te (t) = 5 A(t) r(t) 90.11 

The differential equation for p(t) can now be written in the form 

SP = 2le(t) - ACt)|p(t) + Q¢t)#A"(e)r(t) 9.2.12 

It has been shown by Kalman (1961) that 

A(t) - beh 9.2.13 

and 

dp p(t) ee 2f(t)p(t) - rt) + Q(t) 922-14. 

which is a form of differential equation known as the Riccati equation. 

This equation allows finding solution for p(t), i.e. & PCE}, when the 

ft ete eal 
initial value p(t) is given{ Maggio, 1952
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: es ; 2 
9.3 Vector Representation of minimisation of p (t). 
  

The ensemble of outputs <Z(t)> can be represented as a vector in a 

multidimensional space. he haceuth of desired outputs <x(t)> can also 

be represented by another vector. The ensemble of errors <e(t)> is 

given by the vector dir ce teuke of these two. The square of the magnitude 

of the error vector is equal to the sum of squares of the individual 

error components. The mean squared error is minimum when the end vector 

points of the actual and the derived signal are as close as possible. 

Suppose that it is possible to apply the actual output signal through an 

attenuating or amplifying system whose gain or attenuation can be 

regulated, so that the magnitude of the signal obtained can be adjusted 

at will ( Xatman 1960 yagtom 1962) 

Taking for the simplicity of representation a three dimension::1 

space, which can be visualised, it becomes obvious that the error vector 

is a minimum when it bocca orthogonal to the actual output vector. 

Increasing the number of vector components does not change this property. 

For the well known Gaussian distributed, white spectrum additive noise, 

no further improvement is possible and the error is minimised. 

x 

h . <e(t)> 

<x(t)> 7; 

  
  

Fig.9.3.
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9.4 Aston modification of Kalman Filtering.   

When the signal is passed through a system with time varying 

parameters, the error vector depends on the signal intensity (Bull, 194,, 

Bull and Bozic, (1967. Reducing the signal intensity to zero makes the 

dependent portion of the noise power disappear too. Furthermore, the 

detected noise is not only due to the rapid magnitude perturbations of 

the signal, there is experimental evidence (Chapter 8) that the observed 

noise is more dependent on phase than magnitude fluctuations ( Pgs&-/ © 2 

Hence, for the multiplicative type of noise, by changing the gain of 

the amplifier, the length of the error vector will be reduced by 

suppressing the signal magnitude fluctuations. 

Further reductions will be achieved if the phase error is corrected 

simultaneously, as will be demonstrated in this chapter. 

It should be noted that the signal carrier phase fluctuations might 

be observed as being magnitude fluctuations, but not vice versa. 

Similarly, when a phase modulated signal is transmitted, through a system 

which in turn will add phase randomness, the received signal will be 

fluctuating in magnitude as wall ag phase. 

The observed magnitude fluctuations, especially when a multipath 

signal propagation is possible, can be due to a great extent to the time 

dependent cancellation of the various signal vector components. 

A simultaneous transmission of. a deterministic reference signal, 

through the same physical system will help in suppressing both intensity 

and phase fluctuations. The rapid acting A.G.C. will keep the received 

reference to an almost constant value, reducing considerably fluctuations 

of the reference and the information signal components which are in the 

same frequency band. 

Slowly fluctuating phase errors are usually of no importance, since 

it is always possible, and in fact is already done, to utilise a frequency 

and/or a phase locked local oscillator at the receiver. When the phase
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fluctuations are fast, such an oscillator will lock to the mean carrier 

frequency, or to any other desired frequency differing from the mean 

carrier frequency by a fixed amount. 

Vsing the reference signal for mixing, instead of a locked local 

oscillator signal, will bring further improvement, since phase fluctuations 

of all signal components are coherent in a limited frequency band. 

In the following few pages it will be described the system utilising 

simultaneously rapid acting phase and rapid acting gain control, which we 

will call ‘ASTON FILTERING'. 

*S Ct) received reference signal 
  

*w frequency of the received Filt —pe 
reference signal 

  

  

in(k 2 sin wt) 

        
  

  

        
  

      

    

  

  

Litem x 

Coh 1 

AS (t) + #8, (t)+n(t) Bore 
: % 3 A(V) = 1/a(V) ee 

| cok 2 

2 cos (*u t) x 

U ref = 1V a: *A, (e)/eW) Filt 
en =< 

          

  

Fig.9.4.
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9.5 R.A.A.G.C. Coherent band receiver ~ Aston Filtering. 

A time truncated signal m(t) defined in the interval O-T may 

be treated mathematically as a periodic signal and therefore treated as 

a Fourier series 

27m " 
m(t) = A, + ZL cos ——t + E sin-=—t 9 Sel 

Let m(t) be the information to be transmitted through the transmission 

system which has fluctuating parameters. Since the information must be 

transmitted in a limited bandwidth, the frequency oe defines Tax? the 

highest harmonic number, by 

n ew mE es, ie 95.2 
max max 2 

so that m(t) may be re-written as 

M ) 2 9 

m(t) = ¢f Cc. exp (mat + O. » where Co = vA + Be SS 
n=-M 

) = arctan B /A 
n neon 

For the double sideband suppressed carrier, DSBSC system the signal 

is given by 

M 

$, (t) = a Ct exp (jmwt) [exp (jut) + exp(-jut)] 9.5.4 

where tee anf. = the angular frequency of the carrier. This 

expression consists of spectral pairs of the type 

+ 

(c cos (wy + nw)t + 6 ) an (c cos (WW - n)t + 6 : 9°. 5:.5 
n c n -n c -n 

Ideally both components of a spectral line are equal, and the pair 

is considered to be symmetrical, so that o- oe 

Suppose the carrier. S(t) = A,cosw t. Then the AMDSB signal is
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Say 6) = S(t) + 5, (t) fs Ay ers.) cos wot 9.5.6 

Let us consider only one spectral pair 

2c 
es) = Aj ( + re cos(wt + 6) cos Ww et O54. 

Changing the phase of the carrier by 1/2 (or of the sidebands by 

-1/2). 

(L), 
= i 2 ‘am 6t) A, sinw t + 2c, cos (wt 8,) cosu t 9.5.8 

which can be expressed in terms of a magnitude and an instantaneous phase 

by 
  

c Cc 

) a (ry = |s(t)| = A) Ten < ig oa cos(2wt + 26)) 9,548 
A 

oO oO 

yc) = cli le 9.5.10 
Oo 

It is evident that the signal is both amplitude and phase modulated. 

When transmitted through a transmission channel whose parameters 

vary randomly with time, both the amplitude and phase will be altered. 

(k) Let n(t) be a sample function from an ensemble of random functions 

{n(t)}, which operates on the magnitude of the transmitted signal to give 

(k) the received signal. Similary, let v(t) define the random amount 

which must be added to the instantaneous phase of the signal. In general 

different spectral components will suffer different random modifications 

by the fluctuations in the parameters of the transmission system. 

Restrict the attention to the coherent portion of the spectrum, i.e. to 

the bandwidth, Bm over which the fluctuations in magnitude of the 

individual spectral components are correlated and in which all the phases 

are changed by the same amount on account of the fluctuations in the
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parameters of the transmission system. 

In cases in which the bandwidth required for transmitting information 

is larger than that in which the amplitude and phase coherence persists, 

then the information carrying spectrum must be split into several portions 

over each of which coherence is maintained. After detecting and restoring 

each coherent channel separately they can all be re~combined to form the 

received information signal. 

*m(t)/o, (V) 

  

apqy) "S40: (¥) =: a(t) 

*A. (t) /a2 (WV)     
a eae 

ao (V) 

  

Fig.9.5.
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-9,6 Analysis of a method of detection using fast correlation with feedback. 

Experiments have been carried out in which correlation is measured 

in a short period, i.e. the averaging associated with the estimation of 

correlation is carried out, not as is usual, over successive long periods 

of time but over a succession of short periods of time. 

The description of the utilisation of this method will be assisted 

by the use of block diagrams showing how the action can be represented. 

It should be noticed that at the transmitter end of the system a relatively 

low frequency carrier is made to be orthogonal to the information spectrum 

sidebands, in the manner discussed above. In the experiments, the range 

of frequencies was in the range 4 MHz < F < 20 MHz, but these signals and 

their carrier were transmitted as amplitude modulation on a final carrier, 

of about 10 GHz, i.e. in the 3 em band of wavelengths. 

After the first mixing stage in the receiver the I.F. signal is 

restored, which consists of a DSB spectrum and an I.F. carrier rotated 

through 1/2 from its initial phase before transmission. It is well known 

that coupled tuned circuits at resonance change the phase by 1/2. This 

is used as a convenient method of obtaining the necessary reference signals, 

2 cos wet and 2 sin wet where w, is the instantaneous I.F. radian 

frequency at the receiving end of the system. On account of phase shifts 

in the transmission path which vary in a random manner the recovered 

instantantaneous Yeferetce signal frequency is not necessarily equal to 

that of the transmitted signal. 

If *(t) represent the carrier, with its random fluctuations due to 

the fluctuations of the transmission system, then 

(k) s(t) F: th dey sa, sin wit + pr(t) + y(t) 9.6.1 

(k) 
Co) Ct) -m(t) cos wit + Yr(t) + v(t) 9.6.2 

x 

S;(t) = 

are expressions for the amplitude of noise and signal after transmission 

and before reception provided all the frequencies considered are in the 

coherence bandwidth.
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[*A (te) ~ a(t) | a, 

   

  
   

  

“F - BETH) *A, (t) | gp uct) = K,[*ACe) = aCe), 
"a Logarithmic 

Amplifier KA 

7 u(t) F V(t) 

~a(t) | = KFB.V(t) Ke? V/ ap 
db 

i Logarithmic neem 
if Attenuator KFB : 

db , 
Kap Ae iV 

Fig.9.6(a) 

m(t)  *m(t) J*m(t) - a(t)| = |m(t)| oe 
cn ene SIE db db 

db 

4 V(t) 

    
Fig.9,.6(b)
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In the block diagram, Fig, 9.4 AGC represents the wideband I.F. 

amplifier with fast automatic gain control. This has a gain A(V) 

iiee is a function of V, the signal voltage. 

When there is no L.F. carrier, this stage has a maximum gain, A ex’ 

As the I.F. carrier amplitude increases, the amplification decreases. 

This can be expressed as an attenuation a(V) = 1/A(V), this attenuation 

being proportional to the carrier amplitude. 

After I.F. amplification both components of the Suis! s*(t) and 

% 
S(t) are separately detected by two coherent detectors, Con? and Cont? 

To simplify the notation, put 

avcey = a Pacey 9.6.3 

a(t) = met) ace) 

x (k) 
v6 * as v(t) 

At the coherent detectors output, neglecting additive noise 

  

  

interference, 

* * 
A, (t) : w (t) * * 

Pier coe, 2p te oe 2 + cos w t.sin wit 9.6.4 
o(V) a (V) 

as the output from Co, - Similarly, from the detector Con) the out- 

  

  

put is 

: ee 
* 

m° (t) a3 A, (t) k k 

1..+ cos 2 wot +2 . cos wit. sin wet 9.6.5 
a(V) a(V) 

At the corresponding filter outputs there exist only the lowest 

frequency terms, for all high frequency components are suppressed and 

become negligible.
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It is almost obvious that since both signals are treated in pete same 

“way by amplifierRAAGC and the signals are orthogonal to one another, nothing 

would be changed if two separate amplifiers with identical gains at all 

times were used. One may therefore separate out the circuit shown in 

Fig.9-4into the two parts shown in Fig.9¢5. 

As the coherence detectors and the filters eliminate high frequency 

components, further simplification is possible. Thus, at the input of the 

voltage regulated amplifier m (t) and AY (t) appear separately. 

| Since the control voltage V is a function of time 

( rE) y(t) A, 
BGR Citielltnerieennentn 9.6.6 

a, (V) ay (V) 

C 4 

  

where A, is the constant amplitude of the I.F. carrier transmitted, and 

which serves as a fetdrence steuet for amplitude. (H) Ce) is a. sample 

function from all ensembles of a random function, which is a Markovian 

process. 

a, (V) is a function of the regulating voltage V(t), and this is 

itself a function of time. Let us define the voltage dependence 

a, (V) = a K(V) 

  

A(t) 
= a, exp, 1 - 976.7, 

e a(V) 

TheRAGC is provided in order to change 

a(t) = a(Vv(t)) 9.6.8 

* 
as nearly as possible in synchronism with n (t), and make C1) A(t) «A, /a(V(t)) 

as close as possible to unity at all times. Thus, when theRAACC operates 

in the way intended,



180. 

% 
A(t) 

a(t) 
Vityo sb c+ 

  

9.6.9 

and is a very small quantity close to zero. 

AGC operation is based on the existence of a high degree of non~ 

linearity in the control of the amplifier. In order to use approximations 

and methods already adopted in control theory, let us use some simplifica- 

tions similar to those used by Victor and Brockman (W.K.Victor and 

M. H. Brockman, 1960). The essentials are based in the transformation 

of an absolute signal magnitude, expressed in volts, into relative magni- 

tudes with reference to unit voltage, represented here as lV, corresponding 

to O db, in other words, introducing time functions expressed in db units. 

Note that relative voltages become dimensionless, as are amplification and 

attenuation. 

Also, an exponential dependence on voltage becomes linear, so that 

logarithmic voltage converters may be substituted for linear devices, as 

shown in Fig. 9.6a.There a logarithmic amplifier ‘and attenuator is 

substituted for a voltage to attenuation conversion in Fig.9.6b 

At the output of the logarithmic amplifier 

U(t) K, (A (t) ¢ t A (t db a t) op . 9.6.10 

where Ky is in volts per db, and U(t) is in volts. 

On the other hand, 

where Kop x is in ab per Volt. 

  

Also put * 
y St @ a) 

U(t) = 20K, log : 9.6.12 
A 10 

a(t) 

k 
since A(t) /a(t) is very nearly equal to unity and 

* 
A (t) 

v(t) : 9.6.13   

a(V)
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under which conditions 

u(t) = V(t) : 9.6.14 

and one may close the loop without altering the regulation. 

Introducing this concept (Fig.9-6) note that Kee is split into two 

identical paths to be in accordance with (Fig.9.5) 

EE A, be taken as the te crencs level, i.e. A, = J], then 

recalling that 

. = Od of) ap (£) 4, = O-db 9.6.45 

(k) 
a(t) = n(t) a 9.6.16 

and therefore the output from the upper voltage controlled attenuator 

* 

m (t) op - a(t) = m(t) 9.6.17 

and the original information is retrieved completely when 

a(t), * OC) ap 9.6.18 

i.e. when the relative variation of the attenuation is exactly the same 

as the fluctuation of the signal intensity on account of the fluctuations 

in the parameters of the transmission system. 

It was originally assumed that the low pass filter has a flat frequency 

response up to the highest frequency spectrum component of interest in the 

fluctuation, and that it has a very high attenuation for higher frequencies. 

The frequency characteristic of the AGC loop will be discussed in a later 

section. 

The consideration of the influence of White additive noise has been 

completely omitted for two reasons, 

1. All experiments were conducted with signal strengths which were well 

above any possible level of additive noise, and 

‘2. Coherence detection inherently reduces the effect of white noise, 

even when wideband amplifiers are used.
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9.7 Experiments using Rapid Acting Feedback in the Coherent Band. 

Aston filtering, as it has been already shown is based on existence 

of coherence of fluctuations in magnitude as well as in phase of all 

signal components in a limited band of frequencies. Depending on the 

eakstons delay differences encountered, this limited band in some cases 

may extend to several Mc/s, or to be only several kc/s or even less, when 

the volume of the propagation medium through which signal’ can travel 

from transmitter to receiver is very large and there exist several paths, 

i.e. there is a multipath transmission. Fortunately, he bigger delay 

differences are, the slower the fluctuations which can be expected, so 

that coherence bandwidth is usually wider than the band in which noise 

components due to signal fluctuations exist. Although, therefore, the 

reference signal and the information bearing: signal, in general will be 

easy to separate, in isi cava a very narrow coherence band, this could 

become a problem. It is therefore suggested, that the orthogonality of 

these signals be the basic form of transmission. On the other hand, 

when there is enough bandwidth available and these signals may be easily 

separated by means of band filtering, the reference signal and the 

information signal may be appreciably separated in frequency. The 

available bandwidth and the number of channels to be used will decide the 

method of modulation to be chosen, 

Almost all experiments were carried out for an orthogonal reference 

and information signals. The test frequency, adopted for experiments, 

was 4 «c/s, where the rapid acting AGC and the rapid acting APC has been 

used. ‘ 

The receiver consisted of a three-stage amplifier, Ay A, and A, 

(Fig.9.7). The first stage is controlled by an ordinary AGC which brings 

the average signal level to be fairly constant and therefore enabled the 

RAAGC, A, and A, stages, to operate always in their optimum operating 
2 3 

range. The gain of the AGC loop was also made to be manually regulateable
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by changing the forward gain of the aplifier As thus making possible 

different degrees of noise suppression. 

The reference signal, after being separated, was first limited in 

amplitude and then applied to a circuit giving outputs consisting of two 

orthogonal signals, hick could be used for synchronous detection.. At 

the output of detector stage, Det.1l, a fluctuating voltage becomed 

available, which after necessary filtering, was used for the slow and the 

rapid acting AGC loops. The same fluctuations were recorded for the 

purpose of short term and longer term statistical Dealesia: 

It was found (Table 4) s as it was hdcuas. that the change of the 
See plG 

loop gain influences che ere of the detected signal fluctuations 

(Fig.9.9). If the fluctuation power, at the beginning of the experiment 

has been taken for the reference level, then by changing the gain, the 

new noise power level has been suppressed several times, depending on the 

loop gain factors K,-K: 

The suppression of fluctuations improved the observed signal to noise 

rutio but the improvement depends, as will become clearer later, on the 

initial S/N ratio. 

This might seem now to be obvious, but it was not appreciated fully 

at the beginning of these experiments. 

The property of every good AGC loop is a linear relation of signal 

levels changes ae the input and the output of the regulated amplifiers, 

when these levels are expressed in db's. 

For a slow change, of say 40 db of the input signal level, 3-4 db of 

its output could be eocker: For the most recent integrated circuits, 

for example SL 612, made for this purpose by Plessey Microelectronics, a 

regulating range of 70 db gives only 4db signal change at the output. 

In ne case, the net suppression of fluctuation is the difference 

between the input change in db and the output change expressed in db, giving 

a net 36 db suppression for the AGC amplifier, which was used in these
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experiments. For a less intense fluctuation say of 20db at the input, the 

output will vary only 2db, making a net 18db suppression of the fluctuation. 

It should also be borne in mind that the observed fluctuations were 

not slow and deterministic, but fairly fast and random, i.e. their spectra 

were of the (1/Af)* shape. Therefore, the larger fluctuating components 

are more suppressed than the less intense at the high frequency end of the 

spectrum density distribution. (Figs. 9.11b and 9.12) 

This situation becomes even more complicated due to the presence of 

necessary loop filters, which, although designed to cut-off at relatively 

high frequencies, influence to some extent even. those high frequency 

components of fluctuations which should be suppressed. 

The last two facts explain the change in the shapes of power density 

spectra (Fig.9.11) as well as the change in the autocovariance functions 

obtained (Fig.9.10). 

In order to give some quantitative information about the change in 

shapes of the experimentally obtained power density spectra, Table 1 is 

provided. 

Related and similar effects on the dependence of the power density 

spectrum of flicker noise due to the feedback ratio in an amplifier using 

feedback has also recently been reported in other investigations (Letter 

sent for publication, copy in Appendix 14 ), 

As it has been shown in Chapter 4 of this thesis, a power density 

spectrum can be approximated by meromorphic functions, using cosine, 

alphaca beta coefficients computed from the experimental power density 

Spectra data. (Program ANALYSIS) 

In the course of this work it has been found, that on account of the 

accumulation of errors when fitting experimental curves, higher order 

meromorphic functions are not suitable, and that the best approximations, 

with errors less tha2db's are obtained, when a third or fourth order 

meromorphic function is used.



4,0 

          

      

                

  

    

            

    Fig-9.10 

187, 

THEW Ce 

  
C= E-ucee



188, 

For comparison, fitting with Levy's method has been also undertaken, 

which is given in Table 3. (Program SYSTEM) 

          

  

    
            

OL Ag 
ALS 

~ SO0% 

. Power density spectrum of the fluctuation 

of the reference signal. 

‘ 

Power density spectrum of the fluctuation 

Ova of the reference signal after being 

a processed by the Aston Filter. 

~ § Doff 

b 

Fig.9.11 

N.B. In both diagrams the total noise power is proportional to the 

signal power. The first diagram refers to the spectrum 

obtained when ASTON filtering was-not applied. The second 

diagram refers to noise recorded at the same time, but with 

ASTON filtering and refers to a much reduced noise power.
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195. 

Suppression of noise in function of 
feedback 
  

From the experimental results (Table 4) and previous theoretical 

consideration (Sec.9.6) it is evident that S/N ratio improvement is 

bigger for stronger feedback, (KF + 0) but also depends on the 

initial N/S ratio. Obviously for KF = 1 (open loop) or N/S = 0 
ZN 

there is no improvement (Tig.9.1lb). 

ae On the other hand,for a chosen fecdback(return) ratio,the rat- 

io of absolute noise powers before and after ASTON Filtering is de- 

pendent solely on the power density distribution of fluctuation. 

      

S/N improvement 

(db) 

j 

/ 

; N/S 
am 

0.01 d 

0.067 b 
ao f 

j i / 

/ / 
n f y 

f } 

I | Fig.9.11b(Not to scale)



E96: 

9.8 Effect of Aston Filtering on signal components 
outside the coherence band. 
  

For the purpose of this investigation a reciving arrangement (Fig.9.8) 

was utilised. It consists of a wideband RAAGC amplifier and two selective 

amplifiers A, and Ay: The resonant frequencies of A, and Ay has been set 

at 4 mc/s and 8 mc/s respectively. 

Two signals with subcarrier frequencies 4 Mc/s and 8 /é/s, were 

simultaneously transmitted and separately synchronously detected. The 

fluctuation of the signal with the 4 mc/s subcarrier was utilised for 

RAAGC. 

The effect of slow acting AGC may be demonstrated by Fig. 9.13 (p/9/) 

By increasing the m6 bandwidth from 25c/s to 200c/s a jad a the lower 

frequency fluctuation component was observed with an increase of about the 

same amount in the vicinity of 200 c/s. It must be emphasised that this 

increase is only a relative one, as the total fluctuation power is in fact 

reduced. 

The same effect of deterioration of higher frequency components of 

fluctuations is observed in the case of a RAAGC. 

As it can be seen (Fig.9.14a) this fluctuation was suppressed by more 

than 20 db, while the other (Fig.9.14b) has not. The real part of the 

complex cross spectrum, obtained by correlating these two fluctuations, 

is shown on Fig.9.14c, and the imaginary parts on Fig.9.14d. Furthermore, 

noise power measurement revealed an increase in the noise power of 

approximately 3 db for che signal with the 8 c/s subcarrier. 

The associated coherence function was also computed (Fig.9.15a) which 

has shown very high coherence at low frequency end, much higher than with- 

out feedback, as may be seen Prot Fig. 7 Sa, and almost no coherence at 

the higher fluctuation frequencies. This experiment was repeated with 

the gas speed at the nozzles doubled, which made both power spectra less 

steep, but the coherence function shape did not change appreciably (Fig. 9.15b)
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It can be concluded that by the use of the RAAGC and RAAPC in the 

coherence band a noise suppression can be obtained, which depends on the 

1 
dimensionless factor Kp = Titpe tka when the same RAAGC is utilised for 

correcting signal component fluctuations outside the coherence band, a 

deterioration in quality of communication is obtained making N/S noise 

ratio for approximately 3 db bigger. 

  

  

  

Table 4. 

Ky TIT II I 

0.25 9,9 lish 12.4 

0.0625 io.9 16.2 18.6 

0.01 23.9 24.1 26.4 ;             

oe 

S/N ratio improvement in function of feedback factor K, ,for 

different gas nozzle speeds(see p.194).
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9.9 Note on System Stability 
  

It has been shown by theoretical considerations and also 

experimentally (Victor and Brockman, 1960) that by expressing signal 

levels and the attenuation of the regulating amplifier in db, the AGC 

loop could be approximated by br inee feedback system, Thus a 

basically nonlinear system, whose stability could be tested rigorously~ 

only by applying Liapunov approach (1966), may be approximated under 

certain assumptions by a linear system, By supposing that the level 

of the testing signal is much smaller than the D.C, reference in the 

loop, the linearized open loop function will be a good approximation of. 

the loop transfer function. “Larger testing signals would give bigger 

discrepancies. As the loop contains the necessary band pass fiiter, 

which attenuates higher frequency components more than D.C. and low 

frequency components, in order to get readable values at the output of 

the open loop system, it is necessary to change the testing signal level 

during measurements, Provided that the output of the test signal is 

kept constant the discrepancies will not be excessive, 

It was found that the experimental and theoretical open loop 

magnitude and phase curves (Program NYQUIST) fit over a wide range, but 

not far enough,so that this approach could be used for stability testing 

provided Sochenbarger: (1950) criterion is applied. The best that can 

be done without recourse to methods used for nonlinear systems is to 

find the stability of the system when the testing signal level is low, 

and hence the linear feedback theory is applicable, The next step is 

to explore the trend of the system for higher signal levels. In an 

AGC loop, the most dominant time constant is in the loop filter. If 

the parameters of the filter and the gain bandwidth product of the 

forward gain are known, a very good Secvoninnti ot of the open loop 

transfer function may be obtained. 

For ordinary AGC systems there is no discrepancy when this approach 

(*Zhov, 1950)
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is used, so the time constant of the filter is several orders higher 

than any other time constant in the loop. Consequently, the open loop 

transfer function is usually of the first and sometimes of the second 

order. 

Unfortunately the simple integrating filter is obviously not 

suitable for a rapid acting feedback. Even with the proper first 

order filters precautions must be made so that the filter is wide 

enough, otherwise the high frequency components of the signal 

fluctuations are not suppressed and on account of the phase lag are 

even distorted. 

The dominant time constant of the R.A.A.G,.C. loop was chosen to 

be 100yusec. The two-stage regulating amplifier was designed with the 

gain bendwidth product corresponding to time constant of 10 and 5ysec 

respectively. 

In order to compensate the obtained third order open loop transfer 

function, two zeros were introduced with corresponding time constants 

of 40yusec and 2ysec, respectively. 

Therefore the obtained open loop transfer function is of the 

form: 

. (1 + 0.48) (1 + 0,028) 
uh C+ 6) 1 + Oc1S) UL L058) 
  

where t = 100usec was used as time unit for normalising and scaling. 

Applying the root locus stability test (Program SCANNING) it was 

found that the system is stable even when gain bandwidth product of an 

amplifier was greatly reduced (Fig.9.14) and the corresponding time 

constant of 5 microsec increased to 25 (dashed root locus ).
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CHAPTER 10 

_ Conclusions and Recommendations 
  

The variations in the plc aterhrs of the transmission path do not 

merely add noise to the received signals. In fact, if there is no signal 

carrier or signals, the noise due to the transmission path parameter 

fluctuation is not detectable. What takes place is that each frequency 

component of the signal is modulated both in amplitude and phase by the 

variations in the parameters of the transmission path, and these variations 

cannot be detected until there is a carrier present. The only noise 

present when no carrier is present is thermal and plasma radiation noise as 

well as noise due to the radiation resistance of the aerial and the 

receiver circuits and shot noise etc. in the amplifiers. These noises in 

communications to and fromrockets are usually of far smaller power than 

the received signal. No economy of transmission energy will be obtained 

by transmitting a sufficiently small power to ensure that the received 

signal is so small that the gain of the receiver has to be sufficiently 

great to make the thermal and shot noise detectable, for then some of the 

signal power will be masked by these noises in a manner which cannot be 

corrected by the use of feedback or AGC and APC of any kind. The effect 

of them can be removed only by reducing the rate of signalling in some way. 

The effect of the transmission path is . due to vast numbers of 

atoms or ions in correlated movement in clouds, turbulence, etc. and it can 

therefore be treated as a macroscopic phenomenon amenable to treatment by 

electronic means as used in feedback control. Over a band of frequencies 

called the coherence bandwidth every component of the information signal 

and the reference signal are modulated in almost the same way, both in 

phase and amplitude. Over the coherence bandwidth the amplitude and the 

phase relation between the reference signal and the information signals is 

therefore preserved at the Catuas pertaining when the signal was transmitted, 

even though the phase and amplitude relation between the transmitted signal
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and that received is varying on account of the action of the transmission 

path. 

It has been found possible, by using the amplified reference signal 

which, by the rapid acting AGC action derived from it has been brought to 

a constant level, and by using a relatively wide-band amplifier for the 

reference signal, to preserve the phase changes in the reference signal 

unaltered. The reference signal can then be used in place of a local 

oscillator, and it was found that over the coherence bandwidth the effect 

of amplitude and phase errors in the received signal were greatly reduced. 

When both the phase and amplitude defects arising in the oS AL 

path have been minimized in this way it is permissible to reduce the 

transmitted power to such a level that the thermal and shot noise in the 

receiver are only just detectable when the signal has faded to its lowest 

values. No improvement in signal to noise ratio will be obtained by 

increasing the signal power, since the noise fluctuation power is propor- 

tional to the signal power. (Bozic, 1966). It is an economic considera- 

tion depending on the additive noise level to determine whether it is 

better to have more power available at the receiver and use a receiver of 

smaller gain or to transmit a smaller power and use a receiver of larger 

gain. 

Outside the coherence bandwidth the action of the rapid acting AGC 

and APC will produce variations in the gain which have no relation to the 

noise generated outside the coherence band. Consequently, the noise will 

be increased if a bandwidth greater than the coherence band is permitted 

to pass through the receiver. To increase the bandwidth used for 

signalling the signal should be divided into frequency bands each with its 

own reference signal and each having a bandwidth equal to the coherence 

bandwidth. 

The coherence bandwidth can be determined by using a signal consisting 

of two single frequencies, one of fixed frequency reference signal
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while the other is of variable frequency and measwing coherence function 

of the signal envelope fluctuations. It will. be found that the 

cumulative coherence factor between the noise on the signal frequencies 

decreased as their frequencies are separated further and further. 

In the example of the way the rapid acting AGC was utilised, a 

4.0 MHz carrier is first modulated with the signal. The carrier is then 

removed and replaced with a reference signal locked to the original 

carrier in frequency, but shifted by 90° in phase. The resultant signal 

and reference is modulated in amplitude moduclation on a carrier at 

9,000 MHz. 

On reception the signal and the reference signal are orthogonal to 

one another, and can be separated in a phase detector operated by the 

reference signal itself after it has been brought up to an appreciable 

amplitude and at the same time provided a rapidly acting AGC voltage 

whereby the vavetied signal can be amplified to have the same phase and 

amplitude relation to the received reference signal as the original 

transmitted signal had to the transmitted reference signal. The signal 

can then be detected in a phase detector by passing the received 

reference signal through a tuned circuit which shifts the phase by 90°, 

In the detector for the reference signal the signal sidebands will have 

a effect on the reference signal detector. 

It is not necessary to adhere to amplitude modulation in applying the 

rapid acting AGC. The amplitude is brought to a constant value by 

combining rapid AGC and limiting processes, but the phase relation is 

still maintained, so that coherence detection of the signal can still be 

obtained by using the amplified version of the reference signal in place 

of the local oscillator. 

The transmission of the signal in several neighbouring coherence bands 

each with its own reference signal is similar to multiplex telephony, 

except that the signals in neighbouring bands are related to one another
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and not as is usual in telephony, of a totally unrelated kind. 

The effects arising from a multichannel transmission using a "comb" 

of reference signals, remain to be further investigated. 

It was seen that by the use of phase shifts in the transmitted 

signal and reference signal it is possible to send the reference signal 

with no appreciable increase in signal power. It is not essential to send 

the reference signal in this form however, when the coherence bandwidth is 

large, and other means of separating the reference signal from the 

information signal at the receiver may be used. 

The principles involved in the practical applications may then be 

summarised as follows:- 

1. The coherent band of frequencies for the particular transmission 

path under consideration is determined. 

Ze This coherent band will not depend greatly on the actual r.f. carrier 

frequency, so that if necessary, several equal coherent signal bands lying 

side by side may be used at one time, with safety margin gaps. 

3. At the transmitter a relationship is established between the 

information signal and the reference signal in each coherent band. 

4, At the receiver the signal and the reference signal in each band are 

separated, The reference signal is then brought up to a constant level 

and in doing so, rapidly acting AGC voltages are produced which can be 

used to control signal amplifiers which bring the signals up to the same 

phase and amplitude relationship as they had on transmission, 

5. The amplified reference signal is then used, after further treatment, 

such as, for example, a phase shift, or filtering as a local oscillator. 

6. The methods outlined operate successfully since the transmission path 

is, from the electronic point of view, a macroscopic entity which can 

change only slowly in comparison with the rate at which electronic 

' 

amplifiers can operate.
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APPENDIX 1 

Sampling Theorem 
  

Suppose that the complex signal a(t) which contains signal and 

noise, is known in the interval O to T to contain no power at 

frequencies above B Hertz. Assuming that the signal is periodic, that 

is, it is repeated in all time intervals {nT - (nm + 1)T}, -~< n < + &, 

the signal may be expressed as a Fourier series with fundamental 

frequency f. = et. The fact that the function of time does not 

exist outside the basic period T limits the existence of the series 

coefficients physically to the same time interval (Lee, 1966). Thus 

the total number of harmonic frequencies which may be present is obtained 

by dividing the total bandwidth by the frequency of the basic harmonic or 

fundamental frequency f° 

Each harmonic is defined by two constants, for example, the 

magnitude and phase, so that the total number of independent values such 

as Fourier coefficients, which can specify the samples taken from the 

function is 

N= 23/7 > = 2BT : Al.1 

For finding N Fourier coefficients we require a knowledge of N 

independent amplitudes of the time function, that is, the time sampling 

should be carried out at time intervals 

ce ot 5 1/f. = 1/28 Al.2 

More sampling values are not necessary, since they would not contain 

new and independent information. When white noise is present some 

redundancy might be useful, as will be shown in a later chapter. 

Obviously, signals may be represented eh a two dimensional space 

for each sample value for N ( = 2BT ) successive sampling times or 

in a multidimensional space as a N dimensional vector S, Therefore 

a complex entity can be represented either in a simple space, i.e. on 

a plane, with many point valnes, or a vector in a complex N-dimensional
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space. In either case, since all values are, at least in initial 

considerations, independent of one another, the N co-ordinates must be 

orthogonal, i.e. at right angles to one another. 

Suppose that a(t) exists for a finite time, i.e. it is a truncated 

signal which has the Fourier transform defined by 

+B 

a(t) = | A(ju)exp(jwt) df ; j= 21r : Al.3 

-B 

where A(jw) defines the spectral density of a(t). Considering, as 

before, that the band limited spectrum is due to one complete period in 

the frequency domain, then. A(jw) may be represented by the Fourier series 

‘ . . me£ 
A(jw) = i. &@ exp a} A1.4 

n B 
Nn. ee 

for the range —-—B<f<B 

where 

+B 
MeL: : . 2m 

a ey | A(jw) exp( “op dt Al.5 

-B 

A continuous signal can be approximated by interpolation between the 

sampling instants. The simplest method uses either the "staircase" or 

the "box-car" interpolation. The interpolation function is rectangular 

with a duration equal to the intervals between the sampling, that is, 

equal to the sampling time, 1/f.. Since this function is the response 

to an impulse of the network which is doing the interpolation, we can find 

its transform in the form 

Tt 

H(jw) = [ exp( -jw).dt A1.6 

sin(2n£/2£_) 
Sores exp(-j.2nf/2f.) Al.7 

af. 

where the limits of intégration satisfy the interpolation process over 

the interval t)' == .0.-to t -= 1/f..
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sin2nf/2£ 
The “WeE/2E_ filter response can be realised by a relatively 

simple “sample hold" circuit. 

The staircase interpolation is piecewise continuous and gives rise 

to abrupt changes in the form of the reconstructed signal, 

- For the reconstructed signal to resemble a(t) as closely as 

possible the interpolation function must have derivatives of the higher 

orders, which implies that a band limited interpolation is required, 

As all signals are band limited, and can be represented, as in equations 

+B 

a(t) a exp (j mm). exp (j21ft) .df A1.8 n 

t
m
 

8 

© 

" 

n
m
 

8 +B 
: nt. > 

5 a {> exp [j£(2nt + a) -ld£ 

BT ( 
act ae ey sin[2nB(t + n/2B) | 

cpr 8 2nB(t + n/2B) 

Since, from Shannon's sampling theorem (Shannon, 1949) 

  

ae i) . 

be 2B 

es n sin[2nB(t + n/2B)] 

me n os << ) 2nB(t + n/2B) tan 

so that the original function a(t) may be reproduced by the sampling 

values 

© 

n —— A1.10 
ce as ae? 

and the interpolation function 

ie oS sin[2nB(t + n/28) ] Al.1l 
£ 2nB(t + n/2B) 

the last equation being the output response of an ideal low pass filter 

(having a cut-off frequency equal to B), to an input consisting of a
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unit impulse (Dirac delta function) occurring at time 

tae =e Al.12 f 2B , 

The form of the interpolation function does not change with time. 

For describing a signal in all necessary detail it is necessary to know 

the values of -a(n/2B) for -»~ <n < +», 

Therefore N points (N = 2BT) are sufficient for reconstructing a 

signal which is limited either in its time duration or in its frequency 

band. Mathematically it is not possible to consider the signal to be 

limited in both domains at the same time. However, the assumption that 

both exist gives a Pekachalls fair approximation for the reconstruction 

of a signal only if 2BT is large.
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APPENDIX 2 

Signals in the presence of white thermal band limited noise. 
  

In the geometrical representation each signal point is surrounded 

by a small region of uncertainty due to additive noise. The perturbations 

of the different successive sample values are independent and have a 

Gaussian distribution of probabilities. The probability of a perturbation 

with co-ordinates 

{nj 5 Ny» N3, ore ne Bite ny} AQeY 

which together represent a small multidimensional radius around the origin, 

is the product of the individual probabilities of the various co-ordinates, 

  

namely 

2BT 1 2 

P(t). = Il 5 5 exp(-(n,)“/2BTN) A2.2 
i= 1 2m,2BIN) : 

2BT 
ai iL 2 

where H Ce tee : (n;) A2.3 

which gives : ORT : 

P(r) = soreciecreerine exp(- £ (n,)°/2BT A2.4 
(27. 2BTN) eh 

2BT 2 

Since it depends only on 2BIN = £ (n;) » the probability of any 
‘ 

given perturbation depends only on the distance from the original radius 

representing the signal, which indicates that in the signal space the 

uncertainty must have a spherical distribution. For a small number of 

dimensions, i.e. when 2BT is small, the limits of the uncertainty are 

not well defined. As the number of dimensions is increased to large 

values, the uncertainty tends to become the volume of a multidimensional 

hypersphere, which is very well defined by the surface of the hypersphere. 

This can be shown as follows. 

The volume of a N dimensional hypersphere, N = 2BT, of radius 

R may be written 

V(R) = M. = CR
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A shell of thickness s at the surface of the hypersphere has volume 

\ = V(R) = V(R= 's) 

= cy {R'- (> 8)%) 

= x a ee? CR @ (1 D ) | A2.5 

Introducing the exponential function which by definition gives 

exp x © lim’ (1 - =)i A2.6 
: a n 

then 

V, = C.RY(L - exp(-sv/R)) A2.7 

If v = 2BT is large enough so that sv>> R, then ¥. is practically 

the entire volume of hypersphere. In other words, for any reasonable, 

i.e. not too thin, shell, the volume of the shell is practically equal 

to the entire volume of the hypersphere. The volume of the hypersphere 

can be determined by calculating the constant C. Consider the integral 

a ae 
Ls exp(-E  (n.)~/2BTN) A2.8 

: 2 2 2 
Putting x," = (n, /2BIN = (n;) /vN A2.9 

+o 

2 Z 2 2 
I fC exp | (x, PRO teen) Ke tH ace # ) |dx, -dx, vee dX, 

+00 . 

= [ exp(-x )dx = wi? A2.10 
00 

' The same integral may be written in polar form, with 

(v-1) : : 
r sas the surface area of a v-dimensional sphere, 

1 ag™ pet -t_(v-2) 
I= eer sdr = }s et dt 

Vv v ° 
° 

ech ere G+ A2.11 

Equating the two values for S$ we get 

‘> on! 2 7 > 1)! A2.12
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and the volume of the sphere is given as 

R 

Vay =. che -| Sh un = ee ag 
v v Z 

Oo 

eR ere Do = co ee A2.13 
BT 

where (v/2)! = (BT)! = [(BT + 1) A2.14 

The gamma function may be evaluated either by using the Stirling 

approximation or tables which are available. 

, BBE in 
The probability distribution of ty Gat (a, y} is the 

1 

probability distribution of the r.m.s values of the noise, r= og (281), 
N 

This can be found by integrating the joint probability density function 

over the spherical shell between ty and (ry + dry) (W.W,Harman, 1963) 

to obtain 

-BI 2Br - 1 2 
p(ry)dry, = 2BT. Cp 202 mN) ‘ exp (-ry /2N) AZo 

For a large number of dimensions, this density function is very 

sharply peaked in the vicinity of 

(2ptn)? = 0, (231)! A2.16 

which shows that all the highly probable noise voltages lie near the 

surface of the hypersphere of radius (2pTn)?
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APPENDIX 3 

The maximum number of distinct signals in the presence of noise. 
  

For a signal of mean power P masked by an additive white noise 

power N, it is known exactly what point defines the signal in the 

signal space of 2BT dimensions. The point is probably inside and 

near the centre of a hypersphere of radius 

roe (2pTn) A3.1 

the volume of which is given by 

2BT v= C(BT).r, = c(Br). (C2ptny #)237 AS re2 

The observed signal points due to interference from noise lie in 

a hypersphere of radius 

Eien) = (2BTCPAN))! A3.3 

and the volume of the corresponding hypersphere is 

Vigtn) = (BT) ((2BT(P+N))#) 727 A3.4 

The maximum number of non-overlapping signals is defined by the 

ratio 

  

V 

oe ot ( (Pan) /ny BF A3.5 
n 

from equations 52 and © 4 

If from log, e the maximum number of bits of information 

which can be transmitted in time T in the presence of noise, namely 

oe 
log, M. ox BT log, ((P+N) /N) BT log, (1+) A3.6 

which depends not only on the ratio of the signal power to the noise 

power but also yn the product BT. By increasing the time of observa- 

tion for a constant bandwidth we can detect signals buried in very 

intense additive noise.
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In telecommunications a grouping of physical media and engineering 

devices for modulating, transmitting, propagating receiving and 

demodulating signals is know as a channel. The channel capacity is the 

amount of information which can be transmitted and interpreted without 

ambiguity after detection in unit time. Therefore, by dividing equation 

.by T the channel capacity is 

C : B log 2 log, (1 + =) A3.7 
. q 108 Maax z 2eN 

It is seen that the channel capacity is peapascionel to the band- 

width passed and the ratio of the signal and noise powers after 

detection or demodulation at the output. 

Noise might be added at any voint in the system from the generation 

of the signal to the final output. As the signal to noise ratio 

deteriorates, the rate of transmission of information decreases. To 

increase the rate of transmission in the presence of additive noise is 

much more economically obtained by increasing the bandwidth and spread- 

ing the signal in a wider spectrum of frequencies rather than merely 

increasing the signal power transmitted. 

For additive noise such as, for example, for thermal and shot 

noise, it is found that the total noise is proportional to the bandwidth, 

B. The signal is transmitted adequately and with good freedom from 

uncertainty due to noise if the ratio P/N is noticeably greater than or 

at least equal to unity, since log. (1 + 5) has its greatest rate of 

rise with P/N when P/N is in the range from unity to 2, and thereafter 

increases more and more slowly as P/N increases.
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APPENDIX 4 

Increasing the certainty of detecting the signal. 

Let us denote by M(T) the number of distinguishable different 

Signals elements from which ai actual signal can be chosen or 

constructed and sent through the transmission channel. 

If the channel capacity is C, in order to ensure the highest 

probability that the signal can be detected it is necessary that 

  

CT 
MCT) <M 2 A4.1 

or, M(T) = eget where —& <1 

pe. + a Pe 

N 

= & ((P + Ninh) 22? Ab.2 

The received noisy signals arising from the M(T) transmitted signals 

will each have an average power (P + N). 

All received signals will be distributed over the surface of. the hyper- 

sphere already discussed above, having a radius 

¢sany 7 C2BTCP+N))# Ab 3 

5 2BT (P+N) 

_ 2BT 
v= Cr, 

  
Wiese Ash.
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In the two dimensional representation of the hypersphere as shown 

in Fig. the signal transmitted is represented by the vector OB, 

and the observed or received signal at the output by the vector OA. 

The error of observation due to noise being 

ge (2B) ! = (281) * A4.5 N 

The volume in which any reasonably possible transmitted signal is 

‘ located is less than the volume of a sphere of radius h which was 

calculated by simple geometry. 

From the equation 

(apre)?(2ptn)? = n(2BT(P+n))? oe 
h is obtained 

PN} 
h (2BT Pew A4.7 

Since the signals are distributed at random, the probability that 

any particular transmitted signal other than that represented by the 

vector OB in the diagram would be chosen is less than the ratio of the 

volumes of the volumes of spheres of radius h and one of radius 

(2BrP) ?, Altogether there are {M(T) - 1} possible signals other than 

that represented by the vector OB. The total probability that any 

other signal than that represented by the vector OB was transmitted is 

  

    

then 

P(E) = (M(t) - 1) GX ™ 
By ed | N_ BT 

Near 
a ee ae 
= e. A4.8 

since N/(P + N) < 1 and BT >>1l. 

If M(T) is made much less than ms then — << 1 and the signal 

point or radius such as that represented by OB in the diagram can be 

located almost with certainty.
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APPENDIX 5 

Analysis of the thermistor double bridge. 
The influence of small differences between the thermistors. 
  

  

It has been shown experimentally that to a good approximation the 

Jaw relating the resistance R of a thermistor bead to the absolute 

os 
temperature T K is 

R A. exp(B/T) A5.? 

where A is a constructional constant and 

B is a constant determined by the bead construction, 

he ‘ o- 
The temperature coefficient of resistance at temperature 6 C is by 

definition 

ee 
"4 oe Rp do A5.2 

It follows that the temperature coefficient, is,from equations (1) 

and (2) 

2 
a. -B/T A5.3 

Clearly, two identical beads having the same value of B and at the 

same temperature must have equal temperature coefficients. Owing to 

inherent constructional differences it is inevitable that any pair, 

even if most carefully selected, will differ both in bead circuit 

resistance and in their heater circuit resistance. In an investigation 

into the possibility of using indirectly heated thermistors in a precise 

a.c./d.c. converter, F.C. Widds has shown that the bead temperature 

varies almost exactly linearly with the power dissipation up to a power of 

about 12 mW, or, 

bee = KE A5.4 

The value 12 mW was adopted in the equipment constructed here as a 

maximum value for the total dissipation in each thermistor, i.e. the 

total cae + P.)> of the dissipations in the heater Po and the bead, Pye 

The dissipation coefficient, K, expressed in mK, is therefore 

assumed to be constant.
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The actual operating point of a bridge may be found graphically 

as the intersection of the characteristic curve of the thermistor, 

U, = £(I,) for. 1.2 =: TOmA A5.5 

and the operating line defined by 

U supply = UR = RIB A5.6 

where UL is the voltage across the bead, 

I, is the bead current, 

Usupply = 2U = the bridge supply voltage 

R. is the value of a resistance in series with the bead, 

IL, is the total heater circuit current, 

The total dissipation, Po = Pu + PR» i.e. the sum of the 

_ dissipations in the bead and the heater can be minimised by introducing 

a sampling servo system. A sampling servo system has been used in the 

equipment constructed for this investigation, 

In order to make PR as small as possible and at the same time, 

in order to obtain a high sensitivity, to use a large value of bead 

voltage, U,, the sampling time of the bridge, At, was chosen to be only 
B? 

0.5% of the sampling time interval, te A value of 7V_ was selected 

for U,> so that 

ue 
Bo Ate Aon Y 

PR Rees t_ aa 2 aye? 10 ° 200 A5.7 

B s 

= 0.125 mW 

where RQ is the bead resistance in the bridge shown in the diagram,R,, 

when the total power dissipation in the thermistor, P,_, is set at 10 mW, 
7 

The two thermistor beads in the balanced bridge will have slightly 

different operating temperatures owing to the small but unavoidable 

differences in bead and thermistor heater dissipations. Denote this
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small difference by AP and the temperature difference due to AP by AQ, 

then 

AQ = AP/K A5S.8 

where K is the dissipation coefficient defined above in the paragraph 

following equation (4). The difference between the temperature 

coefficients of the two thermistors is then given by 

2A6 z+ 26 A5.9 Ao = 

an equation which can be derived by differentiating equation (3) and 

changing differentials to finite differences. 

If for some reason, for example a change in the ambient temperature, 

the temperature of the entire bridge is changed by an amount Ae. the 

bridge will go out of balance unless the temperature coefficients of the 

two thermistors are identical. In order to restore the balance, the 

bead temperature of the beat with the smaller temperature coefficient 

must be changed by applying a correcting temperature change Ae. < 
orr 

Then omitting the suffix 6 on a, we get 

  

Aa ; 

Ae corr a G SAG A5.10 

or, to a close approximation 

Aa 

AO. orr ~. a A5.11 

or, by substituting for Aa from equation 

2A8 

48 corr a ea A5.12 

Since the power dissipation in the heater is 
2 ‘a 

P= Roth A5.13 

it follows that a small change in heater current of amount Al ort 

introduces a change in the dissipation of: 

APcore Pt corr’*h: a. 

so that
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cf DET So nee 2eOUn..70 

Pi * K ee A5.15 

Using equation ( ) we obtain the dependence of the change on temperature 

of the bridge when a signal is applied, AP in equation ( ), in terms of 

the change in ambient temperature and the balance correction current in 

the form 

21. v1 eR, i. 
is Hog COTE ash. % 

AO = K 250 A5.16 
  

The temperature coefficient of the bridge may conveniently be 

defined as the fractional change in heater circuit current required to 

restore balance for 1°C (or 1K) change in ambient temperature, 

AL. rr 1 
One = ae a, (°¢71) AO SEs 

This temperature coefficient obviously depends on the differences 

in the thermistor characteristics, For an ideal case, Aa; A6; AL oer 

and App are all zero since all the components are exactly matched. By 

carefully selecting and balancing the component characteristics, a value 

of a,, of the order 10°" per degree Celsius can be obtained, 

The temperature change due to changing the applied power can be 

expressed by using equations (16) and (17) as a function of AT orr’ 

Widdis has given a similar analysis, but for the same change, AI, in 

the thermistor beads, For carefully selected thermistors in which the 

difference between the values of the dissipation factors K was about 22, 

App was found to be 0.45 x 104 and A@ to be 1,1°C, 

It is seen that the unbalance of the temperatures brought about by 

namely A8, is not at all the change in ambient temperature AQ., 

important provided the fractional change in heater current, AT eel 

brought about by a change in ambient temperature A6 in order to restore 
a 

the balance, is negligibly small. 

If both d.c. and a.c. feedback systems are present, the total change 

in the heater power is partly due to the a,c. reference signal and partly



2es4 

due to the d.c. power change. In that case, AT ore is constituted not 

only by a d.c. current change, but also by an equivalent change in r.m.s, 

values of the total d.c. and a.c. feedback currents. 

Improvement in the bridge sensitivity could be achieved either by 

increasing the differential amplifier gain in each loop, or by using 

higher bridge supply voltages. If a very high d.c, gain is used it may 

increase the unwanted drift in d,c. current readings on the indicating 

instrument. High supply voltages would cause extra heater power 

dissipation, thereby reducing the ratio of controllable heater power 

dissipation. Furthermore, the thermistor bead resistance is a highly 

exponential function of the temperature, and this could introduce new 

unwanted errors. The solution adopted in the present investigation was 

to use the sampling servo system which enabled high bridge supply 

voltages to be used without increasing the total dissipation noticeably,
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APPENDIX 6 

Perturbing sample in Resonant cavity. 
  

Consider an unperturbed, si filled cavity of resonant frequency 

Wo, and volume V, at each point of which are defined the fields Ey and 

Hs The permittivity and the permeability are respectively ES and 

Let a material of volume AV characterised by complex permittivity 

€ and complex permeability » be introduced into the cavity. The 

resonant frequency shifts now to wo. The fields at each point of 

the composite structure are denoted by E and H. 

At any point within the unperturbed cavity, Maxwell's curl equations 

may be written as 

Yo". 4401.6. A6.1 

Vv x Ey = Jwo1voH, AGo.2 

These are also valid for the complex conjugated E * and He” 
Cea ~ 

Vx H = 4 * ~ * 20 Jupre FE. A6.3 

Vx Eq = jwy HH * A6.4 

For the perturbed cavity 

VB juo2e k outside AV A6.5 

= jug2¢ E inside AV A6.6 

Vix Bus ce ~jugou H outside AV A6.7 

= ~jwooy H inside AV A6.8 

Multiplying 4.6.5 and 46¢ by Eo® and AG7and 466 by x 

EB. fy x H) = jwo2e *E 
~O ane 

a juore E*E A6.9 

* sf * Ho* (Y x H) = jwoou H *H 

= jwoou H *H A6.10
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and the unperturbed cavity equations (3) and (4) by E and H respectively 

5 

BAe OCR crave e BPE , A6.11 

EAL XS *) = gap 2 8 AG.12 

Applying the vector i@eneity 

V(AxB) = B(YxA)-A (YB) $6.13 
to our set ao equations 

Vv (E* x H) + V¥ (Ex B®) =~ |H #(Y x E)+H(V x EA). 

+ JE eC x H)+E(V * HO) | 

which after substituting corresponding terms and integrating over the 

total volume V become 

& *) -H x 1 x 
JE, (yx H) + EW x H*) - HAY x B) + HCY x EO) av 

VU 

‘i, [j(wo2 - woe EWE + j(wo2 = wo1) uo H] av 

+] [jvo2e - €)E,*E + juo2(u - uj) HOH | AV A6.14 
WY 

Introducing the Gauss theorem, the left harid side of the equation (14) 

can be written as 

[@,* x W + VG x HO) av 

= -| (E * x H * E x H )ds A6.15 
c ~O oo Ser +O ~ 

the surface integral is zero, since E,* x H and E x H is normal to ds. 

Consequently 

* 
= ad * O = j(wo2 - wo1) | cates uGHS*H) av 

* jvoz | [Qe JE *E + (yuo Hoe Hy av 7 46.16 
VV 

from which, finally 

“Woo = -e )E *E + (vy - p DH * HI] d 92 ~ WO] ‘ cole €E, E (u WH H] . baad 

  A6.17 

WO2
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APPENDIX 7 

Simplified expressions for a flame plasma in a cavity resonator. 
  

As there have been no assumptions in deriving expression (17) 

App (6), it is an exact expression. 

For the case of interest, the perturbation volume AV is small so 

chat its effects are negligible outside AV. Consequently, we may 

put 

E = ES and H = H, outside AV A7.1 

and the denominator in’( 7) Appendix (*) is essentially equal to 

(J.L.Altman,1963). 

| leset” + wo lHo|#Jav = 4(VE + Uy) = 4VTOT A7.2 
Vv i 

tie. equal to 4 times the sum of the average electric stored eae VE 

and ¢he average magnetic stored energy Vy. 

In practice, the perturbing element will be introduced either in 

region of negligible magnetic or negligible electric field. As in the 

flame y= uo? the second term of the numerator of ( A6.17 ) 

vanishes, and the maximum shift of the resonant frequency Aw = w99 — wo} 

will be for the volume AV which corresponds spatially to the maximum 

intensity of the electric field. The expression (A6.17) then 

simplifies to 

att 2 
sate ave 7 eg) TELE A7.3 

wo2 " 4\ROT 

In general the perturbing flame sample is a good dielectric with 

the complex permittivity 

= "= je" A7.4 Ere. (e" jey) 

where “. is the real part of the relative permittivity (dielectric 

constant) and ev is the imaginary part of the relative permittivity. 

As the dielectric losses are mostly due to the conductivity o of the



flame 

Quy Pee Al <s5 

where f£ is the operating frequency. 

Furthermore the complex resonant frequency Wao of a high Q, 

cavity with loss may be written 

W 
6 

— Wo + 20, A7.6 

when these concepts are applied to both wo) and wo? 

jo2 jwol 
Wo2 ts - WOI- 2 dgn5 Ol oda   

  

02 
Oop. * Js. 

2Q02 

E *EdV is RENE ay ee 
[Fo'*: je) a4 : ” 
  

i Al.T 

4y TOT 

From the real part of the last equation, assuming jw/2Q is 

negligible to w in the denominator 

@02 “001. “Ga wee is E *EAV € (er 1) oO A7.8 

4V TOT 

whereas from the imaginary Le 

* 
ens Me en ora 

Qo2 = Qo ox 29 TOT A7.9 

Thus, in principle, by measuring the shaft in resonant frequency and 

the change of Q, both e) and er (or ~ ) may be determined. 

For a fixed position and constant size of the flame AV» not 

necessarily for a cylindrical resonator only, the ratio 

2 
fe E|* Edv : Ve |E|?av 

2V TOT 2V TOT 

A7.10 

is a constant which can be easily found experimentally by inserting
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a lossless specimen of the same shape and volume av, but of known 

‘dielectric constant e. as function of frequency. 

Chaffin (Chaffin,1968) has denoted this ratio as the effective 

filling factor P 

lee es p = /AVo_ JE|*dv A7.11 
Voor 

so that expressions (8) and (9) may be rewritten as 

Wo2 ~ Ol 
te Sn ios 2 a FP. Ey (e) 1) A7.12 

Qoi - Qo2 
piepibilitetceieess = P eu A713 

Qo1-Qo2 oe 

By introducing (rummond,196D 

fs Be, € (et 1) : 
w 

0 
0 

wey 
cet ss 
oor 3 

*o 

where Wp is the plasma frequency 

Wp = \em 

N - number density of ions or electrons (part ae 

e - electron charge 1.602. 107! 9¢, 

|=
 

  

i Ae. Ay 
ae permittivity of free space 8.854. 10-12 Fm = 360 Fm 

m mass of an electron 9.109. 107°" kg. 

  

and ¥, - is the collision frequency of charged particles in a plasma. 

By substituting these numerical values 

= 56.5 WN rad/sec 

ft. = “p= 8.99. WN c/s 
P 20
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From which a direct relationship between the resonant frequency shaft 

and number density of electrons could be derived 

AL = 1,6.10°.P.£ oN 

From the last expression it is obvious that high precision measurements 

of ionisation densities are possible only if the oscillator frequency 

is stable enough and means for measuring small frequency changes is 

available. Moreover, the QQ of the resonator must be high, so that the 

adjustment on the resonant frequency is sharp enough.
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APPENDIX 8 

Dependence of complex dielectric constant on plasma 
frequency and collision frequency. 
  

  

In order to simplify the approach some further assumptions are 

necessary: 

- the equality of ion and electron number densities is not 

disturbed by the presence of microwave electric fields, 

- the ions of gases are at least cca 1840 times as heavy as 

electrons and could be considered immobile, 

~ for fields that are not extremely strong, the electron 

motions are determined principally by the electric fields of 

the wave; the forces arising from the r.f. magnetic field 

can be neglected. 

Taking into accountthe last assumption Lorentz force equation (the 

change of momentum) may be written 

ae) 
ory me a ve A8.1 

dt 

where a 
v.- is the average velocity of electrons 

in z direction 

ES - r.f. electric field (also exists 

only in z direction) 

Vv. ‘mean frequency of inelastic collisions 

per electron 

By further introduction of 

E = [| el% A8.2 

e 

2 = |v | eo A8.3 

equation (8) may be rearranged to give the velocity in terms of the 

electric field as 

eE 
Ae ile coiciacaniatpeticiones A8.4 
~~ +4 

m(v. ju.)
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The electron density is undisturbed by the motions of the electrons 

since all paths lie in the transverse planes and are parallel with 

each other. The convection current density is 

_ NeE 
Nev = mv jo) A8.5 

Which we can substitute into the Maxwell curl equation 

Ne2E 
Vex Hes ju €. Bt “sss 
Oo °..2" m(v_+jw) 

c 

Ne2v | : Ne? 
Vxuis 162 [ te 3 + ae 

| Ejm(v, +w~) jwe mv tw ) | 

ans Pict gees . 8. Jace AE jey) E A8.6 

where the complex permittivity e« is 

c +c. (eo - jev) A8.7 

which was introduced earlier in the Appendix (7) 

By comparison of the real and imaginary parts respectively 

2 

en = ey } os SUE WIC | A8.8 

+ Ejm(v, w*) . 

Ne?v | 

e = A8.9 
we m(v_ 2+w2) 

OumeEC 

The imaginary part of the complex relative permittivity vanishes as 

the collision frequency i goes to zero, then 

: ( Ne? 1 ) 
eFee = € lr 2. = 

ox ° €—€ m 2 
oO w 

Ww 

. rite eo A8.10 
ae ee 

where ow, is known as the plasma frequency,



Ne2 

em 
oe 

  Wp = 

which was introduced already in Appendix (7) 

Now er may be also written in terms of wp 

Ww“ .V 
ce" = p Cc 

¥ (v 240 2)w 
C030 

Usually as << ws so that approximately 

w 2 

er es et Vy 
w 3 . 

oO 

If, instead of the complex permittivity 

€2 =. ¢. (e, = Je) 

we introduce complex conductivity 

' Oo =o + jwe € 
c oF 

in Maxwell's H curl equation 

: ' 
i= 28 (jwe e! +o) E 

by comparison with 

OC mi we ce"! 
O20 er 

so that r.f. conductivity may be expressed as 

Ny 

  

2 Ne 
OC - P ee ee oe 

ae C x0 n c 
S 

from which it is obvious that oxNev , i.e. r.f,. conductivity is 

proportional to the product of electron density and collision 

frequency. Substituting numerical values for e and m 

o = 2.76.10 *.v Ne 

Ne, the number electron density was found to be proportional to 

the resonant frequency shift (Appendix 7, equation 8), 

Zon 

A8.11 

A812 

A8.13 

A8.14 

A8.15 

A.8.16 

A8.17 

A8.18 

A8.19



  

Ne 6250 
e P £ 

° 

Using (Appendix 7, Equation 13 ) 

Qo1 - Qo2 
a = P eof 

Qo1 Qo2 

and ( Appendix 7, equation 9 ), we have 

° i ak 

© 7 Pe kGon Goa) 

-5 fo2 
3.03 2220 Af a 

“Gis Gor) 

A8&.20 

A8.21 

48.22 

: : A8.23 

what is the relationship between collision frequency and measuring 

quantities Af, Qo, and Qo2 

It should be noted that for finding out the collision frequency 

it is not necessary to know the effective fillings factor of the 

resonator. 

As in practice we are more often interested in the plasma 

frequency measurements as well as in the r.f. conductivity, the 

effective filling factor of the resonator must be found at the very 

beginning of the measurements.
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APPENDIX 9 

The effective filling factor of the cylindrical open ended cavity. 
  

Starting from the general expression (Appendix 7, equation 2 ), with 

the following assumptions: 

- the relative permeability throughout the whole cavity 

is constant i.e. ie 

- the energy stored in the cavity is equal to the sum 

of the average of the electric stored energy and the 

average of the magnetic stored energy. Taking these 

to be equal to each other (in resonance), total energy stored 

could be taken as two times the average electric stored energy, 

i.e. 

[ [ogee + ygien ave | eetav A9.1 
y oO o*o Vv 

we obtain 

/ (e - e-) [E?|dv 
i‘ BV ae A9.2 

002 
2 e |E2|dv 

° 

For the ease of calculation let us substitute the slowly special 

Wo2 7 WQOl 

varying dielectric constant in the flame, by the constant dielectric 

constant in an idealised flame of equivalent radius C. The electric 

field in the cylindrical cavity, with open ends follows the Bessel 

function distribution of the zero order (Adler, 1949), so'that we may 

  

write 

wol ~ wo2 ie* sf J,? (Re) ede 
——— = A9.3 

WO2 . 

2 | J? (Ko) pdp 

where 
a is the radius of the cylinder;b is the rad. of the plasma 

p is the variable of integration taken to be zero in 

the centre of the cavity.
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Jy ~ Bessel function of the zero order (for TM-ONO 

cylindrical cavities) 

A x oes ot € € Ey (el jee A9.4 

For the purpose of deriving effective filling factor p it is 

sufficient to take only real parts of the relative dielectric 

constant b 

Wo] 7 Wo2 € fer“) i J,” (ke) edo 
oO 

a A9.5 
a 

02 2| J 2 (kp) pdp 
oO oO 

  

By comparison to (Appendix 7) 

b 

ths E74 dv [ J,,* (kp) pdp 
ie ea one A9.6 

2V TOT 2 
. Jy (kp) pdo 

as: J? (kb) + JT (kb) 

(2) 3,2 (ka) e 32 (ka) A9.7 

where J is the Bessel function of the zero order 

J, is the Bessel function of the first order 

k is the wave number 

a is the radius of the cylindrical cavity 

b is the equivalent radius of the idealised 

flame with constant spacial relative 

dielectric constant. 

Note that for resonance J, (ka) = 0 so that the effective filling 

factor 

mT J 47 (kb) + J,2(kb) oe 

Ro oes) ae a vs 
Jy (ka) 

Further simplification can be done by assuming cylindrical flame 

of very small radius, so that J,*(kb) + 0.
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APPENDIX 10 

Change of transmission coefficient on perturbed resonator Q factor. 
  

Transmission coefficient of the equivalent circuit of a resonator 

is defined as the ratio of the load power P, to the available power from 
L 

generator Pavail. If the output impedance of generator is ‘2g = Rg + 

jXg, matching would be achieved for the load impedance Zi on which is the 

complex conjugate of Zg. 

  

Then, 

2 28 
: E E 

Pavail 2g +R) ake ALO. 1 

Load power for the circuit in Fig.AlO.1 is frequency dependent 

ee ee mf 
Ze L C R ZL 

Fig .AlO.1 

iP = Z age ) 1 LE . Ww ay ° 2 

- = ee. 

(w) Zg + Zz, + Lok A10.3 

E 
  

) + 44%.)   Rp + +R + jwL ( - & jw 1 
‘ w2LC 

where (Xg + Xi) is total reactive component of the generator and the 

load, which generally do not compensate each other. Being either 

capacitive or Sneeeye they slightly modify the cavity reactance. 

For resonant coupling 

Kg =X, = 0 ; A10.4 

and I becomes 
(w) 

  los . (w) mY SEO 
R+ Rg t KR + jw I~ To



MN Ww
 

= : AlO.5 

Rg. Ry : W 01 
1 + R oe + JQ, a 

. 

where Wo) * Coy i.e. resonant frequency of unloaded unperturbed 
Wo) L 

R 

  

cavity, and Q. s« 
i 

i.e. unperturbed unloaded cavity Q factor. Transmission coefficient 

I defined before becomes 
(w) 

  

&R re? 
; Ivy, Al10.6 

Cu). ag? ys BE RL jQ ee 
R R- ul WO W 

Magnitude ae; is then 

4 Rp.RL | A10.7 
  si if = 

| (w) | Rp Ry, 2 , w WO] \2 

LR ea) + Oy as) 

what in resonance simplifies to: 

T = 4Rg R each a oe A10.8 
1+-= + sce! : 

R R / 

Inserting sample in the resonator resonant frequency shifts to 

Wo2 With the simultaneous change in R. 

4RoRL i = Sole Eee py ee ee ee | Cangas R R a Al10.9 

Winch “dices 

(R+ AR) (R+ AR) 

If we express both transmission coefficients in decibels, the change 

in transition coefficient is their difference. 

Tr | tie | 

eae 
Loss (apy = 4tcapy 7 ty (ap) ~ t2(ap) ~ 1log 

*wory
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Q factor of the unloaded unperturbed resonator was defined before as 

  

  

Wo, L 
Q = AlO.11 
ul R 

In fact as soon as the resonator is coupled Q decreases to 

Wo) L 

Rr eo A10.12 
R + Re+Ry 

Similarly for perturbed cavity 

Woo L 

22° Al10.13 
R+tAR+RgRy, 

If the shift in resonant frequency is small, i.e. 

wo2 = wo. = w “+ A10.14 ° 

which also makes possible the assumption that Rp and Ry, do not change 

  

  

R 
Qo2 R+Rg+Ry, t+ 2% Ri 
foc oe er A10.15 

bi RtAR4+Ry+Ry, : Be BE 
* RAR REAR 

Furthermore, from 4/06, AI0:<9 and 410,10 

R 
i+ - > _ 

Pe ie ee A10.16 
1+—5 RtAR | REAR 

What May be writen 
i, 

a Qo2 
At = 0 log —— dB & asi AlO.17 

giving at the same time 

Q + 

{29} see A10.18 
[Pte Oot: Al 

Qo1 
In Appendix (8) we have derived expressions dependent on ratio dan:



woo 

  

ent = Sor = IT(o2) | a 10 fap 
r 0 a ee Ot : 

=At 
is _# (dB) * *h 

10 0 10 0 (dB) 410.19 

where At can be measured directly. 
dB
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APPENDIX 11 

Open Ended Cylindri @l Resonator TM~050. 

f 

freq =~ 9.35 GHz 

  

      

      

  

  

  

    

  

  

      
200     \ |  



APPENDIX 12 241, 
  

System Identification 
  

‘ 

Determination of the system transfer function and the system impulse 

response, 

Time invariant systems. 
‘ 

The method may be explained with the aid of the diagram (Fig.Al2.1) 

  

ete H(ju) 
Ss Ge) Sy (jw) 

  

      

Fig.Al2.1 

where eat and S (jw) are the output and input linear spectra. 

If the input power spectrum is flat, i.e. if Go 6M) = constant 

H(jw)|2 = GCG (jw)/ [HCjo) | “i jw)/xK Al2.1 

where 
ee is the output power spectrum 

H(jw) = system transfer function 

It is clear that in order to find |H(jw)| we must find the value of 

Ce for any of the frequencies in the band of frequencies of interest. 

Notice that if at the input there is only one spectral line, the output 

of the system will be also only one line, i.e. the input multiplied by the 

value of the transfer function at that frequency, 

The output response y(t) is the inverse F.T. of opome The auto- 

correlation functions Vy 6D) » Voge and the cross correlation function 

Wek} are defined by 

L, 

Vy 6) = lim ay REE +. t) ECE) at A12;2 
T70 ° 

i 
¥ 2 €) 8° Tin oe y(t + 1) sy(t} dt A12.3 
yy i
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ie 

Vt) es jim es +0) vit). dt 

t i 

T t 

| SRO ee) [ hQa).x(t - A).daA.dt 
40 

= Yim 

changing the order of integration ages 
t t 

w(t) = | hd) at oe + t).x(t - A) dt | dd 
xy 

A12.4 

If we take the Fourier transforms of both sides, since fy: is on 

a symmetrical function, 

o 

: ~JWA ._ 
Gy Ge) a“. Pye e dt Al2.5 

OO 

Then, when we introduce 

ht bine ‘ioe ce A12.6 equ ee jwr ‘ jw(t - d) 

we can now express the cross power density spectrum as 
o pt : Ty 

Ge) = e i AO) oe Ee rf x(t 7) x Cb oo) afer 

’ Albee 
which could also be written as 

co a ne oe 

GC (jw) = [ hy ere Po v(t = Ae on ax | dd 
xy ct) oO 

A12.8 

Finally, the cross power density spectrum, 

ae : ‘ A12.9 os (jw) H(jw). 6 Ge) 

i.e. it can be found from the product of the auto-power spectrum and the 

transfer function. 

The last expression shows that the transfer function of a stationary 

time function could be written as 

H(jw) = So ee Oe A12.9 

but it should be noticed that G_.(ju), being the Fourier transform of an 

even function, has only a real part, G3 6M) « Furthermore, as 

oe = SG). S_(-jw) and Ge) = S (ju) 8, (-ju) 

we find also A12.10 

H(jw) = §Gjw)/8, Gu) Al2.11
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Al2,12 
© 00 as 

a? = lim é [ [ (nd -m(6) -dn.aef | x(t + T - n).x(t - cael 
eee ie fo : T + © J-e 

‘ 

As the expression in chef Jorackets is the autocorrelation function of the 

input, 

ia) & fe A h(n) -h(&) dn.d& WG + & = n) A12.13 

Taking the Fourier transforms of both sides 

[ wv Ce) sa. 
re yy 

= Le dt 5 dé [<5 5o.006 ¥ eee Nah 

= a ac | dé es Bee OS TOhS ONE ye 

OL ei ay 

3 - bene an [ nce) 05a | 2 Al2.14 

where E | = is Pe nye Mar | oes 

so that finally 

i 3 
se ‘ ua - . 16 6. (w) H(jw). H(~jw) 6, (w) |H(jw) | G.). Al2 

The last expression proves that the spectral density eee of the 

output of a linear system can be found by multiplying the square of the 

modulus of the transfer function by the input spectral density CG)



244. 

APPENDIX 13 

Wiener - Kolmogoroff Filter 
  

The mean squared error, which is the figure of merit (performance 

index) of the optimum filtering for the stationary additive noise, can be 

    

    

  

written 

; Atg. 
e2(t) = [s(t) - | x(t - t)w(t)dt}? 

oO 
Expanding the squarea sum 

L 
e2(t) = s@(t) - aoe x(t - t)w(t)dt 

iofe t 
+ | x(t + t)w(t)dt | x(t - o)w(o)do A13.3 

oO 0 

Interchanging the operations of integration and averaging 

wae t 
eg(t). © ¥, (0) | ¥geO™C )dt + 

oO 

tpt 
| | Vy 6t 7 o)w(t)w(o)drdo A13.3 

a) 

where 

z = A13.4 ¥ Uy x(t - t)s(t) 

¥(t36) lake = tee o) A13.5 

Lees V5, 67) and Wyo (t-O) are the cross correlation and auto correlation 

functions of noisy signals respectively. 

The problem is to choose the impulse response of the system w(t) 

which causes the mean squared error to be minimum. This means that if 

the input x(t) is applied to a linear system with the impulse response 

wy ft), the mean squared error between the actual output y(t) and the 

desired output s(t) is less than would be the case if the same input were 

applied to a filter with any other impulse response w(t) (Fig.A13.1)
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Fig.Al3.1 

Consider the-combination of an actual filter w(t) and an optimum filter 

w(t), which acts as a single system, with the impulse response: 

i A13.6 w(t) A.w, (t) + w(t) 

A is for the moment an arbitrary gain which can be varied continuously 

over a range of positive and negative values. As w (t) is an optimum 
° 

impulse response, the minimum mean squared error, must obviously be for 

A=0. 

Defining the change in the mean squared error 

    

Ae(A) = e2(t) - e?(t) Ai3.7 

where e(t) corresponds to the combined w(t) 

€, (t) corresponds to w(t) alone 

Substituting corresponding expressions, Ac(A) becomes 

Oe ee 
Ac(A) = (es Hae t-9) [w, (a) 4am, (1)] (w (o)+Aw (co) Jdodr 

Ox 0 

ss alt Vy (t7O)W, (T)w (a) dtdo 

0° 0 

t 

- 2 | ¥,660) [Ww ) + Aw (t)] dt A13.8 

eo 
c 

+ 2| Vig (TW, (Ct) dt 

oO



Note that terms 56 are cancelled. 

Expanding the separate terms and cancelling when possible 

t 

Ae(A) = 2A Ff Vig btw, (tw (a) dtdo 
- : 

oO 

Crt 
v1? | [vgt-ow, Cw, Coderes 

02-0 : 

~2A [Menem Coder 

Oo 

The minimum error -is obtained when 

Shela ee d* [ac (A)] oo 

dA aA” 

Differentiating Ae (A) 

d[de(A)] = 2A ff (t-o)w (t)w (o)}dtdo 
¢ se Sx 0 x 

¢ 

é 
r 

+ 2 LP [aa deca c Vig (Tw, (t) dt 

. The requirement : ic) will be satisfied if and only if 

fT Fest u, erent ~ [ecgOm (der = oO 

oo 9 

The last expression can be written in the form 

[ [tax (*-0O¥, (040 - Hag) [girder ws 
°o oO 

As w(t) # o, the quantity in the square beackets is zero for all t 

greater or equal to zero. 

Therefore 

ia Vg(t-oW (do = Y(t) 
oO 
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A13.9 

Al3.10 

A13.,11 

A13.12 

A13.13 

Al3.14 

which is a very well known expression used as the starting point in the
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system of identification by cross correlation. This is an integral 

equation (as the unknown function w(t) appears under an integral sign) 

known as the Wiener Hopf equation 

Z 

v2, ¢ t F 
ten Ek en Ac (A) mes i | W.. (t-o)w_ (1) w. (a) dtdo A13.15_ 

/ dt xX x % 

oO 

An interpretation of the right side of Al3.15 can easily be obtained by 

considering the system with impulse reponse w(t) with the input x(t) 

applied to it. 

It is a special case of the open tiak for the mean squared error 

with the desired output s(t) taken to be identical to zero and the 

impulse response to be w(t). The expression is simply double the mean 

squared value of y,, (t) (Fig.Al3.2) and must therefore be a positive 

quantity. This means that the second derivative is positive, and hence 

that the condition represented by the Wiener Hopf equation (A13.15) 

gives a minimum of the mean squared error. 

  

eer w(t) y,, (t) 
  ! 

      

Fig.Al3.2
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In the frequency domain, the filter is defined with the transfer 

function 

of 6) edo Cu) as A(w) = gn|w(w) | 
w(jw) 

elu) A13.16 Ye 
FOCI Iw6w) | e = Co) 

The requirement of physical realisability leads to the well know loss~- 

phase relations. For a given gain 

A(w) = &£nlw(w)| there is a minimum phase characteristic 

which is related to A(w) by the following expression (Bode, 1945) 

  
  

2.0, f Al) - ACwo) 
= 0 ' (wo) | ais aw AlL3 217 

i w we 

* : 
A rational function |y(w)|? = y(w)-Y(w) may be expressed as the ratio of 

two polynomials 

% * 
Wo) eg (wo = of) Coy Oy). Ca — ag). Coo? ss Ae 

D(w) (wy = BY) Cw = BLD. (a— Bo) Gr 69) 
  

  

* . ° * 

where denotes complex conjugates. The minimum phase network has the 

transfer function 

(w - a3) (w- a9) 2... 
y@w) = k A13.19 

(o.> Be) (Be) 0. 

  

Consider the components of the signal and noise at a particular frequency 

0) 
fl = a It is assumed that signal and noise are independent and thus 

completely incoherent at all frequencies. Then at frequency fl, there 

will be a contribution to the error due to noise, equal to 

N(wy) - [y(w,) |? A13.20 

where N(w,) is the average noise power at fl
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Let P(w,) denote the signal power at the same frequency. 

There is also a contribution to the error due to the phase change 

Ja(w;) | of signal passing through the system. Hence, there is a power 

error 

E(w) = |y(w,) - eleCwi) 12 P(w,) + |yCwy) |? NCwy) Al3.21 

and the total mean square error 

itor e 
E = C, .+ 1 - 2C, .cos(a(w) - 6 fe 2 

I (w) (w) (w) (w) + CeayN (w) dw 

A13.22 

For $ (w) = O “we aw, after some algebra 

  

oo P ; 

or PN 

Rose -[t be VPN - yP+N | t Pes A13.23 

The square bracketed term is the square of the real number, and therefore 

  

positive or zero. To minimise E, Cw) should be chosen to be 

P(w) A13.24 Cc ey = and, hence 
(w) nga oR Eys N(w) 

a gee P(w) ja 1 i 
W(jw) = acre J = hea er A13.25 

w) +N 1+ 
ko) P(w) 

The optimum Wiener-Kolmogoroff filter has A dependence on the signal 

to noise ratio frequency characteristic.
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APPENDIX 14 
  

The effect of feedback on the fluctuations of amplifiers. 
  

Measurements were undertaken some time ago to determine in what way 

the fluctuations in gain of an amplifier mask the signals available oe 

the mixture of signal and noise obtained at the output. The amplifier 

under test was, in the first experiments, followed by a valve amplifier, 

while the signal in the cutput was detected by measuring the correlation 

between the output and the input signals. No feedback was used in the 

valve amplifier following the amplifier under test. Using this method, 

Hat hawks’ found that when the signal output was much greater than the 

noise output, there is a constant ratio between the signal output 

amplitude and the input amplitude. Since the noise under these 

conditions is most often relatively small it was taken that this 

constant ratio indicated 100% correlation between input and output. 

As the signal input was reduced, after the point at which the noise 

output becomes comparable with the signal, the correlation percentage 

decreased until, at signal inputs of the order of 10° volts, almost 

half the expected signal amplitude in the output had disappeared, i.e. 

only about 25% of the expected signal output power could be detected. It 

was established experimentally that this loss of signal power was not due 

to failure of the correlation method to detect all the signal available. 

It was also demonstrated experimentally that the total power output of 

noise and signal was exactly equal to that which would have been expected 

had all the signal power expected at the output been available. It was 

apparent therefore that some of the signal power was being converted into 

an exactly equal amount of noise power. This effect will be known as 

the conservation of power or energy between noise and signal, and is a 

newly observed phenomenon which has not hitherto been taken into account 

in fluctuation theory. Measurements of mean square voltages or powers 

will not normally detect this effect.



Similar results were obtained when either a valve or a transistor 

amplifier were in the first stage under test. 

Later it was attempted to repeat these results. In this attempt 

Arthuee used a transistor amplifier with several stages in cascade to 

amplify the output of the first stage. The transistors were arranged 

in groups of three around each of which feedback was used to stabilise 

the gain and reduce the impedances of the circuits. This was done to 

reduce the effects of interference picked up from the mains and to reduce 

the physical size of the apparatus so that earth loops did not present so 

many opportunities for errors to be introduced, It was found that, even 

when a valve which had been tested by Hathaway was under test, it was not 

‘possible to observe for certain that any signal power was being converted 

into noise, even at signal strengths considerably smaller than those used 

by Hathaway. It was not at that time possible to reconstruct atihiag ie 

original apparatus to duplicate the original experiments exactly. 

It was thought at the time that the feedback used in the second set 

of experiments could not have caused the discrepancy, since the 

conventional view is that feedback cannot improve the sensitivity of an 

amplifier. However, later related investigations led to the view that 

this might not be the case, especially since sidney which has already been 

published?” showed that the fluctuations in gain remain important even 

when the signal strength is large, and also become more important as the 

time constants of the circuits are increased. Consequently, the 

fluctuation phenomena become more akin to turbulent and other macroscopic 

random events rather than to atomic events due to the action of single 

electron charges. When the opportunity arose therefore it was decided 

to make exploratory experiments which might indicate whether or not 

feedback could influence the fluctuations of an amplifier. 

A three-stage transistor amplifier was constructed in which, by 

means of a six position switch, the gain and the feedback system could be
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changed. In positions 1 to 3 the feedback was around the last two 

stages. In positions 4 to 6 the feedback was around all three stages. 

In positions 1 and 4 the gain was set to 60 db by adjusting the resistance 

values in the feedback paths. Similarly, in positions 2 and 5 the gain 

was set to 50 db and in positions 3 and 6 to 40 db. In general terms it 

will be seen that the feedback increased in amount in moving through the 

switch positions from 1 to 6. In positions 1 to 3 the low frequency cut- 

off was at about 500 Hz, while in positions 4 to 6 it was about 50 Hz, the 

difference arising from the presence of by-pass condensers across bias 

resistors. 

When the low frequency noise in the range from 10 Hz to 200 Hz was 

measured, with no signals applies, it was found that in the first 

position there is a noise like the flicker effect, but falling off 

markedly less rapidly than as 1/f. The rate of fall-off of the noise 

increased in positions 2 and 3 to a value of about 6 db per octave of f, 

i.e., a rate much greater than as 1/f. 

In positions 4 to 6 the noise was traced only to abovt 100 Hz, since 

the rate of fall-off was much greater, reaching a value of about 20 db 

per octave over the range from 10 Hz to 40 Hz in position 6, where the 

feedback is largest. It is evident that the low frequency noise in the 

absence of signals is considerably reduced by the use of feedback. 

An excess noise due to signals, similar to the 1/Af noise reported 

by nactar and Bull and Boke” was also observed. In particular, for a 

signal at 14 kHz, the rate of fall-off of the noise was, in position 1 

about 8 db per octave of Af, i.e., much faster than as lAf. In position 

4, i.e., with the same gain and the greater feedback over a wider 

frequency range, the noise falls off even more rapidly, and is at all 

values of Af, at least two or three db's lower than in position l. 

Tests were also made on an integrated circuit amplier, in which the 

gain could be adjusted by varying the input resistance, so that gains of 

60 db, 40 db and 20 db could be selected. The gain of the amplifier is
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flat down to very low frequencies. It was found that as the gain is 

ea, i.e. as the feedback is increased, the rate of fall-off of the 

noise with Af decreases from 20 db per octave of Af when the gain is 60 db 

to 40 db per octave when the gain is 20 db, 

It was not possible in the time available to measure the sensitivity 

of the amplifiers. The indications are, however, that for both the 1/f 

and the 1/Af types of fluctuation, which are caused by fluctuation in the 

parameters of the amplifier, the fluctuations can be brought under 

considerable and significant control in the same way as are the macro~ 

scopic variations of the amplifier gain in feedback control systems. 

Theory of the kind referred to in Reference 3 and 4 show that two 

kinds of fluctuation are developed in an amplifier on account of the 

fluctuations in the gain. One has a total power which is proportional 

to the square of the signal amplitude, i.e. to the signal input power or 

the expected power output. The other is proportional to the signal 

amplitude. The former fluctuation is that reported in References 5 and 

6. The latter is that which would be expected on conventional theories 

of the fluctuations, since the numbers of electron charges brought into 

consideration for each sign event is proportional to the signal amplitude. 

For what are usually regarded as "normal" statistical situations, the 

mean square deviations of such numbers is proportional to the number. 

It can be shown, however, that this type of fluctuation cannot, for small 

enough a signal, meet the requirement that the signal and noise powers 

are conserved at the output. It is in fact the type of fluctuation 

which was shown by Hachevay:. to be cause of the irreversible loss of 

signal power when the signal is small. 

It is also seen now that there is a change, not only in the noise 

power, but also in the noise spectrum when signals are applied, and that 

the signal to noise ratio reaches a constant value as the signals are 

increased, and does not increase without limit as is generally supposed.
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On account of the constant signal to noise ratio for large signals, 

every stage of the amplifier without feedback, from the first to the 

last, contributed significantly to the noise at the output, and caused a 

corresponding loss of signal power. In the amplifier used by Arthur, in 

which feedback was used, the eruetoacion. in gain, and therefore the loss 

of signal power at all stages of the amplifier was considerably reduced. 

This is probably the best general explanation of the large discrepancy 

between the results obtained by Hathaway and Arthur. 

The effects described are not of simple kind, and they have consider- 

able interconnections and ramifications. They are however of technical 

importance and will have an influence on the development of the theory of 

fluctuatiors and the detection of signals in noise. 

A longer paper, which it is hoped will eventually be published, 

giving more complete experimental details and theoretical discussions is 

in preparation. 

July 19/1. -S.Bull, D.E.G.Hathaway, F.Arthur, S.M. - AE CzS 3B 

A.K.C.Lee. 
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APPENDIX 15 
rae eee: nen et tet mem 

Phase lock 

A phase lock loop is a servo system comprising (Fig.Al5.1) 

Phase comparator (Ph.C) 

Voltage controlled oscillator (VCF) 

Low Pass Filter (W(s)) 

  

  (Se eS 1} wos) 

          

  

  

    << : VCF V9     

      
Fig.A.15e1. 

The phase sensitive detector compares the phase cf a periodic input 

signal Asin(wtt+d) against the phase of the phase of the controlled 

frequency oscillator (VCF). The output of PhC is proportional to the 

cosine of the phase difference. As two signals are kept almost 

orthogonal, the output voltage can be approximately written 

= = < ~ % = 2A bs A vy K, Ag KC $2) where Ky . 

usually PhC output is dependent also on the amplitude of the smaller of 

compared signals. In order to make the voltage dependent solely on the 

phase difference, the smaller signal must be of a constant amplitude. 

The output voltage vy is filtered and then used as the controlled 

oscillator voltage vo. As the transfer function of the simple first 

order filter is 

we oee oF 15.2 
(s) 1+ ST 

where Ty us the Re time constant. 

The transfer function of the controlled oscillator is given by 

F a Ua 15,3 
(s) S(1 + ST>) 

 



where K, is the gain given in rad.V.sec >, 

Ty is the inertial (or the time constant) of the oscillator 

frequency change due to the controlled voltage change 

Therefore can be expressed 2 P 

RoVo 
¢4(s) = Vo F(s) «& SG + ST) 1554 

Substituting 

te ev Me ee 

KV 
¢ (s) = pice eee iniaknesoeineabiagitabelililioneculicalascaussct 

2. SQ + ST) G oa ST.) 13:0) 

As Ty<<Ty 5 the approximate expression for $(s) 

K,V 
¢,(s) i a+ SEY 

a5 Tt 

From 15.1 

aie S ae $,(s? < a Ss. 15.8 
y 1 1 

and the loop transfer function 

H(s)*.* ul « : 15,9 ¢, (s) 14#8/[K,K, .W(s)] 
‘ 

K “K,/T, K 
. 1 . 15.10 

5? + S/T, + K)-K, /T, 5? + 2Ew +0 2 

oo bia) 
By inspection, the natural frequency we in ee and the 

damping factor : 

[hae - 5 fA. 5.70 
K- 24 K. 

It is obvious that the loop becomes less stable as the product K.T is 

  

  

  

increased. 

If the amplitude of the smaller signal (A) is not kept constant (by 

combined age and limiting process) the loop gain will change with the 

variation of A. This will make the loop tend to unlock at low signal levels.



254. 

Double Channel RMS Voltmeter 

The hasic principles of opperation was already considered in Chapter 6. 

and what follows is the description of the associated sampled-data system. 

The mean currents through 11 and T2 depend on the widths of NAND3 and NAND2 

pulses respectively(Fig16.1 and Fig.16.8). Syppose that a signal and/or noise 

is applied on I/P2. In order to keep the bridge in balance the NAND4 pulse 

becomes narrower,decreasing the mean (DC) current through T2(Th2 on Fig.6.5b). 

At the same time ,note that R10 and R11 correspond to k3/3 and R3/4 on 

oN 

Fig.6.5b.A4s the bridge is slightly unbalanced,which is sensed by COMP circuit 

  

       

  

  

  

    

  

      

NAND4 S2 NANDA ae ier +, ae 

. cross 

ao, Ry 

Ch mht G I 
omnnednF 4 2 

R R Re   
      

        

a Rig. 16.1 

(Fig6.5b),the intensity of the comparisson signal will be increased.This 

is due to the change of the attenuation (Var.Att.Fig6.5b) caused by a new gate 

voltage setting.When the bridge balance is restored,the comparisson signal and 

the measured signal and/or noise have(within 0.5%) the same RMS value . 

All the necessary basic pulses for the opperation of the sampled data 

measuring servo system are generated by the master miltivibrator(MMV-Fig.16.6). 

_and the accompanied flip-flop deviders(FF2,FF3,FF4,FF1, and FF5-Fig.16.6) which 

are in the ripple carry mode opperation. Using NOR1,NOR2 and a bistable 

multivibrator(BS2) the remaining basic waveshapes(Fig.16.2) are obtained.
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Short sampling’ pulses for sensing bridge balance(R1/1-R1/4 and 

thermistor beads Rt1 and Rt2-Fig.6.5b) are obtained utilizing AND2 

AND% and AND4 circuits(Fig.16.3),from the already described basic 

pulsés(Fig.16.4). | 

The inverted output from AND2 with 1/8th of the MMV frequency, 

samples the reference branch(R1/2 -81/4-Fig6.5b) which when in balance 

(i.e. when a negligible drift error voltage is present) produces(Wig. 

16.7) a verry narrow NAND1 pulse.This pulse is inverted (TRS ,Fig.16.1), 

integrated(™R4), and the corresponding mean current amplified(TR6/TR7 

Fig.16.1).Therfore,whatever the source of a drift in the bridge bo lenon 

by changing U eis (Fig.16.1) this drift will be automatically reduced 

to a negligible value. 

Similarly any change in R1/1-Rt1 and/or R1/3-Rt2 branch balance is 

corrected by corresponding changes in NAND3 and/or NAND4 pulse 

actione(Pigs 16.7 and..16.8) 
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The main part in height(HOLD-Fig.16.5) to widlth conversion 

(WM-Pig.16.5) of error pulses is done by the comparator circuit 

(TR41-TR48-Fig.16.6).On thr base of TR44,the error voltage from 

the 'HOLD' capacitor is applied.Simultaneously,on the base of 

R41 a modified ramp voltage(Fig.16.5) from the integrator circ- 
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cuit(TR40) is applied.Obviously(Fig.16.5) the output WM(TR45) will 

‘pe a width modulated pulse.
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After necessary sifting,sorting and shaping(Fig.16.7 and Fig.16.8) 

this results in the already described servo balance and separate 

erent signal and noise measurements. 
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'BEGIN' 

*"PROCEDURE* FLICKEROCNTOTsTSECsFLATs TCNTs AVERs: VARsMNT>»s X0)3 

. "VALUE" AVERs. VARs’ NTOTs 

PAINTHEGERE Noo “MNT >. xX 0% 

"REAL I PSERGs” PONT s AVERs” VARS 

"BOOLEAN FLATS 

COMME NT 922K 26 2 2 oR oR 2 2K 2 OK ok oo sok ok 2 OK ok ok og og ac ok OK 2k >k 

FLICKER GENERATES MARKOVIAN NUMBERS » WHERE 

NTOT IS THE TOTAL NUMBER UF GENERATED NUMBERS IN 

SEQUENCE s 

TSEC ES.THE SEQUENCE DURATION: TIME, 

FLAT DEFINES EITHER UNIFURM CFLAT ) OR GAUSSIAN 

DESTRIBUTIUNs 

TONTfS sok -SIMULATIUIN: SYSTEM .TIME: CONSTANT 

AVER IS THE DESIRED AVERAGE VALUE> 

VAK= 2S THE: DESIRED. VARLANCE > 

MNT LS THE’ MAXIMUM EAPUNENT. VALUE-OF 2 -T) SATISEY 

THE LARGEST. PERMISSIBLE INTEGER VALUE>s 

x0 IS AN ARBITRARY INTEGER IN THE RANGE -2@tmMNT TO 

Let MN aD Ube Ba 5.0 3b) CHANGE <0 WILL 

PRIDUCE DIFFERENT SEQUENCE S*****KKKKKAK 5 

LBEGiN? 

*PRUCEDURE' RANDOMCMEANs SIGMA» Ks» GAUSS» X02MUD)5 

"VALUE MEAN» SIGMA, MIDS 

"REAL® MEAN» SIGMAsGAUSSS3 

“INTEGER™ Ks -xXO5oMOD3 

"BEGIN VENT RORR 1s ts Ma Ns 

"REAL * SUM>..As Bs RNDs = X3 

*COMMENT® FOC OO ORO dood a i aE Ace 

THE PROCEDURE RANDOMs, WHICH IS A SUBRIUTINEs GENERATES 

PSEUDDSRANDOM: NUMBERS. WITH THE: DESLRED. “STANDARD. DE- 

VIATIUN AND MEAN VALUE. IT HAS BEEN SHOWN BY CUOVEYOU 

€1960)+ THAT FOR MULTIPLICATIVE CONGRENTIAL METHODS: OF 

GENERATING PSEUDO-RANDOM NUMBERS» THE CORRELATION CUEF 

BETWEEN: SUCCESTIVE NUMBERS 1S APPROAIMATELY RECIPROCAL 

UY THES MOLEUPLY ING -PACTOR he AS* THE ARECIPRUCAL IN THIS 

CASH GTS eoNGY. 0-25 THUS -PROCH DURE. a SONG. .QULTE 

SATISTACTORILLY FOR GENERATING MARCOVIAN SEQUENCES UF 
GERO'TH CLR DER oo 2 aR oR aK oo 2 oo 2 Fe 2 a og og a of 2 sok 2k go KK KOK OK 5 

"BEGIN'’ SUM: =0-03 

N= KO se NISMO A aor tis = Wes cs ese SOs 

As=-1.03 Blasi. 

"FOR Is=l "STEP' 1 "UNTIL' K "DG' ‘BEGIN! 
X2=54X3 

‘IF’ X° GE" N *THEN® X 
‘IF’: X "GE" M ‘THEN' X 
SIRtGX "GRIG *teERe 

-RND2SX/L*&CB-A) + A3 
SUM:=SUM + KND3 

' END's 

S=X-N3 

As=xX-M> 
: 5 X=-L>
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GAUSSS=MEAN + SIGMA*SUM*SORTC3-0/K)5 

AQ 8 =X35 

nie Nie 

CUMM ENT 822 a5 2 2k oe 2 2 ok ok OR go oR oo ko kK oo og a oR kok oe ok 2k 2 ko 2K ok 

GRUM: GREENBERGER CONDITION €C1962)5. WHICH STATES: THAT 

FACTUR <F «SHUULD BE CONSIDERABLY LESS THAN THE SQUARE 

ROOD OFS teh MODULOS> «hl POLCOWS THAT THE MULTIPLICATIVE 

FACTOR OF @5°U0R EVEN 125 COULD BE USED, WITH THE AP- 

PROPRIATE CHANGE IN THE PROCEDURE HANDUM 02k RRR OK EK KK 5 

VEIN Dts 

“END ie PR Gs 

“INTEGER: NPSECs NUCNT»s: NCORRs Is Js: Lo. Ms No MODs Ks 

"REALTY “DELI Ts. BMIN’ <—PMAXs::TAUCR» Pls CTUFRs STUCHs: GAUSS, 

MEAN>s SIGMA; 

"BEGIN' P1I?:=4-0*ARCTAN(C1.-0)5 

NPSECS=ENTIERCNTOT/TSEC) 5 FMAXS= NPSEC/25 NEWLINEC1)5 

WRITETEATC"'( "MAXIMUMZGENERATEDZFREQUENCY*)')3 SPACEC2)3 

PIopNT CMAs Us 605 "WRI DRT EXTOL  CPERSEC® ) 395... NEWLINE Cl ds 

DELTT:3=1 /NPSECs 

WHITETEATC  CESAMPEINGSINTERVAL 2°) 5 SPACEC12)5 

PRINT CDELTTs056)5 Wal PE dr Bao! C' Sh Cit wes L3=05 

DAB SLs =1.4-15 NCORR:=128*L3 
TAUCR: =NCORR*DELTT 3 
hh LOND eG. TAUCK/e “THEN VGOTO LABS 
NEWLINEC1)3 WRITETEXTC 'C "MAXIMUMZDELAY')')3 

SPACE@16)3 PRINT CTAUCRS056)3 WRITETEXTC*C SECONDS’) °)3 
anes TONG a bee niet hReN t LOND t= DELT 1s 
NT CNES=TCONI/DEETT 
NEWLINEC1)3 WRITETEXTC'C ‘TIMBZCUNSTANT!) ")3 © SPACEC16)3 

PRINTCNTCNTs056)3 WRITETEXTC ' C "NUMBERZOFZZDELAYZUNITS') ')3 
CTOFF:=NPSEC/C2*NTCNT)3 NEWLINEC1)3 
WRITETEXT.C) C? CUTUPEZFREQUENCY2):")3 SPAGEC13)3 

PRINTCCTUOFPF,056)3 WHRITETEXTC'C*CYCLESZPERZSECUNDS') ")3 
FMIN: =FMAX/NCORRRS Nt=ENTIERCNCUORR/NTCNT)3 
FMAX?=0-03 Ms=NCORR - N + 13 
UROR Tear eSpepe a PUNE TE Uae Dut 
FMAX:=FMAX + 1/713 FMAX:3=NCORR/(N + FMAX)5 

NEWLINEC1)3 WRITETEXTC °C "MULTIPLICATIONZFACTOR') ')3 
SPACEC$)3 PRINTCFMAXs026)3 

"IF" FLAT '"THEN' '"BEGIN' MEAN!:=AVER3 SIGMA:=SQRTCVAR)3 
Ks =12 'END® '"ELSE' ‘*BEGIN' MEAN:=0-05 SIGMA:=1.03 

CIR NIGNT (Gh? 6  VIHEN' Ke=ls 
VERY ONTONT: “tt, bo! THEN: Ke=16 -NICNT. LEND!S> 

MOD:=21CMNT-1)3 

NEWEINE Gl ) $i RTT HtDx BGC "MODULUS ').%)5 PRINTCMODs 02623 

GTO hist Ty Clo ee tnd): 3 TAUCRS =1/70 12+ NICNTs 

STICH?=0-03 GAUSS:=0-03 VARS =SQRTC3*VAKDS 

NEWLINEC1)5 WRETETEXT OC) C°PRUCEDUREZFPLICKER*).” 25 

PRLECT] BUIPUT CA) >
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WRITET EAL UC’ DOICZIAPE®») )> NEWLINEC1)5 RUNUOUTS 

‘POR Esa STEER ee) "UNTIL" NDOT SZ * dos DUT SU BBG EN” 

NEWLINEC1)5 9PACE C2) 5 

EL Mees = 1) MOMMY oleae UN. A Dies | BR Gel Ny 

RANDOMCMEANs SIGMA, Ks GAUSS X05MIID)3 

"CUMMISNT © ook 2 kk ao a oR ko Kok kK KK OK a ok 2k RK a ok ok oo a ak ok 2K ok a oe ok OK ok 

RANDOM [5S A SUBROUTINE TO GENERATE A RANDOM NUMBER.-RE- 

PEATED CALE UF THIS PROCEDURE GENERATES A SEQUENCE. OF IN- 

DEPENDENT NUMBERS WHICH ARE GAUSSIAN DISTRIBUTED FUR K 

GT 10 OR UNIFORM CFLAT) DISTHIBUTED Fk K=1> 

MOD... US. THE LARGEST. INTEGER NUMBER USED IN THE SUB= 

: ROUTINE CSE ReWe HAMMING: NUMERICAL METHUDS 

FUR SCIENTISTS AND ENGINEER S22 x 2% ok RK OK EK 5 

STUCH:s =STUCH*CTUFF + GAUSS*TAUCR3 

S CUOMMENT © 2k 2 2k 2 2 2 2 2K 2 2 OK 2 i ok ok 2 og 2 2 ke oie a ak os ok of aks akc ok 2k ok ok as 

STOCH IS A’ MARKOVIAN. NUMBER WHICH IS PARTIALLY  DE- 

PENDENT ON PREVIOUS STOCH VALUES. IN ORDER 

Te CORRECTS: VARLANCH Er MUST eBh Mund LPL ikep 

BY THE CIUMPUTED FACTUK FPMAX «kK BARAK KOK ROR KOK KKK SG 

GAUSS: =STOCH*¥FMAK*VAR + AVERS 

PRINTCGAUSSs154)3 “EN Deo "END" 

TEND. BLOCKS "END FLICKERPROCs 

"BEGIN “TNTEGER’ NIOTsMNTsX0513. (REAL -TSECs TCNTsAVERS VARs 

‘BOOLEAN’ FLATS 

NTUT:=51203 RobhOe=leUeds. (MNT SS235 A) S=S65432% 

TONT: =0 +043 AVER: =0 203 VAR S=1 

COMMENT ORO oc kok doko deck ok a ak a ak kk ak 

THESE PARAMETERS CAN BE ADJUSTED TU SUIT PAKRTICULAR 

CASE 0 RRR AK RK KR RK ORK RK KR RR RR RR KK S 

FLI CKERCNTOTs TSECs 'FALSE’»sTCNTsAVERs VAR» MNT>s X0)53 

WHITE TREAT Ct Co wok) 9:5 NEWLINEC2) 5 RUNUUTS 

"COMMENT ) oR OR RRR A RK RK kk ak ok ok ok ok afc ok ok aks ak ok 
RANDOMNESS OF NUMBEKS IN A SEQUENCE CUULD BE CHECKED BY 

PERFORMING THE POKER TEST CKENDAL ETe ALe 1938) 0 ***4e** 5 

NEWLINEC1)5 

IRITETEXTC' C *COMPUTERZGENERATEDZMARKUVIANZNUMBERS ')')3 

"END® DATAINPUTINGS VSN Scat Chey 
**K 2K ‘ 

Ci
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"BEGIN' 

"COMMENT 92k CR ICR ORR ok dokook ok akokok 
THIS PROGRAM GENERATES A SEQUENCE UF NUMBERS WITH 

MARCOUVIAN PRUPERTIES UF A HIGHER URDER. OPOSDL TE “TOA tH 

~PROCEDUTE FLICKER WHICH IS ENTIRELY IN THE TIME DOMAINS 

THE SUBROUTINE PATTERN USED IN THIS PRUGRAM IS MADE IN 

THE FREQUENCY DUMAIN. PRUCEDURE PATTERN IS CCHAPTER 2) 

THEORETICALLY BASED ON “THE FACT THAT A WHITE NGLSE 

EXICTATIUN OF A SYSTEM RESULTS IN AN UUTPUT WHOSE 

PUWVER DENSITY SPECTRUM HAS IDENTIAL FREQUENCY DE- 

PENDENCE AS THE SQUARE UF ITS TRANSFER FUNCTION. THE 

DESIRED CURRELATIUN FUNCTIUN IS TRANSFORMED TO THE 

FREQUENCY DUMAIN AND CURRESPUONDING POWER DENSITY 

SPECTRUM IS UBTAINED. SHLS ONE PS: THEN DECUMPUSED . 

TO THE REAL AND IMAGINARY PART OF THE ASSUCIATED 

TRANSFER FUNCTION. (PRUCEDURE BODE) 

IT TS ALSO -PUSSTSLE. TOU-INPUT “THE “DESIRED POWER DENSITY 

SPECTRUMs UR THE REAL AND IMAGINARY PARTS OF THE MARKO- 

VIAN FILTER TRANSFER FUNCTIGN WHICH INFLUENCE IS TO BE 

SIMULATEDe 

A MARCUVIAN SEQUENCE UF THE ZERO'TH ORDER IS GENERATED 

AND TRANSFURMED TO THE FREQUENCY DOMAIN.e THE REAL AND 

THE IMAGINARY PARTS ARE THEN MULTIPLYED BY BOTH THE 

REAL AND IMAGINARY PARTS UF THE TRANSFER FUNCTION» AND 

THEN RETRANSFURMED TU THE TIME DUMAIN « 222228 22k 2K RoR OK OK ORK RRR KOK GS 

*PRUCEDURE' REAL@C As BsM) 3 

"VALUES M3 * INTEGER’ M3 "ARRAY" AsBs 

*BEGIN* -° INTEGER’ JsNs is=OtMs 

TRAN CAs Bs N»s ' TRUE® )3 

LEOR Js Nad STE Re UNTIL’: 0." DOY BEddt=-BeUTS 

FTNBCAs Bs NoMsN)5 ; 

{POR Je—Ne ee ele UN TG! 0: DUS Go BEGINS 

ACJI]2=0-5*ACJI5 BlJ]:=-0-5*BLJI3 ‘END’ 5 

REURDCAs Bs Ns MsNos" TRUE") 5 

"CUMMEN TT 8 ROR GIG IO I a a ak ok ok cok akc ak afc afc akc ok afc ak 
PRUCEDURE REAL2@ COMPUTES THE FINITE INVERS FOURIER TRANS- 

FURM OF 2@tM+1 DATA PUINTSe THE ARRAYS ACOSN] AND BCO:N] =» 

WHERE N=2@tmMs, INITIALLY CUNTAIN THE FOURIER COSINE AND SINE 

TERMS= RESPECTIVELY ss) NOTE THAT ACLOD US THE: MEAN ;VALUE -<AND 

BCOD=0 6 De eR KR OR RRR RR Roa 3 
PEN Dee RUGs 

"COMMENT | COO CG koa aR aK a a ok acai ak ake ok ak ak cake ic aici akc akc ake afe ake akc akc ok 
ALL INTEGERs REAL AND BOULEAN VARIABLES USED IN THIS PRU- 

GRAM SHOULD PROPERLY BE DECLAREDs, (SEE PROGRAMS SHORTBITS 

AND COHERENCE)- THE LISTING GIVEN HERE IS A SHORTENED VER- 

SION OF THE PRUGRAM GENERATEsIN URDER NOT TO REPEAT PRO- 

CEDURES USED IN UTHER PROGRAMS FUR THIS RESEARCH****** ** «+ 3
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*"PRUCEDURE® FINBCAs Bs NoMs XS)3 

co Noa Ms XS "INTEGER! NoMs KS; 

RRAY' oe. T BEGIN 

"INTEGER K0sK15X25K3s2 SPANs ds JJa Ko Kis KNoMMO MKS 

see RADsC15C25C35S$155285535CKsSKs Ss 

AU sA1ls425435305s515B25b33 

TINTEGERS ARRAY Y:CCO 3 M15 

SQ:=0-70710678%1193 S83 =U 0 36264 3432373 CA2H0 0923879532853 

CCMIJ:=KS; MMs=CM'/"2)*23 KN? =03 

CER be Wi CMa ae Shi Ge 1 ie MUN TT Le Osa Di) ® 

CERT S=CUAGLALSALSs HAD =6-2831853072/°0CCUI*KS)5 MK =M-535 

ins A333 =KNS AN3=KN + KS3 

; LF 2 iM = NE * Wee THEA *BEGIN*' 

K2@2:=sKkN3 K0O3:=CCOMM] + KB3 

Len he she es KOSSK0 3--4 5 

AQss=ACKAI3 BOs =BCxe273 

ACK2I:=ACKOI] - ADS ACKOIJS=ACAU] + ADS 

BEK2I:=BLKO) -— BUS BUAUI2=BCK0)-+- BOs 

VLRO oy Ke HEN Ot rh) Sse TEND? 3 

CLs S150 SA es Velo dele 05 Kt=MM-23 3=33 

CTR Lek WG Ra TEN te SOTO LA. ea Se!  eGOTY 6% 
BS st SEE CEO) in (JUee THEN 2 BEGIN* 
Jute = CEO ess=J = 415 
Sib Ged), -! LEY Jd THEN” = "BEGIN® 
JGOteUd a= CLdts dtd sb Ks=K +23 

“GUTTA. Gee") LEN! ' END *; 
JI3=C0 Ul te Js + = 35 

L4:.  SPANS=CCKIs 
tire  OOs NES 0° COLHEN..  adkG Le 
Co =JIUSSPANEEOADs= {Gl S=COUSCGD95. SSI 2 SSINGEE)s 

US s2 -Cat=6U1tow= Sito Sono. 0FOLES IS 
CBe=CEsOl = SPRSIs os Sos =COeSle + SP¥Cl “ENDS 
‘hie! KOs =KB+SPAN=1 -1SThr 2051): SUNTIG® KB Ye bDL" 
MBEGIN? Ks =K0. + SPAN; “het SkKi +7SPANs = KGS=Keee SeANS 
AUS=AUKU Is BOT SBURGGs Glh ) Silo = De eTHENY BEG LN. 
AEs =ALK Js Bl:=B0xK1)3 ABs S=ALKe3; Be3:=8BCKe)3 

AS SSRI KS 155." pet —BeK Sy TEND BE SR. SBE en? 
AlS=ALKIIFC) ¢~ Bend 14515 
Bis SACK) 1451. 4) BEKLI*C1; 
A2:=ACK2QI*C2 - BLKEI*Se23 
Bes sACK2I*S2 + BEKEI*C23 
ete - BLEK31*S33 
SSH=ALKGI*S3. +°BEKSI*ACS © ENDS 

nCROT PSA + A2 + Al + A335 
BCKOIJ3=80° + Bee + Ble +2835 
AERLIS=A0 +02: Al = A383; 
BUKI J3=80.-+ -B2e-) Bl. = 363 
ACK2@F2=A0).— AS -- Bl. +°BSs 
BCK217:=B0 - Be Al =)3A33 
ACK3]:=A0 - Ae Bl - B33 
BGEX313:=B0 -°B2°>- Al +-A83 ‘END '3 

‘IF?’ K > /0"THENS "BEGIN® Keak - 23 “GOTOt L4&:7END* 3 
XB:=K3 + SPANS 
VLR ds. ScRN GOP a eB RG LN * 
1 ey =" ) oVTRN Oe BEGIN Ki=os Ut =Mns 
PONTE! ao ober | Ute hs) Os 0 ks 
TP = ee THEN Se OBES LN 
CLle=CixeCK -£ SI*ESKS 9S13=SI*CK =" CO*SK SEND* 
Ve Sh Ue GLN Ol se CC la Sl) 8 OO, 
ST2SCCO. +. S10 *S0. UENDs > "GOTO" <bS 2. SND* > 

L6: ULE MoKN. <9 Nye PN YG Ti: Lo eV END © 2PRUCS 

+ 
+
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"PROCEDURES BUDECA,BsN)5 
WWOLUMT Now  INTEGRRIE NS ARRAY ©, As Bs 
LBEGING INTEGER Loalo Ks." REAL Ply Qs SUMS 
PLIt=4-¢0*ARCTANC1-0)253 SUM:=0-03 
"CUMMION T KRACK RR Ok kk kok ki kk ok 

PROCEDURE BUDE CUMPUTES PHASE UF A MINIMUM PHASE NETWORK 

WHEN MAGNITUDE IS KNOWN-MAGNITUDE IS SAMPLED FROM F=0 TO 

N IN EQUALLY SPACED FREQUENCY INTERVALSsWHERE DELTAF IS 

NURMALIZED TU 1+¢0+ AT THE OUTPUT OF THE PROCEDURE ARRAY 

ACO:NJ] CUNTAINS MAGNITUDE VALUES AND BCLO0:N] THE CORRESP- 

UNDING PHASE VALUES EXPRESSED IN RAFIANS-TO FIND THE REAL 

AND IMAGINARY PARTS PROCEDURE: RANDICSEE PROGRAM SYSTEM ) 

Lo NECE SoAaRY +s. IF DIGITAL“ lh IETBRING 1S NOT DONE WITH A 

MINIMUM PHASE NETWORK THIS PRUCEDURE MAY BE OMITTED. **3 

ACNI]:=BCN]:=BC0]:=0-05° PAPERTHROWS 

BSR ee eso LER ol BUNT De Neds bu ‘BEGIN* 

TER eel Tees. 06 0G 6). DREN SALT I $= 10s 01 G=6):5 

ACTIJ:=ABSCACII)5 ACTIJ:=LNCACII)/2-05 ‘END’ 

Ve Uiee see. STE Pel OeUNe Ne G UB EG LPNs 

Qsel*ie. .SUMS=SUM +CACLJ-AClII/O3. .“END' TLOOPRs 

Oe ee Ad - 

SRURS COwoee. Sh Peace! LUN lia N. DU" BEGGING 

SUM2=0-03 Kr=Jd-13 x 
'FOR’ I:=0 'STEP' 1: UNTIL’ K "DO" *BEGIN® 

=(IkI/J - J)3 SUM:=SUM + CACI]-ACU])/Q3 ‘"END'S 
t=Jt1s 1). 

'FUR' ItsK 'STEP' 1 ‘UNTIL' N ‘'DO' *BEGIN! 
Qt=CI#I/J - J)$  SUMS=SUM +#(ACIIJ-ACJI)/Q3 “‘END'S 
BCJ12=2.0*SUM/PI3 
NEWLINE€1)3 PRINTCACI],036)3 
PRINTCACUJ2036)3 PRINTCBCJ],026)3 “END' JLOOP3 
'END' PROCS 

'PRUCEDURE' PATTERN(AsBsCsDsM)3 
"'VALUE' M3 ‘INTEGER’ M3 ‘ARRAY AsBsCsD3 
'BEGIN'. *INTEGER' JsN3 "REAL" Ps Q3 
N?=2tM$ REALICAsB»M)3 
'FOR' J:=0 ‘STEP’ 1 ‘UNTIL' N 'DO' ‘BEGIN! 

=ACJI*CCU) - BCUI*DCJI3 
BLOJI]:=ACJUI*DEU) + BCUJ#CCJUI$ ACUI:=P3 'END'S 
REAL2(AsBsM)$ 

'CUMMENT 8 RIG CIC A ok kak ck 
FOR PROCEDURE PATTERN IT. 1S NECESSARY TO (SEE PROGRAMS 

CUHERENCE AND SHORTBITS) DECLARE REAL] AND REAL®2 PRO- 

CEDURES INCLUDING THEIR SUBROUTINES ¢ ®* #4 % & KK KKK RKO KK AK GS 

SPECTR: =REIGH:='"FALSE' 5 

NG?=KEAD3 M?:=READ3 K3=READS L?:=21M> 

LF oo KS eae NG VLHEN. ~SPECTR: =" TRUE «ss 

Se ee Ns=Ls5 

{Sk K>°BOe. NG 3? THEN *. REIGH > ="-PRUE © 

SELLE? INPUT CA )> WRETE TEXT CE GEGEN & )3%)i3 

"BEGIN? “ARRAY * ACOSNJsBCOINIJsClOSNJsDCOENI5 

TINTEGBR*: 2X05 TREAL“. GAUSS » ‘ 

TCUMMEN T GRR IG GK A GK a kk ak ack i ak ok ok ok ak ake ok 2k ok 
PRUCEDURE RANDUM (SEE PROGRAM FLICKER) MUST BE DECLAREDe 
BRIGG GOGO IC CCGG GG CR GG RR kak k 3
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TIP SPECK. THEN! 2. BEGIN’ 

CPE" or Sie UNG DEN. “BEG INe 

BCL-TIJ:=ACTIJ3=ClII3 ‘END’ 3 

REAL2CAsBsM)3 BUDECCsDsL)I3 RANDI(CsDsEsFsPI) 

reEAN 1) ge" ISLS Ree eb GaN! 

REALICCsDsM)3 BUDECCsDsL)3 RANDICCsDsEsFsPI) 

TENDS 

"CUMIN T 82 3 2 2 oo fe Fe fe 2 2 2 a OO 2 2 OO 2 of kK OK a eo ok ok ok 2K ok ok OK 

As GsCs»DsEsF ARE ARRAYS WHEKE CORKRELATIN FUNCTIONs POWER 

DENSITY SPECTRUM UR REAL AND IMAGINARY PARTS OF THE 

MARKOVIAN FILTER ARE STURED-eCARE SHOULD BE TAKEN THAT 

FINALLY SPECTR = TRUE AND THAT THE REAL AND IMAGINARY 

CUMPUNENTS OF THE. .CURRESPONDING FILTER ARE STURED IN 

ARRAYS A AND = De 22] 2 2 2K 2 28 2 RR OK 2 oe eo I RK RK KKK kK ok 3 

NEWLINEC1)3 RUNOUT 3 X0?=READ3 

ROR Selo Lee gel UN eLiee NG. DO! Ue BEGINS 
RUNUUT 3 

TPA SRO COT EE. ah Me big Le DO | BEGIN® 
RANDUMC0+0s1+0512,GAUSSsXK0)3 
ACJI:=GAUSS3 
RANDUMC0-051+05128,GAUSS5X0)5 

BCJJ:=GAUSS3 MEN D 23 
WLS RE GH TREN DBR GIN 
"FOR" Ole USTER! Alt UN law > ie DU. (Beate 
RANDOMC0+0s1+0512sGAUSSsX0)3 
ACJ]2:=SQRTCALJI*ACJ] + GAUSS*GAUSS)3 
RANDUMCO0+ 051-05 125GAUSS»xK0)3 
BCJIJs=SQRTCBCJIJ*BEJI] + GAUSS*GAUSS)3 
LEN D* PENDS 
"CUMMEN T 8 RACK OR ROCK A OR a OR AIO Ko oR a aK 

REDGH 15 A BOULBAN@ WHICH; TS-TRUE FUR AD. RAYLETGH’ DISTR: 
T BUT LOIN 0 2 2 RK OK KO 2 AE KO RO OR RK 2 oo a a oR IE 3 

PATTERNCAs Bs Cs» DsM)5 

1 COMMENT ACCROSS COGIC ISS ICC E IGE IIIA IO AGE 

DATA SHUULD BE STURED UN DISK OR MAGNETIC TAPE-IF DATA 
ARE NECESSARY UN A PAPER TAPE THEN PRUCEED AS FOOLOWS**3 

SELECT CUPROL GAs -RUNGUDs 

“BORT* JtSG othr 1  UNTIE® “i. * DE". -* BEGIN’ 

Nr=N+15 UTP SN SGT to NG ee ru N “oa BEGIN’ 

NEWLINEC1)3 N:=0 SEND 3 

PRINTCACJI]3034)3 PENDS 

‘rURS Sel On eee ee ON bitae Ge DD" Se BEGIN. 

Nt=N+135 Pde Ne Gat ONG weer ti i > BELO 

NEWLINEC1)3 Nz=0 TENDYS 

*CUMMENT’ NG IS THE NUMBER OF DATA TO BE PRINTED IN A RUWs 

SEND Ses 

"END' NGLOUPS *END* BLOCKs TEND? CPRGRMS



P(f) 

0.0 

~50.0 db: 

          

db 

        

  

8 ke/s 

A sample of desired power density spectrum used in 

the computer program GENERATE 

Autocovariance function obtained from a sequence of numbers 

generated by. digital computer , using program GFNERATE and 

the above sample of the desired power density spectrum. 
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 + 

N
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Programs PROBAB&PROBABPLOT 

The noise is an actual communication system which takes many forms 

but most of the theoretical work done has been based on the assumption 

that the noise is the very common dad Sel stinet> tractable Gaussian 

noise. The values taken on can be described by single-variable, 

bi-variable or multivariable distributions, each describing the values 

which may be taken on at several instants of time, and each distribution 

is Gaussian. 

The special importance of the Gaussian distribution is that it is 

the form said to be taken when the distribution is the result of the 

addition of effects due to many independent randomly varying phenomena, 

each of which may not itself be Gaussian. The variance and the mean 

values of each process is regarded as being small compared with the 

total effect which is being studied. 

Since electrical effects often result from the superposition of 

the effects of many discrete events, e.g. the passage of electrons in a 

circuit, the Gaussian (normal) distribution has very often been 

observed. 

A Gaussian distribution due to a single effect is characterised 

completely by two parameters, the first moment or its mean value 

x(t) = | x. p(x) dx 

and the second moment or variance 

x 
o2 = | (x - x(t))2p(x). dx 

where p(x) is the srobubiticy that x will be observed within an 

interval between x and x + dx. 

The square root of the variance of x is called the standard 

deviation of x, and is indicated by OL. 

The probability density function p(x) for the single variable
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can be written 

~ 1 ~- 

p(x x, 0) = ——— exp {-(x - x)?/207} 
x Ove Venn : 

For a random process it is. often useful to know the higher, g oh 

moment about the mean, or the th central moment, since p(x x o,) 

for the normal distribution is symmetrical about the mean value, the 

central moments for k odd are all zero. By repeated integration by 

parts the central moments when k is even are given by 

k 
(x - x) 

v2n o 

/ 
M. {(x -x)} = . exp {-(x - ar 20} dx 

we Pse  = Ayo" 

The left hand side of this equation is a syabolical expression 

representing the c central moment, and can in principle, for a 

Gaussian distribution, as shown by this expression be related to the 

second moment. 

The first and second moments can be related to readily uitdecaroed 

physical properties of the process. For example, in an electrical 

process, the first is a measure of the mean current due to the flow 

of electrons, while the second is proportional to the power dissipated 

in a circuit by a noise voltage or fluctuating current, regardless of 

the type of distribution, i.e. whether or not it be symmetrical or 

Gaussian. Although, for the Gaussian distribution the higher moments 

can be calculated in terms of the second moment, in general the higher 

moments than the second have no readily expressible physical meaning 

similar to those of the first and second moments. 

In general, the first and second moments are not sufficient for 

a complete statistical description of a random process it it is not 

Gaussian, but they are useful and the most readily available or 

measurable data for describing a random process.
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PRUGRAMS PHUBAB AND PRUBABPLUT 

“BEGIN? 

UCUMDM Tie oe a 2 i og og oi i oo oi oe ko ok i Ka ok ck ee OK OK OK 

THESE PRUGRAMS ARE MADE IN OGRDER TU FIND UUT THE 

PRUBABILITY DENSITY FUNCTIUNS UF A RANDUM SEQUENCE OF 

NUMBERS e THE PROGRAM CUNTAINS A SUBROUTINE NORMAL 

WHICH FINDS THE MEAN VALUE AND THE STANDARD DEVIATIUNe 

N REAL DATA PUINTS ARE STURED IN AN ARRAY XC1:N)- 

PRUCEDUHE NURMAL CUMPUTES THE STANDARD DEVIATIUN AND 

THE AVERAGE* VALUE UF THE SEQUENCE OF oN. NUMBERS+ “THE 

SEQUENCE IS NURMALISED BY DEDUCTING THE AVERAGE VALUE 

AND THEN DIVIDING ALL THE-NUMBERS IN THE SEQUENCE BY 

THE STANDARD DEULAT LUN 2 5 26 2 2K KR OR KK AK 5 

“INTBGER leds dda Ks ibs Ms Ns Hs, BOXIs, “BOX2s BOX3> BOX4s: BUXSs 

NPSECs : 

“REAL Rs Us APREVG APRIMs  XSECs,ALPHA> BETAs DEL TAs 2a5 

"REAL® ‘PRUCEDURE’ NORMALCFsN» GUT) 3 

*VALUE' N35 ‘INTEGER’ Ns ‘ARRAY’ F3 

YBUULBAN Se - OUTS 

* BEGIN® "HEALS AVERs SUMs SIGMA$ ‘INTEGER’ I,sJsKsM3 

AVER&S=0-03 SUM?=0-03 

JP UR wie aioe Sle Piel UN ONS? DUY. UBBGIN:® 
AVERS=AVER + FCII3 , ENDS 

AVER’ =AVER/NS NEWLINEC1)5 

PH. ete ore UN be NG eas UBB Gin © 
FCLJ:=FC1]-AVERS 
SUM?t=SUM + FCIIt23 "END'S 

SUM: =SQRTCSUM) 5 

SIGMA:=SUM/SORTCN)s NEWLINEC 1)5 

eR ls el ee Eee 2 MOUNT Tl saa, Oe 

FCITJ:=FCII/SIGMAS 

Lo OUT nb Ns 

"BEGIN’ 

Js=K2=03 

SELECT. OUTPUT C4 25 

WRITETEXTC' C°ENDZOFZNORMALIZEDZDATA')'*)3 

RUNOUT 3 

SVU td s=1 Stet. SUNT IL oN os 

‘BEGIN’ 

Js=J + 13 

bend peed eT HEN '"BEGIN’ 

Ji=U3 WeeaKiet ls 

NEWLINE C1) ‘END 3 

Pik Date eee ee Ate irs, Nice eas, Gall 

NEWLINE C1)5 RUNUUTs K3=0 

SEND. : 

PRINT CPR ELI ts 395 

VEN es 

PRINTCSIGMAs 026)3 NEWLINEC1)3 
PRINTCAVERs 02693 NEWLINE C193 
"END'S 

WRITETEXTC' Ct eee ODDS NEWLINEC2)3 
WRITETEXTC’ C°NORMALIZEDZDATA' )* 25 

RUNUUT 3 ‘END? PROC?
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"CUMMING AIO CIC GI CI sok ae 

N IS THE NUMBER UF DATA PUINTS IN THE SEQUENCE TO BE 
ANALYSED. 
Mm DEFINES THE NUMBER UF STATES FOR COMPUTING 
DISTRIBUTIUN. 
L IS THE NUMBER OF STEPS FUR TRANSITION PRUBABILITY 
CUMPUTATIUN. 
« IS THE INTEGER NUMBER WHICH DEFINES THE INITIAL 
STATE UF THE RANDUM VARIABLES FUR WHICH TRANSITION 
PRUBABILITIES ARE CUMPUTED. 
AT THE-END-UF THE PRUGRAM’PHUBAB ARRAY PRDENS €-HsH] 
CUNTAINS NUMERICAL VALUES UF THE DISCRETE FIRST 
PROBABIEITY DENSITY DISTRIBUTION. AR Ok RK kok ko kok kk 3 

SBEG TM a2 ’ i eee 
Ne=READ$ M?=READS Lt=READ3 H2=M'/'23 K:=READ3 
AGAIN: 

Z2Z:=0-03 
'BEGIN' 

"REAL' "ARHAY' XC1tNJs PRDNSC-H:HJ, TUTPRC-H:H]» TRPRC-H:H»-H3H1> 
YC-H:HJ» ANGLEC-36:36], MARCOCLItLs-H:H], VELPRC-H:HJ, ACCPRC-H:H]3 
"INTEGER' "ARRAY' MEMC13L]3 

"BEGIN" 

“URC sil STEP! 1 ONT DU! eae REGIN® 
Ueto eee tS TP tee Poe NET LL. he se Be Gt NS 
MARCUCIsJ]:=0-03 

"ENDS END SS 
UPR bs CH Srp el UORNT Tee oH te. Be GUNN 
PRDNSCIJ:=0-05 TOTPRCII:=0-035— 
VELPRCL}2:=0-05 ACCPRCII]:=0-03 

SPOR See Ce STEP t.) UNTILL: Ht pee BEATIN" 
TRERUIs J] c= 0:0 Os i eres ee pope aks: 
"END" Se a END "3 

"CUMMEIN T 82k 2 28 26 oe oe 2 2g 2 oo RC 2K OK 2 Ko 2K ig ok 2 2S RK 2g oC eK 2 ic 2K ok ok ok 

ARRAY. TOLPR. UshsH) | CUNTAINS Mi. NUMBERS “OF. 

COMULATIVE PRUBABILITY>s: teks IN THE "oTOTPR EPR THe. 

CUMULATIVE PROBABIL TY RUN -Heto Tats STUREDS ARRAY 

TRPR C-H:H,»-H:H] CONTAINS NUMERICAL VALUES OF THE 

Se DISCRETE~SECUND:=PRUBABILITY DENSITY DISTRIBUTION. =. 

ARRAY MARCU. C1%Ls-H?:HJ. CONTAINS FRANSITIUN PROBABIL=- 

TTS FROM. THE INTTIAL OK ]=TH STALE UR. LESTER S «4+ ees 

prior LN Eas, % 

sWRE TETRA C* C£DUCAETAPE? ).%.)'3 

NEWLINEC1)3. - RUNUUTS 

LAB? 

‘SUR’: Jte1. "STEP* 4° 4UNTIL® N-.' DO 
"BEGIN! X€J7?=READ3 
"END' 3 
NURMALCX»sN»o"FALSE")3 

P2=H/3-05 

ORS shee { OCSTERS 1 PONTE Ne Doe BEGIN: 

RELI: =PexXO lI: + 0-53 SEND 3
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‘ 

TUTPROJ):=TOTPRCJ-1] CP RDNSE J ds 
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RPREV SSAC OTe XC ao Ts 
APIS SoC Pie ye eT re Dts 

*RUR*) Tes CS STEP* 1 *ONTIL® N 'DG* “BEGIN! 
BUX 1: =ENTIERCXCI-11)93 BUX@t=ENTIERCXC1I)3 
XPRibMte= MLE Rp 33 
XSEC3=XPRIM - XPREV3 
XPHEV!=XPRIMS3 

BUX42 SENTIERC 20+ 0*XSEC.-+ 0-593- 
- BUX3?3=ENTIERC20¢0*XPRIM + 0.593 

IF" ABSCBUX1) > H *THEN' 
*BEGIN® pare. BOR] ® 0° THEN BOX12= 

"ELSE* BUX13=-H *END’3 
TAR S: @ABSCBUXS)"S2H THEN’ 
‘BEGIN’ TAP *®> .-BOX8:.> 0 °° THEN’ BOX2s sH.- 

‘ELSE’. BOX2?=<H "*END'3 
*IF* ABSCBOX3) > H = *THEN® 
‘BEGINE he ee Oy Se THENY. “BOX33 si 

*ELSE* BUX3%=-H "END'S 
"18%. 4BS( BOX4) ">: A" THEN 
*BEGIN' ‘IF* . BOX4 > 0 “THEN . BOX4:=H 

"ELSE BOX4:=-H *END'3 
PRDNSCBUX1I2=PRDNSCBUX1] + 13 
THPRE BUX 1s BUX2IT2=TRPROBUX1,BOX2] + 13 
VELPREBUX3I2=VELPRCBUX3] + 13 
ACCPRCBUX4] :=ACCPRIBUX4] + 13 
MEMC1IS=ENTIERCXCI-L+11)3 
ape MEMOS oe Keo tae .BEGIN® MARCOC1,K1]:=MARCOC1sK) + 13 
FOR” 0Jt=2. "STEP* fT *UNTIL’ L *po' ‘BEGIN® 
MEMCJJJS=ENTIERCXCI-L + JJ})3 

"IF* ABSCMEMECJJ]) > H *THEN?* 5 ; : a 
‘BEGIN’ €IF* MEMEJJ] > 0 “THEN’ MEME Ju) 2=H 

: ELSE’ «MEMEO Ts == "END' 3 

MARCUL JJs (MEMCJJ]) *=MARCOEJJs (MEMCJJ])I + 13 
-END*..) END 

*"END* 3 at ca ca Hapee bere See agrees ec eee eee 
ZLI=ZZ + 1203 

NEWLINEC1)3 ° SPACE(2)3 
eh LR oP ACH ht ST pe ot “UNTIL: HH pos PRDNSCII2=PRDNSCII/(N-L41)3 
*END® 
*BEGIN® 

*BEGIN® 

TUTPRC-HJ):=PRDNSE eel aes 

POR’ J? 0SH4+£) ¢ step oy veger i+ H-'DU" "BEGIN 
"END'$ "END'3 

T CUMIN TGC BESO E SIGIR CISC RII AC AE Ie i dese eaeaeae 
SUME FURTHER INFURMATION UN THE ‘DISTRIBUTIUN Ur 4A 
KANDUM VARIABLE IS UBTAINED FROM THE THIRD AND THE 
FUURTH MUMENTS. LB PCX) 5 SYMMETRICAL ABOUT ITS. MEAN 
VALUE ALL CENTRAL MUMENTS UF UDD URDER MUST VANISH. 
THES TS TRUE eR AN LDR AT GAUSSIAN DISTRIBUTIUN Bur NET NECESSARILY FOR AN ACTUAL AND ARBITRARY ONE, CCH s 32-6 

THE ASSYMETRY MAY BE CUMPARED BY. THE USE OF THE THERD 
CENTRAL MUMENT M3. TU MAKE IT NORMALISED IT SHUULD BE DEVIDED .BY SIGMA MUP TP ialeD BY 36 who. oLGMAR LS AL ewADY MADE VTO Bie) 3.0 CPRUCEDURE NURMAL) THE SKEW CUEFFICIENT CURRESPUNDS NUMERICALLY TU THE THIRD CENTRAL MOMENT 0 2k K 5
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NEWLINE(1)3  SPACEC2)3 
RUNUUTS 
PHINT(ZZ24,0)3 
XPRIM?=XSEC#=0-03 Pt=1.0/P3 te 
URL 1t=-H- STEPS 1" UNTIL sho DO“ SBEGIN® 
BETA?=1*P3  ALPHA?=BETA*BETA*BETAS 
BETA’ =ALPHA*BETA3 
XPRIM?=XPRIM + PRDNSCIIJ*ALPHAS 
XSEC?SXSEC + PRDNSCIJ*BETAS ‘END'S 

*CUMMENT! FRR ROKK OR OK KK KK KK kK kok 
THE FOURTH CENTRAL MOMENT OF THE GAUSSIAN DISTRIBUTION | 
LS cE QUAL. TUsS TIMES STIGMA **4a. . 
THE NUNDIMENSIUNAL QUANTITY MA/SIGMAT4 15 FUR A GAUSSIAN 
DESTRI BOTT UN@ BR GUAL B24. THEREFURE BY INTRUDUCING THE 
CULFFICIENT UF EXCESS WHERE EXCESS = 3 - M4/SIGMA KK 
WHICH FUR A GAUSSIAN DISTRIBUTIUN IS UBVIOUSLY ZEROs» 
-BUT FUR. UTHER DISTRIBUTIUNS HAVING THE SAME VARIANCES --- rears aerate 
AS GAUSSIAN WILL INDICATE WHETHER THE DISTRIBUTION HAS 
A FLATTER CEXCESS < 0) UR SHARPER CEXCESS > 0) PEAK 
THAN THE GAUSSIAN CBECKMAN 1960) FRR RR RK ROK OK KKK RK KKK kK 

WRITETEXTC? C' SKEWZCOEFFICIENT')* 3 

PRINT CXPRIMs 0'3.63) 3 

WRITETEXT.GUCUREXCESSZCUBRRFICIENT*)' 33 

ide ele ls PRINTCKSECs 056) 3 

APRIMS=XSEC2=0-05 

NEWLINEC1)5 

WRITE TEATC’ C” FLICKERZAMPLIFIERZNOISE' bee). 5 
SaLEC T.« SUlRUT C23 

WAITER TCS DUCZEFAPE )° 3 5 

pies -—--- NEWLINE Cb scr et 

RUNUUT>; 

NEWLINEC1)3 SPACE(C2)3 

‘FUR® bah CS er te UNTIE A 4 DOf°* BEGIN? 

Ks=CENTIERCI/3)9*33 P:=K3 Q:s=I15 
Cis Pe OTH NEWLINE C1)3 SPACE(C2)3 
PRINTCTUTPREII,056)3 
‘END 55 

NEWLINEC1)3 SPACEC2)3 

UPR ot ee OCs): STEP od INTI LS oe DO! AREGIN' 

Kit=CENTIERCI/3))*33 P&s=K5 Q:=13 

TR Pee PAE NEWLINE Cle) s SPACE(C2)3 

PRINTCPRDNSCIJ5056)3 

"END" 3 ; 
“EOR” o= GSH) otip het UND lie sH DU! < BEGIN’ 

ZZ43=0-035 

NEWLINEC1)3 ‘ 

TRURS Js CH Steps: 1. “UNTIL .° DO* -" BEGIN’ 

a Neg) 0: * THEN VaeN RWG NE C4 505° SPACE CT). > 

PRINTCZRPROIsJ15,330)3 

SOG te TRER Gods 

PEND 5



NEWLINEC1)3 SpACECe); 
PRINTCZZ5450)3 

"END'3 
"FOR' Iss 

ZZt=0003 
NEWLINEC1)3 
"FOR" Jt= (=H) "STEP" 1 ‘YNTIL' 
"IF* J = 0 ‘THEN’ NEWLINEC1)3 
PRINTCMAHCULTs J]52s0)3. 

Z22Z2:=ZZ + MARCULIeJ]: 
"END'S 

NEWLINEC1)3 SPACE(2)3 

PRIN TC aay 0) ¢ 

"END'S 
ZZ3=0-03 

"FOR®-D3=° (=H) "SREP 1 Stn T Rha 
‘1 ee AGO TANS NEWLINEC1)3 
PRINTCVELPRCII,2,0)3 

LL2=LG° + VislsPRiT | > 
“EALD:* 3 

NEWLINEC1)3 SPACE(2)3 
PRINT CZvs 2is:0 des 

ZGGs=0803 

NEWLINEC1)3 
‘WORT 125 SH) 4 STRP* ¥ “UNTIL 
Wat Pah Bey. TRY NEWLINE C1) 5 
PRINT CACCPRE13523,0)3 ; 

Z223=ZZ + ACCPRCII3 
SPIN D4 5 

. NEWLINEC1)3 SPACEC2)3 . 
PRINTCZZs450)3 

- NEWLINEC2)3 
RUNUUTS 

PSTEP’ OE SUNTIL' 19 pos 

H 
Ue 

*BEGIN' 

"BEGIN! 

SPACEC1)3 

H SEL 
~BEGIN®= 

SPACE(1)3 

H pt)? 
‘BEGIN! 

SPACEC 1235 

~cinte tere ee OVD. BLOCKS.» SEND ARRAYS cs) 

VBEGIN: 

"INTEGER® 

H:SREADS 
N2=C2*H + 1)3 

PRINTCLs056)3 

I,J, LsaitsNsHs K3 

$=READs; ==READs; 

DN? =2-0*H/%.05 

PRINTCDP>s 056)3 

M 

"CUMMENT* 
PROGRAM PROBABPLUT 

BY PRUBAB-THE GUTPUT 
TAPE FUR 
TAPES BUT FILING IS ALSO PUSSIBLE 
SEPARATED FROM THE 
STURAGE CAPACETY. UF 
APPLYING THE UVERLAY 

MERGED 

THE 

TECHNIQUE 

CUMPUTER 

Fs 
BE 

PRINT CHs 036) 3 PRINTCN, Us6)5 

‘ 

j 

| 

DP!=4.0/L3 
PRINT 

FAR ACI ACK CC AG KK ok 

PLUTS THE PRUBABILITY 
TAPE FRUM PRUBAB 1S ‘THE 

PRUBABPLUT.e PRUGRAMS ARE WRITTEN FOR PAPER 
UN M 

WHEN 

HE SE 

'END’ READS  ‘END' 

-"REAL® Ps QsZZsDP»sDQ> DN3 

DOs =>. s75- 
(DQs056)3 

FIC IK KK Kk 
CUMPUTED 

INPUT 

AGeTAPE-IT IS 
PRUBAB IN GRDER NUT TU EXHAUST THE 

PRUBAB IS USED. o 

TWU PRUGRAMS COULD 
FEISS ICICI OGG OOO GUTOR ICIS 

PRINTCDN>s 056)3 
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“PROGRAMS
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‘BEGIN 

"ARRAY® XC€-HtHI]s YC-HsH}s YYC-H:Hs1lsNJ}s YXC“H:H13 

*"PRUCEDURE® STARP(MsZsFACTOR) 3 
"VALUE" Z3 ‘“ARRAY' 23 ‘"INTEGER' Ms FACTORS 

-  BEGTR “INTEGER? (1s. Je MTs Ks Ki=e1Fee'm): + 43 

"CUMM EIN Te aR RRA ROR ROR RIOR dO rok Rok ak ok oi ok kok ok ok 

STARP IS A SIMPLE PRUCEDURE FUR PLUTTING PRUBABILITIES(CI. 

Ee PRUBABILITY DENSITY) STORED IN A DUMMY ARRAY Ze. @*M > THE 

MAXIMUM NUMBER UF DISCRETE VALUES UF CURRESPUNDING FUNC 

TIUN TS VIRTUALLY (SLIMMER D BY THE SIZE “UR THE: COMPUTER 

-STUREs BUT FUR PRACTICAL REASONS SHOULD BE LESS OR EQUAL 

Ty 10 0 0 FRR aR RR I RR RR OR OR RK aR OK ok Rok kK ok ok A KKK 5 

"FOR® Is= -M-*STEP* -1 “UNTIL: M-"DO*.--* BEGIN 
NEWLINECK)$ PRINTCZC1]5154)3 ZC1I:=FACTOR*ZCII3 
MeN Tran Zl 398 =" SPACH Gi-O) 
PEP MT Ge a 200 -* THEN* “MT re To0s 
‘eR Ciel STEP 1°“ UNTIL. MT°' pie 
PRINTCH(26)5 "END" 3 “END® PROC3 

"COMMENT ) COO IOI GI a ak ok a a a ak 2k 

PROBAB OUTPUT TAPE IS THE INPUT TAPE FUR PROBABPLOT.: **3 

SELECT INPUTC3)3 
.'PUR' It= -H "STEP" f *uNTIL' H ‘pO* ‘REGIN' QS=YCLI:=READS Ps=XC1J:=I1/DN$ YCIJ:=YCII*5-03 eer Van MeOCYeL I) *GT* Sef "THEN YETI +=5 eas 
"END'S PAPERTHRUW3 > 

WRITETEXTC' C* CUMULATIVEZPRUBABILITY')* 23. STARPCHs YsM)3 

‘BEGIN' OPENPLOT$ p:=-19-93 Q:=8.0 ° 
? - 

“CUMMEN T 8 OO OCG IO ik 
FUR ALL USED GHAPH PLUTTER PRUCEDURES SEE THE CURRESPONDING ICL 1900 CUMPUTER SERIES . MANUAL+«ALL LENGHTS AND COURDINATES ARE SPECIFIED IN INCHES + [sO ICR EGR RK KS 

FE 2 OR oe 2g 2 OK oe ok ok 2K OK ok ok ok 

HGPLOTCPs95054)3 HGPLINE CXsYoNot1)3 
PRURS. Pte o-H 'STER* 1 *UNTIL® H* po’ ‘BEGIN! 
YCUJ2=READS  Ps=XCIJ:=1/7DN3 YCIJ:=e%M*eYCII$ 
Tae PABSCYELI). § GT? 5.9. °.THEN! YCI3:=5-03 Q:=YCII$



HGPDASHLNCP»s 0-05P3050-0)3 "END *3 

HGPLINE (€XsYsNs+123. PAPERTHRUOWS STARPCHsYsM)5.. 
SERARR GX oot otc NURMALIZEDZVARIARLEZX" ae des Er: 
ST RARRCYYot ts iC * TOTARZPROBABILT TY:!) 1) 3 
HGPAAT SVC) «03-0602 Y¥5o.1 755605906 Dols Ox 00ls065532)5 
HGPAXISV C= 400s Ds. 05s. 0158605 -0's Oe 5054 «0s Pets Ds 
HOPRECTC-AsQ3 00556 ols Gels 060s 305 
HGPDASHLN(-60¢0s-1055-Sefso-1055000)3 
HGPDASHLN(4¢05-10555e02-12550-0)3 

HOPLUD CO. 05 020 58> 005." ps =0 . 05 Q3=6253 “HGPLUTCPs 5.03495 : 
Shure := Mp Ler ok. “UNTIL ON DO} BEGIN’ 

Teli. Lah ota: bv eOUNT IL Wo! DOI REG TN? 
s=XACIIJ3=I/DN5 YYCIsJIJ:=READS "END! 5 

243 =READ3 fae? cee La Lee THEN 2A ee ¢ 
“FOR! <2 ee> “Ho! STEP tok PM UNTIEG CR DO" * ARG The 
¥Y¥C THOS SSCY ICI 6 hI/ZZ S603 : 
“Lis TICs UI * GOS". Sel * THEN (YYCTsJi2=S «fi 
¥YACTAUsSYYCIs JI3 "END' 5 
HGPLINECXsYXsNo+1)3 "END's Mayas Sct ak Minne ea eee 

HGPRECT( -4y Ox- 00556 Oy» S-e Os Get, 33 Tone tiene . petal 

HGPRECTC-7+¢05-1-5517+0512005 Oe 053)5 

STRARRCX>s 215 °¢ *NORMALIZEDZVARIABLEZX* Dl) § . 
HGPAXTSUC~ 4602 0+05Xs2128+050602-5+0s 1002 008s2)3 

HGPLUOTC0-050-05350): P3=14.03 Q2:=-8.53 
HGPLOTCPs Qs 05'4)3 ‘ 
“FOR f= fuS Pep ied SUNT Tie Ni *DO* *BEGIN" 
Ks= = WON Ril) ets 
"FuR? So ie ee ede UUNETT Late SH emt ‘BEGIN? 
s=ACT I 2=2P7DN3 TAL 1S SV Leaks ‘END! $ 

HGPLINE (Xs¥¥5 No t1)s SEND * 3 
HGPRECT(C-4¢05-0+6536+058+0500053)3 
STRARRCX>s 215.* ¢ *NURMALIZEDZVARIABLEZX?* Jefe). 3 
STRARRCYs235:°C'* SECZPRUBABILITYZDENSITY")* 3 
HGPAKISUC~40050+05Xs 2153-05 0005-5005 100500852) 
HGPAXTSVC0+ 020605 Ys 232540590605 0+050+1s00592)3 
HGPHECT (C746 05-02556005800500053)3 
HGPDASHLY (-6+ 09-1655-5+05-1059000)3 
HGPDASHLN(C4¢05-12555e05-1059000)3 

HGPLUTC0+050+¢053,0)3 Pr=2.93 OQ3=6603 
HGPLUTC Ps Qs 65 4)3 
STRARRCXs 212" C*NORMALIZEDZVARIABLEZX')')3 HGPAXITSVC=2+05000sXs21s4005 0005-5009 100s00492)3 STRARRCYs 235°C" SECZPRUBABZDENSITY')')3 
HGPAKISUC0+ 0s 060s Ys.23s 260590005 000500255 02591)3 "FOR Jt=) "STEP" 1 ‘UNTIL"' L ‘pu’ ‘BEGIN® 
‘POR' Iss cH SSTEP' 1 “UNTIL® H po *BEGIN® YCIJ3:=READ$ ‘END'$ ZZ:=READ3 
e+ Zee Le) THEN 221244 
eu kes =H SPREE oC UDG? "BEGIN® ACIIJ2=1702.0*DNI$— YUM P=SCyCli7z2.*ec03---- Se ee OAF*: ABSCYL £1) SGT On .tHen YCII8=2e05 “ENDS
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T
 

ee Cea Oe eee Se ad ee cera ee Bao 

et? J NES 14 THEN* HGPLINECXsYsNo 41) eaL SE * HGP oh O+0s 1-052 0» 0-0)3 LG PIC MecDistt)s: 09:33) d:5 s=-DP3 Q:=DQs HGPLUTCP 2QO50524)5 
SEND *3 

"CUMMENT 9 koko kK KKK FO SEE BSI OOS HEE ICCD 2K ROK 6 OK Ok ok THE NEXT. SECTION CDUWN TU CLUSEPLUT) SHUULD -BE OMMITED WHEN VEC Ly, AND ACCELERATIUN PRUBABILITIES ARE NOT OQUTPUTED FROM THE PRUGRAM PRUBARB. WHEN UVERLAY TECHNIQUE IS USED THESE DATA ARE STURED IN  VELPRC-H:H] AND ACCPRC-H:H]. FRAO FR AK ROR KK KK kok 5 

HGPLOT (CO +050-05330)3 P:=2.Q3 Q:=0-03 
HGPLOT (P505054)3 

HGPREC DCrzi wi 3 0ie 5 3600 5 Gc +000 3:3). 3 
HORNE OT Gm 7 oils ve 5 ol Teall 5 1 os Grell 5G.) $ 

HGPLOUT.CO.050%053500s Ps=0.03 Q:=6-53 
HGPEOT ¢CP.s03035 4) 3 

She 2 FES PU OSTA b CUNT IL PDO! BEG Te 
YCLDIS=READs SEND * 3 ZZ:2=READ $ 
VE URS oo Heo Lh lee tiN Tri? He Soy: eB PE GaN ® 
Base CY bie es 60s : 

+ Ute ABSTY ELD 9G6T." S50! THEN? VLTI 325603 
Os=Y ALT) 3 =Ybta Ps=XCIJ:=1I/DN5 
HGPDASHLN(P 50 «05P5Q50 -0)3 UE NDA 3 
HGPLINE ‘€XsYsNs5+1)3 
HGPRECT Czas 05-0 «5560.5 Gell sD 60 33)3 
HGPREGTC=7 035 =1 455854540050 31 53) 3 
STRARR CX3195' C'NORMALIZEDZVELOCITY')")3 
STRARR CYs235'" C'VELUCITYZPROBABZDENSITY')")3 
HGPAXISV 6-460 50 603X%5195 80050 00 2-Se0ol e050 -B52)3 
HGPAXISV CO +050 60522355 60590 0050 e050 0150 2552)3 
PAPERTHRO)Ws STARP CH» YXsM)3 

HGPLUT (CO -050-05330)3 Eis Q:=0-03 
HGPLOT (P305054)$ : ‘ 
‘POR’ Tee © P SLEP”° OOINTIL HDR "BEGIN! 

VELA sSeREADS “END 223 ZZ:=READ S$ 

he Gg ee eb | ST HENS oe eas 

AD UR ea re STEP ea CONTE Le Dive BEG ENE 

VET = CY CLI 272) #530 5 P3:=XCI]:=I/DN3 
pare POSCYEL Sy. ar O80 THENT VCCI I tsS60's 
~HGPDASHLNCP 30 -05P5Q50 -0)3 ‘END "3 
HGPLINE C¢€XsYsN2+1)3 

HGPRECT €=4.-05-0 +556 -058+050 +053) 

AGRRECT G7 «Os =die5 > 8s 4512. Dist) > 3s 

STRARR €Xs232' C'NOIRMALIZEDZACCELERATION')')3 

STRARRCYs235' C'ACCELRTNZPROBABZDENSITY')")3 

HGPAXISV (0-420 50205X523 58-050 055-051 +050 +852)3 
HGPAAITSV CO: s05.0 0s Ys2005 5.005 9020 > Ose 0's 0104 20s Dae s 

GLESEP Leis 

PAPERTHROW 3 STARP CHs YXoM)5 SEND 93 

“BENDS TENDS: BLOCKS NEND? .PRGRM3 
2K KK
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Program SHORTBITS 

Digital Computation of the Normalised Autocovariance Function. 
  

Analogue methods of evaluation of correlation functions are 

inherently very slow and tedious. The averaging process must be carried 

out for all delays of interest, which usually requires an appreciable 

time. 

Even for systems in which the statistical properties do not change 

quickly, i.e. they are quasi stationary processes, this could lead to 

serious errors. 

In general, assuming that the fast digital computer is available, 

the easiest and fastest way to get the autocovariance function reliably 

is to use a sampling technique and numerical methods of analysis. 

Sampling should be done in accordance with the Shannon sampling 

theorem, i.e. at the Nyquist frequency rate. 

Sampling and averaging a finite number, say N, of the sample products 
N 

oO Gu Aer E X(Tedt) .XCIAt - mat) 
xx We 1 

This should be computed for as many values of t, i.e. form=1, 2, 3, 

«eeee M, as we need, bearing in mind that the maximum delay pS M.At 

cannot be longer than about 5% of the record duration, which is equal to 

NSAC# = oN AT =o mT 

so that M.At se (Ndr) or, M < N/20 

HA
 

In using the autocovariance function it is assumed that the mean 

value of the function is zero (or the mean value has been subtracted). 

For the normalised autocovariance function or correlation function, 

the value of the variance must be found using 

N 2 1 ietnen 2 
of = = SCRE SX) 

N l=1 I (N) 

where 

1 N 

oe ~r XX, = the average value over N 
ik observations being utilised.
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The normalised autocovariance function can then be expressed as 

  

N pn hs 
bo 9h) y 2 x(J) x(K) - wee x (J) 

wes 2 J=1 J=1 
x N N 2 

Soy ot eyes) 
L=1l J=1 

where At. = -TAt: -— t(1,K). = IAt — MAt 

Since generally, at least for the case of computation, At = At, i.e. 

the sampling interval and the unit of the delay variable are taken to be 

the same, we may write 

Kim ee M 

Instead of normalising the autocovariance function it is more 

convenient to normalise the recorded time function by subtracting the mean 

value and dividing each sampled value by the precomputed standard 

deviation, i.e. by the r.m.s. value. Thus 

; 

N 
MAT) OE EAT) EER) a 2 RT) ECE 

I : 

where €(1I) represent the sampled value of the normalised sample function 

of the random variable. 

Changing the values of M from O <M< 7 the autocovariance 

function is obtained. (See Appendix : Computer programme for auto- 

correlation function estimation). 

The Fourier transform of any truncated and sampled time function, i.e. 

observed over a finite time integral results in discrete spectrum lines, 

which makes it equivalent to a Fourier series strictly mathematically 

defined only for periodic function. 

That means that a truncated function has a spectrum defined only in 

the same time interval as the truncated time function. The highest 

component in the spectrum with the highest frequency which one can compute
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without ambiguity is equal to the Nyquist sampling frequency, 

f£ = 1/2At 
max 

where t is the sampling interval. 

The lowest frequency is inversely proportional to the total time duration 

of the record, or, in the case of the power density spectrum, inversely 

proportional to the maximum time delay utilised for its computation, 

fice 1/2) 
ma: min x | 

where T = M.At = MAt 
max 

and M is a integer defined for the computation of the correlation 

function. It is obvious that 

/f . f i 
max min 

as was postulated earlier in order to fulfil the condition M<N/20. 

Thus: f.3, aa 20° £ {N = 10/T 
min max rec 

where Pos = Nyt, i.e. the total record duration in seconds. 

In order to attain a high upper frequency limit, say several kilo- 

cycles per second, and starting from the relation 

£ = 10,M/T 
max rec 

we see that M must also be of the same order, i.e. M must have values 

ranging up to several thousand or even higher. Very often it is not 

possible to sample the recorded time function fast enough to obtain the 

component of the spectrum with the highest frequency. In such a case the 

tape speed, both for recording and replaying, should be changed accordingly.. 

The maximum sampling rate of the programme used was determined by the PDP9 

computer and ADC converter, and was 1,000 cycles per second.
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"BEGIN’ -" INTEGER’ IsJsMsMNsNoNGs INS UTS 

"REALS SIGMAs AVERs KATIUsMEANs VARSFFS 

"BUULEANT HAMMINGs UUTS HAMMING: ="FALSE' 3 

SELECT. INPUT C3 )'s 

*CUMMENT' DATA AKE IN THE FOLLOWING ORDER? 

DAY>s MUNTH»s YEAR UF SAMPLING» TAPE COLQUR, 

TAPE NUMBER>s NUMBER UF 2110 DATA GROUPS; 

EXPERIMENTAL SIGNAL TU NUISE RATIO, 

“FLUCTUATIUN NURMALIZING RATIU> 

SIGNAL LEVEL IN VULTS»SMUUTHING. 

FUR FAST FUURIER TRANSFURM NUMBER OF DATA 

IN A GRUUP IS READ BEFURE THE PRUGRAM STARTS- 
AR ROR RR RR RK RK A AK RK kK RR RK kK ok ok kok ok ko RK kok ok KKK 

s=READs; S=READS M:=READs 

MN3=READS N?=READs NG:=READ3 

RATIUS=READS NEWLINEC2)3 

WRITETEAXTC' C* DATEZUFZSAMPLING' )') 3 

PRINTC1I3@G3003  PRINTCJs3.0)3 . PRINTCMs 55 0),3 

SPACEC12)3 PRINTON»s 35 0)5 

TLRS MN ABO)! THES 

WRITE TEXTE’ C* GREENZTAPEZNUZ* D3 

tale DEN Qi ac Rel 

WRITETEXTC’ C*PINKZTAPEZNOZ' "D3 

OR. 2a © oR Qt eH he Nt 

WRITEVEX TCC * BLUEZTAPEZNUZ ' "3 

rhe MIN One 4 PEN. 

WRITETEATC* C* WHI TEZTAPEZNUZ')' D3 

‘aie MIN: Ges 5: UT HEN] 

WRITETEXTC' C'*MAGNETICZTAPE')')3 

SPACE G13. PRINT CNs 35093 

NEWLINE CA) 5 

WRITETEXTC' C*NUMBERZOFZ2t 1OZDATAZGRUOUPS' )')5 

SHACE C2 ).3 4 PRINT CNGs 2>.09:5 

NEWLINEC2)3 

WRITETEATC' C *EXPERIMENTALZSIGNALZTUZNOISEZRATIO')")3 

SPACEC2)3- PRINTCRATIU>, 056)5 

SPACE.C10%s WRITETEXTC’ C’ CORRESPUNDINGZ TU") "-)3 

AVERS=LNC10¢-¢0)5 SIGMA?=20+ 0*LNCRATIO)D/AVERS 

SPACE C2)3  PRINTCSIGMAs 25375 

WRT TEx Cee eas 

SIGMAS=KEADS RATIUS=RATIU/SIGMAS NEWLINECA@)3 

WRITETEXTC* C*NURMALTIZEDZFLUCTUATIONZRATIO*)" 23 

SEACH CS 23 2ePRINTCSIGMAs 0565 

SIGMA?2=20+- 0*LNCSIGMA)/AVERS 

SPACEC1)3 WRITETEXTC' C*CURRESPUNDINGZTO')' 73 

SPACE C2)3 PRINTCSIGMAs @33)5 

Wikre sl Ce. SIDES (J Ts 

NEWETNECA)3  WRITETEXTC’ Ch UUTPUTZSITGNALZLEVEL "> 03 

SIGMAS=READs RATIUS=RATIU*SIGMAS 

SPACEC2)3° .PRINTCSIGMAS 23:4). 

DrACE Coors WHET RE TMad CGMS te) hes 

SIGMA: =SIGMA/SQRTC0-075)5 

SPACE C14) 3" WRITETEAT.C* C"CURRESPONDINGZTO! 295 

SPACE (103 PRINT CSIGMAs 35 30a WRITEITEXLC? GUpBM*t.) *:)3 

NEWLINE C2) 3 RATIU?=1+-0/RATIUs 

WRITETEXTC" C*CUMPUTATIUNALZRATIU')" D3 

PRINT CHATIUs 056)3 MEANS =VARS=0-03
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MANMTAR = pAb? “FRishen Been’ 
. [WE 202 THEN? "2 BEGIN? 

MS=hEADS Ns=2tMs MNS=N *END' *°ELSE* 
"BEGIN! NEWLINEC1)3 

Ms=73 MNS 2tNs: N's = 1.004". CRN DY s 

"BEGIN'’ VAMRTAY cL. § Nosy ei 5 oZ60 SVN IS 

SPECTCOSMN)s» CURFCO3MNI3 

* CUMIN EIN T 2 oe 22 RO OK OKO IORI KR KR KR KK ok 
PRUCE DURE NURML CNURM=TRUE) NURMALIZES N REAL DATA CONTAINED IN 
ARRAY AXACI&NJ-« WHEN UUT IS TRUE »A PAPER TAPE IS UUTPUTED FOR 
SUME FORTHER USE+ WHEN NORM IS FALSE »SIGMA AND AVER OF XC1:N] 
ARE COUMPUTED*BUT “ACTUAL: INPUT: DATA ARE NOT NORMALIZE De kkk KK KAS 

*PRUCEDURE’® NURM1(X%sNs SIGMA, AVER>s UUT»s NURM) 3 

"VALUES Ns UUTs NORMS CEN Gani Ns “UARRAY ! X's 

"REALS SIGMA,AVERS "BUULEAN’ OUT. NORMS 

“BEGIN, itt NEBGER 2 Ls Ue ces "REAL' SUMsDUMS 

AVER?=03 SUM:2=035 J:=03 NEWLINEC1)3 

UP ieee OD CM ise Na Di! c! BNGENe 

XCTIs3=READs AVERs =AVER+tKCII5 *"END' 5 

AVER 3 =AVER/NS : 

Lies de ESR Bae se CUNT EL NG Bp! eB en: 

DUM: =XCIIJ-AVER; SUM: =SUM+DUM*DUMs WL) 5 

SIGMA? =SORTCSUM/N) 3; 

VE NURM THEN. BEGIN 

TR ea fe! OTE pee Te IN TT NEE Do. 

ACTIJV:=CXCII-AVER)/SIGMAS J:=N ‘END'S 

ae. OUT“ THENS ORBEGIN? t=05 JJ2=03 

SELECT GUTPUTC4)>; RUNUUT 3 

etn ee kes 1. SP el UNTA LaN” EDU Se BAG TN. 

ec Ut ls PRINTCALI 3s 2a 4)> 

TR J = 4 THENG BEGIN NEWEINE Cl) 3 

Jdt=JJt135 Jt= "END® 3 

Sat (eo Jd= 64) “THEN” “BEGIN: RUNOUTs JJt=0.. "END "3 

"ENDS LT EUOPS “se -Nae NDS  VEND! PROGs 

*PRUCEDURE' CLRRFUNCNsMN>s Xs YSUOUTs HAMMING)3 

"VALUE" NsoMN»s Xs "BUULEAN' UUTSHAMMINGS 

“INTEGER® “No. MNS "ARRAY © Xs. Ys 

"BEGIN*®* {INTEGER lsJ3 "REAL stp ls 

CUMMIS NT 9 ok a a 2 2 2 2 2 2k Oo ok ak oR kk oR ck kk ok ok ok ok ok ak ok ok ok ok ok ok ok kok kok 

PRUCEDURE CURRFUN COMPUTES THE AUTUCUVARIANCE FUNCTION OF XC1:N]. 

WHEN: HAMMING IS TRUE »SMUUTHING OF THE CURRESPONDING SPECTRUM 

IS DUNE+ CURKRESPUNDING AUTUCUVARIANCE FUNCTION IS MODIFIED 

AND REPRESENTS MATHEMATICALLY DEFINED APPARENT CUUVARIANCE | 

FUNCTIUN UF A TIME TRUNCATED REAL FUNCTIUNe IF THE TIME LIMITS 

UF INTEGRATIUN ARE SET TO BE EQUAL’ TU THE BEGINING AND THE END 

Ui THis TIME INTERVAL SUP THE:RXLSTENCK UF THE REAL FUNCT LON 

AND THERFURE NU SMUUTHING IS NECESSARY HAMMING SHUULD BE FALSE. 

PUR OUT =. TRUEs DISCRETE VALUES. UF. THE HALE {OF : THE *CUMPUTED 

AUTUCUVARTANCE FUNCTIUN ARE UUTPUTED UN THE PAPER TAPE FUR SOME 

FURTHER USEsTeEe PLUTTINGs FILING ETCe 222K KKK KKK RK KK KK KOK KKK S 

PIt=4-¢0* ARCTANC1-0)3 

a GL See SS Be Perot’ UNI sen. SU. YCTIJs=0-0; 

"FuR’ = eS PER? el? UNG EE ae GN=MN 2D "DUT 2 BEGIN?’ 

ar UR! woes) Site ke OUNT Lok MING! DO. “BMOdN. 

Vd s=YRIs + ae Lae Lt dS NDS ogo. BND 

re HAMMING “THEN? "BEGIN' 

SPUR OL Sah oS PERS Mer CUNT Tota MNe DO! Se RR GTN 

~s=I1/7MN3 Ts=CUSCPI*¥TI*0+ 463 

YOLISH=YLTI*G0-.5SA44TIZYC0I5 ‘END! 

=
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VEN 2 SWS Sh tec Be Gd hes 

“PER eeu oT hee el SUN Tice Di? 

NG Tae Le /AY tO ve Oo. SEND *:5 

YC OJ s 1.05 TP ae UU beable: oh Biya Ne 

SEEBCT] WUT PutTCA) > RUNUOUT 5 

ilies UGS OTE ile ONT bee MN EDULE Bh GEN. 

NEWEENE CID3 = PRINT GYD 225.056) “ENDS 3 2=0 "END’> 

“ENDS PRUCS . 

"PRUCEDURE*® STARXCKFsNsFACTUR>s SPECTRSFF)5 

"VALUES bs Ns FACTORS SPECTR: 

"INTEGER Noe PACTURS “UARRAY. chs 

"BUULEAN'T SPECTR: SR Ales Be 2.” 

' BEGIN 

TCUMM ENT) RIGO CK Gi KK kek 
PRUCEDURE STARX DISPLAYS EITHER THE AUTUCUVARRIANCE FUNCTION 

COPECPREH ARSE ) UR] THE  PUWER DENSITY. .SPECTRA CSPECTR=TRUE) 

USING THE LINEPRINTER UUTPUT. WHEN SPECTRA ARE DISPLAYED 

URDINATE VALUES ARE IN DBS IN REFERENCE TU THE TUTAL NORMAL- 
IZED SPECTRAL PUWER»MADE TO BE EQUAL TU '1-0CSIGMA=1 6.0) o*kKKKKKXS 
'TNTEGER’ “1...Js NPS= “REALS Li» “FD3 
SELECT UUTPUTCO)3 PAPERTHRUWS .FF2:=0-03 
'IF* SPECTR ‘THEN ‘BEGIN' 
L1:=LNC10-0)3 SPACEC13)3 NP:=-503 
PUR: Stat Step 42 UNTIL ® “6° 00t2* BEGIN’ 
PRINTCNP> 250)3 NP:=NP + 103 
WRETBTEXT (46 .DB* 395 2SPACE(13)3° “END!3 
NEWLINEC1)3 SPACEC19)3 
"FOR: J8=1 \ STEP’ F *UNTIL -6. "DU! “BEGIN 
WHITE TRA LCAC* T° 303° SPACECIO)S" ENDS: 
‘END' SCALES NEWLINEC4) 3 
“POR* > 1:30 "STEP* 1 “UNTIL N°" DO “BEGIN? 
"IF* SPECTR ‘THEN' ‘BEGIN’ 
FDt=FACTURAFCI33 FFISFF+FD3 FD:=ABSC(FD)3 
NEWLINEC1)3 
PRINTCFLII,026)3 SPACE( 4) 3 
‘yee ae Tt... 0600001" .* THEN 
FD:=0-000013 
FD:=20+0*LNCFD)/L13 
NPS=ENTIERCFD)$ NPs=100 + NP3 
CIF! NP: ‘GT? 100... THEN®:'"BEGIN* 
WRITETEXTC' C' PUWERZDENSITYZ")')3 
"GUTU® AGAIN 'END'S 

Seon de ode otePeee l e UNTIL: «NP 2 DE? 

PRINTCHC26) 5 AGAIN: NP3s= 

LENDS ei Sk BEGIN? 

NEWLINE C1); PRINTCFCII3,153)3 

PDS=FACTURS*FECIIS 

NPS=ENTIERCFD) 5 

hae Pree Ta OCHRE on BEGIN? , 

NPS =ABSC(NP)s; 

MLRM er Glo THEN. NPS Soo s 

NPS=21 = NP3 SPACECNP) 3 

NP sso lS NPs eR TRO SE SPACE C20) 

PAP! ONE: GTS 100: “THEN? NPS S000 

el Rewer! SUNT EL. NP. DOY 

PRINT CH C26 JS NPs=0
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Digital Fourier Transforms, 
  

Basically, there are two methods for computing the power density 
- . 

spectrum of a time varying signal. The first method was just described 

as 

c mR ied 
xx xx 

The other approach is based on the computation of the linear spectrum 

of a truncated portion of the total available time varying function, and 

then by squaring it, obtaining the power density spectrum valid in this 

small time interval. 

If we average, say 100 of these spectra, we will obtain an estimate 

of the power density spectrum which will be identical to that pertaining 

to the previous estimates, provided both were calculated for the same total 

time interval. (Fig. 

The second method is extensively used by the so-called "on-line" 

computation of the power spectra using the Fast Fourier Transform. 

The Fast Fourier Transform. 
  

For computing large transforms Colley and Tukey have shown that very 

large savings in time can be achieved by using their algorithm. When 

the total number of sampled units is N chosen to be a power of 2, the 

computing time for their algorithm is proportional to Nlog,N instead of 

Wee This transform is equally applicable to direct spectrum analysis 

as well as for the method using computation through the use of the 

correlation function, 

The transformation of a time series to an amplitude spectrum, or, in 

other words, to a set of coefficients for a Fourier Series, has been used 

for the past two decades on digital computers, Given a real sequence of 

a sample function, whether it be deterministic or random 

(Kx) = {x55 x pee x} - aoe j
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the Fourier cosine and sine coefficients, A, and Byes can be written 
k 

ae tek : 
Ae Box cob CesikiN):. fork 0,05) cee Nee 

k Dies: a 
j=0 

B 2 N-1l 

k = W z x,sin(20jk/N) for. kes Oster. os (N/2. 1) 

j=0 

The inverse relationship can also be easily obtained and are well known. 

(Hamming, R.W.). 

These series are known as Discrete Fourier Transforms, D.F.T., and they 
have the spectra resolution 

AL me: 1f/T 

where T is the time duration of the truncated portion of the observed 

or recorded time function. 

In the exponential form 

. 

N-1 
S| (Mbt) = lL 5 x(jat).exp(-i. 2njk/N) 

Ne. 
j=0 

and inversely, 

N-1 ‘ - 
ms fa : q. exp (i.21jk/N) 

k=0 

where i = vY-T and d, and X; are complex vectors of N dimensions, 
k 

In Matrix notation 

{xy} = {T} {da} 

where {T} is an NxN matrix of complex exponential terms 
~ 

oy = exp(j.2njk/N) 

The inverse transform can be written similarly, 

(a) = “ (TAY (xc) 
~ 

where {T*} is the complex conjugate of {T}, i.e. 

t = exp (-j.2njk/N) 
jk
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The matices {T} and {T*} have the relation 
~ 

iT} (TAP = Fee} 

where {I} is the N x N diagonal unity matrix, 

It is obvious that the inverse of {T} is 
~ 

{tT} = W {TR} 

The ordinary transform calculation uses direct computation by matrix 

multiplication. The Cooley and Tukey fast transform algorithm decomposes 

the matrix {T} into the product of M elementary matrices, i.e. trans- 

formations followed by a permutation matrix {P} of the results. It can 

be shown (Goertzel, G.) 

{t} =f?) (83. =. 18t {FP} 

{P} and {S} represent permutation and transformations respectively, 

{S} mat be decomposed into elementary transformations and {P} into 

several step elementary permutations, 

Permutation consists of changing the sequence from the normal binary 

order into a reverse binary order, Let us represent an indes j as 

a m~]} i m-2 : 
j J. 44 + Jmn-22 te, oe ck ig 

the associated inverse binary order 

fe alia) ote 
r i,? + j,? Pash ke 

(Singleton, R.) Thus indices from 0 to 15 are permuted as follows (by 

considering their digital binary representation): 
  

Oa DotA ee Oe i Bee oO el | a2 SR, ee 

iso et > m o ~ — } ~~ oO et °Q wt o ot oO et 
Oo © ae ~“ oO o ~t a4 o o al ot o o ~ oad 
o oO > oO -t _ a al Oo ao Oo ao - wt - wt 
oO 2 oS > o > Oo D> at mt 7 we mt Cad ot et 

Q 8204 V2. 22 10:6 14) 9 5 13 3 Py L 15 

Note that 1111. represents 15, and remains unchanged as does 1001
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representing 9, 0110 representing 6 and 0000 representing 0. Elementary 

transformations consist of simple multiplications and groupings of terms. 

3 
Thus for N= 8 = 2 

where ch = exp( i.27L/N) with L = jk, for example c? 

For N = 8 we need one more transformation, which will result in a new 

sequence of values representing X; 

[(a, 

[Ca 

[(a, 

[(a, 

[(a, 

[(a, 

[Cap 

[(a 

0 

0 

% % + 

By, 

So: Sas 

BSP ace 

oe 

OS SEs 

662 "225 

ve 0 tak WA 

a 

+ a,) + (a, + 
4 

+ a,) + (a, + 

+ a,) - (a, + 

+ a,) - (a, + 

-a,) #07 (a, 

- a,) +07 (a, - 

” a,) -" (a,~ 

a a, ) -C7 (a,- 

S 
2 

a] + [(o, + 

a.) ] [(, + 

ad] +0 [(a, 

ae) | < t [(a, 

a6) J te [(a, 

ae) ] = ¢ [(a, 

a1 +e [G, 
a,)] - c [ta, 

Results are obtained in 

is obtained after reordering 

010 O11 

Lis. 

100.2 103 110 jw 

(ay +a,) + 

(a, + a5) + 

fa. + o,)0 = 

(a, + as) - 

(ap - a) + 

(a, - a.) + 

(a9 ~ o,) - 

(a, ~o,) - 

(a, + 

(a, + 

(a, + 

(a, + 

c? (a, 

C2 (a, 

C2 (a, 

c? (0, 

ns (a, 

#07 (a, 

+07 (a, 

~c"(a, 

-c7 (a, 

a 

a 

a 

+ 

in the reverse binary 

7) 

7 
a,)] 

a2) | 

a4)] 

a,)] 

ay)] 
ay)] 

order. 

= exp(i.1/2). 

reverse binary order, and the proper sequence 

positions according to the indices 000 001 

is obtained from 000 100 010 110 001 101 011 

A computer programme based on the FFT by Singleton and originated by 

Cooley and Tukey(1967).
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‘END’ PEND! “GUOPS .. NEWLINE Gh) > 

Cobh SPE Gn aE NS 

WRITETEXTC* C' CUMULATIVEZPOWERZIS2*) 93 

PRINE CEE > 03605 bo BND ROCs 

*PRUCEDURE* REURDCAs Rs Ns Ms KSs REEL) 5 

"VALUE" NsMsKSs REELS 

"INTEGER' NsMsKS3 

*BUULEAN'. REELS "ARRAYS AsBs5 

“BEG EN? 

“INTEGER® [sds JJ9Ks KK» KBs K29 KU» LIM2 P3 

"REALS TEMP3 "INTEGER *ARRAY' Csi S Poe ts 

*CUMMENT!® FORK CCR RGR RK ROCK GIGI kok ak kkk ok 

PRUCEDURE REURDER PERMUTES DATA FRUM NORMAL TO REVERSE 
BINARY URDER OR VICE VERSAe FUR A SINGLE VARIABLE 
TRANSFURM N = KS = @*#Me FOUR SHORT BITS " REEL " IS 
TRUE» MAKING THEN AC2@*J+1) AND BC2*JIJ] ARE EXCHANGED 
FUR ALE JYS- UP @TH (N-2)/5.°" THEN? ADJACENT PUINTS . OF 
ENTRIES IN A -AND B ARE PERMUTED TO A REVERSE 
BINARY URDERe AFTER REURDERING THE EVEN INDEXED 
ENTRIES ARE IN A AND THE UDD INDEXED ENTRIES ARE IN 
Bs» EACH IN REVERSE BINARY URDER 2k ROKK RK KAKA KCK KS 
Ch Ps=KS} 

“UR ont sie orem = ta SUNT a sen Sty 

Chee PIseCen 1 423 

Pt=U3=Mo- 13 l:=KBs=03 

TR ORE. . THEN” 

'BEGIN' 
KU =N; oe 2 

SPOR Ke 
‘BEGIN!’ 

TEMP 3 =ACK+1I3 ACK+1I33:=BCKIS 

BCKJ:=TEMP ."END* 
TEND. YR SHY oME=M. = Ts 
LIM sS=CM+07° 7" 25 

PR Peer city Sar bN * “GUD sas 

Ny KUs=Ke3=CCJ) + KBS ; 

JJS=CLIM-JI3 XKXS=KB + Js 

Desc ean +4 Os 

Isis TEMP :=ACKKI3 ACKK] :=ACK2]3 

ACK2I]:8=TEMPS TEMP:=BLKKI3 
BCKKI]:=BCKOI3 BlK2):=TEMPS 
KS SKK tte She? = Keo S 

rob Res KK Ss Te ok.” THEN S GUT Os 3s 

KKSSKK “+ oJU3.) > KOt=KS 4) Jods 
LEP oe An Ci Kile eTHeN". Gin 43s 
CLES eG ve LM w UREN "RBEGIN' 

Ue= 0 ee Oo sah eS 
EST CLI eds Ge ORT, “END 

KB3=K23 
LoL eG a0 et THENG "BEGIN' 

US=LSTCL Is betel = 1s GUTOISL SENDS 
LEP oN Tene! THEN SoC BEGIN: 
J3t=P3 “GOTO “UEN Ds 
Euebs "END PRUCSs 

? . 

fortes 2 UNTIEw KU! DO
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"PRUCEDURE' INVKSCAs BsNsMsKS) 3 

"VALUE" NoMsKS3 

"INTEGER NsMsKS5 "ARRAY A,B; 

Y BE GrN st 

INTEGER’ K0sK1,K2sK3> Ks SPANS 

"REALS A0sA12A2sA3,B05B1lsB2,B35 

RADs DCs DS3C15C2sC3s515S$25533 

RAD? =4-¢0*ARCTANC1-0)5 Nes=N-15 

CIM MENT (i) 408 teak ae ktnie  Kkw do dca kk Ak NE AIR A OAK ER READ 
PRUCEDURE INVRS COMPUTES THE FFT FOR ONE VARIABLE OF DIMENSION 
Neetiis WHERE N IS THE NUMBER UF DATA POINTS-«ARRAYS ACO:N-1] AND 
BCOQeN-1] URIGINALLY CUNTAIN THE REAL AND IMAGINARY CUMPONENTS OF 
THE DATA IN NURMAL URDER-UN EXITs THE REAL AND IMAGINARY COMPON- 
ENTS OF THE RESULTING POUURIER CORPICIENTS ARE IN >THE cREVERSE 
BINARY URDERCSEE SINGLTUN»s ALGURITHMS 3382345) 0 # KKK KKK KKK KKK 
KO32=03 SPAN?=KS3 

“BEGIN ® : . 

_ LAS Kes=100".' +. SPANS 

AQS=AUCK2I; BO?:=BCK2I3 

ACK21:=ACK0) - ANS ALCKNI:=ACKOI]- + ADs” 

BUKE7:=BCKO] - BOs BLKOIJ:=BLIK0) +. B03 

K0:=Ke + SPAN; 

Ein nO < No THEN euro Las 

K0:=K0Q - N35 

"an 60 NE* SPAN. THEN". “GOTO? TAS 

SPAN?=SPAN .+ SPANS RAD:=0-5*RAD ‘END'3 

TRORS Me =CM= 2) eWilike! (Me! Gh DDS 

‘BEGIN 

Cis=1-05 Sl2:=0-05. KO03:=05 RAD:=0-25*RAD3 

DC3=2-0*SINCRAD)123 . DSt=SINCRAD + RAD)3 

Kt=KS3 
LB? 
K1i:=KO + SPANS 
K2:=K1 + SPANS 
K3:=K2 + SPAN; 
AQZ=ACKNI]$. BOs=BLKOI3 
Vit SS) = 0 2 TREN 
"BEGIN' 
A23=ACKII3 Bes=BLK13$ 
AlS#=ACK2)3 © B1l3=BC Ke); 
A3?=ACK3]3;  B3t=BLK3) 

PEND" \o Bi Sbiedcaee GN. 

A@:FACKII*Ce - BLKII*S23 

Bes=ACKII*S2 + BCK1II*C2; 

Al:=ACK2I*C1 - BLK2)*S1;3 

Bls=ACK2I1*S1 + BCK2I*C13 

AS: =ALK3SI#AC3. ¢ BIKSARS3> 

B3:=ACK3I)*S3 + BCK3I3*C3 

LEND* 3 

PURO SSAU Age Al A> 

BCAGIS=B0 +4 Be te Bl + B35 

AOR TS SAD. = ih tee ieeY 1335 

BEKT I) 2380. =. Be. + Aly 03> 

ACKGI] s=A + AQs=" Ala = A333



BeBe Blk +. Bok = O1  Res 

ACKSIS=A0. - Al +> Ble B35 

BEG SB0 = Be AT e+ Ags 

KQ:=K3 + SPANS3 : 

Vie noes No THAN  Ghnise 1B 3 

KUs=K0 - NS 

ite sO NE ee HEN Oe GUTO LBs 

el tee KONE SPAN “THEN? 

‘BEGIN? 

€2:-C1>.-) CDC*C1.. + DS¥*S1) 3 

Jes GDesO LO  DORG 1 Ie +0513 

C s= 123 

C2:=Clt2 - S123 S2s=2.0#*C1i*S13 
CStsCOecl - S2*S513 ..532=C2*S1 + Se*cr; 
Kt=K + KS3 ‘'GOTO' LB *END'S 
SPAN ?=4* SPAN 
"END! "END" PRUCS 

"PRUCEDURE' TRANCAs Bs NsEV)3 

"VALUE! NsEVs “TINTEGER® “Ns 

"BUULEAN'S EVs "ARRAY' A»sB3 

Piss Geb! "INTEGER' KsNK»NH3 

"REAL AA>s ABs BAs BBs REs IMs CKs SK» DCs DS RS 

NHS=N°7°OQ3s R:t=4-0*ARCTANC1-0)/N3 

DSt=SINCH)$ Rt=€2-0*SINC0-5*H) 123 

"CUMMENWN T "2a RK RR OR OO OK OK RK ko Rf ok ok kkk 
THIS PRUCEDURE UNSCRAMBLES THE SINGLE VARIATE COMPLEX 

TRANSFORM: UF THE N EVEN NUMBERED AND N ODD NUMBERED 
ELEMENTS OF A REAL SEQUENCE UF LENGTH 2*Ns WHERE THE 
EVEN NUMBERED ELEMENTS WERE URIGINALLY IN A AND THE 
UDD NUMBERED ELEMENTS IN Be THEN IT COMBINES TwO 
TRANSFURMS TU GIVE THE FUURIER CUSINE CA) AND SINE. CB) 

CUEFRICTLIEN TS 2 226 228 2K 28 28 28 oe KOKORO OK ROOK OK ORK KR KK Kk kK 3 

DC2=0 e5¥*its CK3=1-05 SK:=0-05 

ak Sy) HN BEGIN: . CKe=tes 0s Dt = =-DC. oe END! 

PEE SE st BEGINS ACNI:=ACO0I]s BEN] 3=BCL0] 2 NLD.S5 

"CUMMENT ORO RR GGG GO Gk 4k 

FUR THE INVERSE TRANFORMs, I-Ee FUR USE IN THE REAL 2 

PROCEDURE THE PRUCESS 1S REVERSED AND THE SET UF 

FUURIER CUSINE AND SINE CUEFFICIENTS ARE MADE READY FOR 
EVALUATIUN UF THE CURRESPUNDING FOURIER SERIES BY MEANS 
Ur THE INVERSE CUMPLEX TRANSFURM:e FUR THE INVERSE 

TRANSFURM EV= "TRUE S © 262 KKK RR KR OK OK OR RK KR KKK KKK KKK KS 

VER eee Uo Sih Pier MLL NA Doe aU Bee rns 

NA?=N-K3 AAs=ALCKI] + ACNKI5 AB:=ACKI] - ACNK]3 

BAS=BUKict BENKI3s.-BBS=BLKI =. BCINKIS oo 

RES=CK*BA + SK*ABS IM3=SK*BA - CK*ABS 

BONKIJ:=IM - BBs BCAJ:=IM + BBs 

ACNKIJ:=AA - RES ACK] 3=AA + RES 

Rl =CK: =<. CDEXEK + DS*SK)S 

Sx3=CDS*CK - DC*SK) + SHS 

Gs S160. -. UD ROR Oe t SK) 3.2 

SKH3=CK*SKS CK:=CK*R ‘END* "END' TRANPROCs 

294
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"PRUCEDURE* REAL1CAsBsM,0UUT) 3 

"VALUE (Ms LINTEGER®. M3 "ARRAY' As Bs 

'‘BUOLEAN’ OUT: 

“BEGIN® 

TUN THOR Ri UscJUs. Nee Nr=eatms 

"CUMMEN T $2 3 a 2 oo a ORO RK OOK Kok kkk ok koko kk ok kkk KKK 

PHUCEDURE REAL1 COMPUTES THE FINITE FOURIER TRANSFORM 

UR 2tM+1 “REAL: DATA-PUINTS-«. THE. ARRAYS ACOSNIJ AND 

BEC OtNJ>s WHERE N=@tM, INITIALLY CONTAINS THE FIRST N 

DATA PUINTS IN ACO032N-1] AND THE REMAINING N DATA 

PUINTS ARE STURED IN BLO:3N-1]- ON CUMPLITION. OF THE 

TRANSFURM THE ARRAYS A AND 8B CUNTAIN THE FUURIER 

CUSINE AND SINE TERMS RESPECTIVELY. 

SUBRUUTINES REGRD» INVRS» AND TRAN DESCRIBED IN 

» UTHER PRUGRAMS ARE ALSU USED IN THIS PROCEDURE AND 

MUST BE .PRUPERLY DECLARED **®#**% 44K KK KKK KKK KKKKKK F 

REURDCAs BsNsMoNs' TRUE') 5 \ 

INVRSCAs Bos No Ms 1)5 

TRANC As Bs Ns "FALSE" );3 

JJ:2=035 

NEWLINEC1)3 SPACE €1):5> 2PRINT CAL 014.056) 5 

Ybor’ ob bie. Lites: Bae 

SELECT UUTPUT CA) > 2  NEWL ENE C1)3 JJ3=1 SENS 

NEWLINEC1)3 SPACEC1)3 
BUR de = Use STEP! ee UN T Bie Neel Dus 

BEGIN sous s0d. +.4)3 ; 

ACJIJ2=ACJI/C2-0¥*N)5 BOCJI:=BLJI/C 2+ 0*N)DS 

LR ee Oe ATHENS ‘BEGIN’ 

NEWLINEC1)3 SPACE (C1235> << JUs=0) "END? 3 

PRINTCAC J] s056) * EADY 3 

"END" PROC: 

*PRUCEDURE' FTNBCAsBsNsMsKS)5 

"VALUE NsMsKS3 "INTEGER N»MsKS5 "ARRAY' As Bs 

“BEGIN 

"INTEGERS K0sK1sK2sK3sSPAN>s J» JJs Ko KBs KNo MMs MKS 

"REAL? “RADsC1sC2sC35S15S2sS35CKs SKs SQs 

A0sA1,A23A35B05B1lsB2,B33 
TINTE GER: ARRAY" CEOs Js 

50:=0+-707106781193 SkK:=0+382663432375 CK:=0-92387953251;3 
"CUMMEN T2626 > 26 28 28 28 OR ROR OK OK RK RK KK KK Kokko kK KK a aK ok ok ok 2k ok it ok ok ok ois ok 

THIS PRUCEDURE (FTNB) COMPUTES THE FAST FFT FOR ONE VARIABLE OF 

DIMENSIUN N=@tMeARRAYS ACO?SN-1] AND BLOtN-1] GRIGINALLY CUNTAIN 

THE REAL AND IMAGINARY CUMPUNENTS UF DATA WITH THE INDICES 

UF EACH VARIABLE IN INVERSE BINARY ORDER-ON COMPLETIUN OF THE 

TRANSFURM THE REAL AND IMAGINARY COMPUNENTS UF THE RESULTING 

FUURIER CUEFFICIENTS ARE IN A AND B IN NORMAL URDERCSINGLTONs 
ALGURITHM 33¢6sGENTLMAN AND SANDE»s 1966) 0 222228 26K KR ROR RoR OK RRB OK KOK OK 

GoMPsS=EKS 5 MMS=CM'/*2)*25 KN3=03 

PE OR es = CMe) Diet oe Pt Cad) tN bee Ly 

CGURUSHCECAALIUZ es 

RAD? =6-283146530728/(CCOIJ*KSIs MKs=M-53 

iss KB?=KNS KN3=KN + KS3 

tel Rete Mi aN ac Ni THEN? {BEGIN? 

Ket=KN3 KOs=CCMMJ + KBs
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Les Weasewor oe steer eels 

AVs=ACK2I3 BOs=BC Ke) 

ALKA =ACK0) — ANS “ACKOI3=ACKOI) +: A0; / 

BURCUS=BUKII = Bos aBCK0d S=BOK0I + Bos i 

TR Oyo RB THING Gl Thal, TEND "5 

CLs = slis S$1:=0-03 

JJt=03 Ke=MmM-23 J3=33 

eth GRO PHeN ts Gini Iodee RaSh.” 8G Pia. 63 

ES: Ph Ob seb ed Oo ARH aN! *BEGIN' 

JJt=dd0) -2ClJJ3 SO: ele 

eit eld. | abe Oa er Hens "BEGIa 

VJtSod: = CLIP dias = 913° Kis 
MOUTths Bs THN? "ENDS 

JISC EOD aus s=33 

Las SPANS=CCKI3 

Pip to gd). NE) TST EAN ‘BEGIN' 

CAs =JIJ*SPAN*RADS Cl3=COSCED)3 S1l:=SINCC2)3 

1s 5d CaseCrta Sit! s wewmeae URGING 1s 

C3:=Ce*Cl ~ SexSis S32 acetal «t SOx*KCT 

"END* 3 : 

HORS: KUS=ABTSRAN=I-! STEP™ = C-1) “SUNTILY KKeUDOt2 # BEGIN: 

K1l:=K0 + SPANS Kes=K!i + SPANS K32=Ke + SPANS 

AD?=ACK0I3> BO:=BLK0I3 ‘ 
el Bh Slee) TREN Co BEGIN® 

ALS=ALCK1I5 Bils=BCK1]3 

A@s=ACKEI3 Bes:=BCK2)3 

A32:=ACK3I5 B33=BCK3) 

ChND* Plo ‘BEGIN! 

AlS=ACK1I*C1 - BEKII*S15 

B1ls=ACK1I*S1 + BCK1I*C1s5 

AQt=ALK2I]*C2 - BLKE22201)*S23 

Bes=ACK2I*S2 + BLK2I*C2s 

A3:=ACK3I*C3 - BEK3I*S33 

BS S=ACKSItS3 “+ BUSI eCS 

"END" 3 
ACKOJ3=A0 + AQ + Al + A335 
BCK0J:=B0 + B2 + Bl + -B33 
ACKI]3=AN0 + A2 - Al = A33 
BCK1J]:=B0 + Be Bl - B33 
ACK2):=A0 - A2 - Bl + B33 
BCK2]:=B0 - Be AY - A33 ‘ 
ACK3]7:=A0 - A2 Bl - B33. 
BCK3]:=B0 - Be Al + A3 
"END? 3 

PIF * Kos 20. VTHEN* 2 SREGIN' -KeeK- 39°03 “GOUTOY Las "ENDS 
KB2=K3 + SPAN3 : 
"IF* KB < KN ‘THEN’ 'BEGIN’® 
“Pog 20 SHEN! “4 BEG IN®. Kiel3>. “Ji SMKS 3 GHTU' “Ls ENB: 
Jred = bs CSeect3. 
IFS Soe Oe THENY BEGIN 
Cis=C1*CK + S1*SK3 $12=S1*CK - C2*SK "END! 
*ELSE*."BEGEN*: Cit={ Oi = 251) *S03 S122 CCe 4+ STIRSO TEND! 3S 
"GOTO® LS *END'3 

L629 tk KN? <aN THEN! ? GOTOC Nh ENDS “PROC: 

(
+
+
 

4



*PHUCEDURE' REALECAs Bs M) 3 
“VALUE Ms "INTEGER Ms "ARRAY* “As Bs 

‘BEGUN VINTEGER: = Jo NG NeeotMs 

"CUMM BINT 8 3526 ARK RR RO IO OR ROR OK ROK AR ko aK kk 

THIS PRUCEDURE IS DESCRIBED IN PRUGRAM GENERATE + ******x3 
TRAN CAs Bs Ns * TRUE" )3 

VEU deisel’ STR eS OMINTIC® 0° UDOs Bld sS=Bt Us 

FTNBCAs Bs Ns Ms N)5 i 

HOUR Maes Nad © OTR Ps 1 UN T Ee 0 ot DOS “BEGIN * 
ACJ2I2=0-¢S*ACJI3 BlJJ2=-0-5*BLUIJs "END" 

REURDCA>s Bs NsMsNo* TRUE')3 

*END* “TRANPROCs 

SEEECT INPUTCIN 

Me Hip ata Po wooo Cale CUNT Le MND! BEG Nie 

CURFEIJ:=0-.03 SPECTLIIJ:=0-03 + END Ys 

RATIU?:=READS 

ee OUT ee TENS. BEGIN 

Shiono l« GOT CIT) is : 

WRIAETEAT@e.C *DUCZTAPE' 2°33. NEWLINEC1)3 

RUNUUT- “END 

"FOR". Jt=1 “STEP* 1 “UNTIL® NG *DO* ‘BEGIN* 
"IF' FF "NE' 0 'THEN' ‘BEGIN’ 
‘FOR? 1:=0-SSTEP*: 1 *UNTIL'. N *DO* ACT)2:=READ3 
‘FOR' 1:20 *STEP* 1 ‘UNTIL* N *DO* BECIJ:=READ3 
"iFo FE “B04 ..) -*THEN* .“ BEGIN’ 
STARX (CAs No 1¢05'TRUE's VAR) 3 
STARK (Bs No 1-05'TRUE'sVARD3 
REAL2@ (CAs Bs™M)3 

STARK (AsN»1005'"FALSE'sFF)3 
STARK (Bs Ns 1002'FALSE's FF) 
'END' "ELSE' °BEGIN’® 
STARXCAsN»1005"FALSE' FF) 3 we 
STARX(BsNs1002"FALSE's FF) 3 
REAL 1 (CAs Bs Ns * TRUE") 3 
STARK (CAsN» 1-02 ' TRUE’ » VAR) 3 
STARX (Bs Ns le 02" TRUE» VAR) 

'EWD* "END' ‘ELSE’ ‘BEGIN! 

NOURM1CXsN»SIGMAsAVER» 'FALSE's 'TRUE')5 

SIGMA:=SIGMA*SIGMA3 

MEANS =MEAN + AVEKS VAR3=VAR + SIGMAs; 

CURRFUN(CNs MN» %sYs "TRUE" sHANNING) 5 

SELECT OQUTPUTC0)s 

NEWLINEC1)3 WHRITETEXTC'C'AVERAGEZVALUE') 3 

SPACE Gans “RRINTCAVERs 056) > 

SPACE(C4)3; WRITETEXTC’ (*STANDARDZDEVIATIUN’ )*)s 

SPACE(C2)53 PRINTCSIGMA>s Us6)5 
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PRUIGRAMS COHEKENCE AND SPHGTHP LUT 

VBRUICEDURE* CONVYVUE0Z 5 Ass 3399 Me KKS YY s SCALED 
EVALUE Ms SCALES LINDE GHRE o ois 
REAL SCALES MORMAY (8:73 Romie Oooo)» Xks <¥ Ys 

"SSG Ten." 

“INTEGER Js KK, KS: Ns 

"REAL" AAs ABs BA, BBS IM3 

Ni=2tMs 

FINBCAs Bs No MsN)3 

PEO CaS ¢= 0) eeu bP ia CAE, s Nieloa De te BE Grn 
CON] :=0603 DCONIJ:=0-03 
GEMRS Ts sALKSaAN S DEWS Fe=BliKS INS FINDS 
REORDCCsDsNoMsaNos "FALSE')3 

Kxs=N'/ 23 

"FoR' Js= SS ie ole MUN Bla nk ee SPAIN 3 
IMe=CONS Ud = CO ants 

COCJJ:=ClU) + CLN-J]3 

CON-JJs=I1M3 
IMs=DCJ) - DIN-JI3 

DCJI:=D£CU) + DEIN-JI3 

DON-JJ:=CCON-JIJ3 
CEN-JIs=1Ms 
KACUI2=XACJ] + ClII*COI) + CLN-dUI]¥*CLN-u]3 
YYCJJsevvCJ) + DEJI*DC I) + DIN-JI*DCON-J]3 

SN Dites 
AXCOJS=XACVUJ + 4¢0*CCOJ*CLNIS 
YYCOJ:=Y/00)] + 4.0*)DCLO0I*DONI3 

Chee ths 

ClCOJ2=4*CAL0I*BL0])3 

Ls KK: =ds ASs=Js=J + V3 

ESAS SakKS = 4s 

AQsaACKKI + ALHSI3 © ABS=ALKK I= ALKS as 
BA:=BLAK] + BECKS]3 BBs=BOC AKI - BEKSI3 
IM: =BAeBB + AAAS : 

AAS =AA*BA AiB*}313 3 

ClKKas =AA IMs COKSI:=AA > +. IMs 
AKSHAK + 15 

be Pa, LT ten ore tN tec (1) bash Woe bees 
Yoh Siwele UL pace Ny Pirie Ghee fs 
KASEN'7 "83 AS senna 13 SCALE 25 
PRG Seg s=0e Spe Pp the lan] Lt aK Geet 
DEUS CCOtaan ts 

ILNURSGGs Ds KAS M=4 5:0 )-3 

THANCCs Ds KKs "FALSE')3 

ClCOIJ3S=SC4SLE*ClUIs CEAK JS =SCALEXCE AW; 
ACO ea Ur. + CL 0 ds 

GEARS SZO KK 1 ee CURKKIS 

CHR ds Sl YS PRP ol MON Tt Owes MTs 
"BEGIN® 

CUNK 9s = SCALE CEO = 2D Pat's 

Cl dd S=SCAEES CCE UIs eDE WI) 

ZON-JJ2=ZENe dd o+ CON-Jds 

4EJI8SZbUde+ CEI 

PND TEND PRUGS 

' 

> 

SCALE /CB*N)D 5 

Day t
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"COMMENT § ak RRR RRR OR ROR OR ROR AOR RO RR OR ACR CK 

COHERENCE CUNSISTS UF THE PRUCEDUKE CONV'JLs WHICH IS 
ALS & MODIFTICATIVUN AND EAPANSIUN QF SINGLETON! S 
CINVYILUTINUINGI 968)- IT COMTAINS Toi SAME PREVIUJUSLY 
DESCRIBED PRICKDURES FINBs INVaS» THAN WHICH SHJULD BE 
DECLARED AND BUILT INT) THIS PRUGROAM. CUONVUL COMPUTES 
THE CONVULUTION UF [WI REAL VECTORS JF DIMENSIJN N=2tM. 
THE TW VECTUKS A AND B ANE FIKST THANSPUIKMED WITH A 
SINGLE CUMRUERA *RHOURTER: TRANSFORM UF DIMENSTUN N.. THE 
COMPLEX PRODUCY 1S fAEN FUMED» LEAVING THE RESULT IN 
REVERSE BINANY URDEn- DATA AHKE THANSFEMED FROM A AND B 
INTO C AND Ds KEUKDEHKED AND UNSCRUMBLED. AULU PIWER SPECTRA 
ARE OBTAINED AS AnHAY GCLOSN*/*2~1) AND CLIN'7*2:N-1). 
REAL CRISS SPECIRUM IS IN THE FIKST. PAKT OF AnkAY A AND 
IMAGINARY PAT IN THE SECOND PART. COMPLEX CUHEEENCE 
FUNCTION IS SMIRED IN THE ARRAY XXCOEN'7'2] AND THE CROSS 
CIRRELATIVOIN FUNCTIIN IN ZC 08 N D8 8 RR RRR RK RK AK KK RAKE KG 

"PROCEDURE" SAMPLECXsYsMNs AULD) 3 
"VALUE" MNS "INTEGER" MNS 
WAI Aes 1 PO) LAN © Lies 
‘BEGIN. 3 INTEGRH& ts 
he SUL THEN. "BEGINS 

POR eaten) Steppe 1 NTT MN 2 oD! eeBRGIN? 
KELlIS=Ver s=neAps "END" S 

WRITETEXIPOC' C * AUTOCORRELATI ING: ) 3 Pah CEND oe ho Be GT Ne 
TRO Ele De STEP 1 UN Tbe MNS tpl! oR GTN : 
XELASSRRADS YiLI<¢=peAabDs CBN D'S 
ALMNG 2 =m b Vive = ts 0 s 

WRITE TEATOC.C' CROSSCORHELATIANG ) *):3 
PEMN LIS SALMN= 1 t= Cr POI RAC 0 72.0 SENDS END >: PROOS 

"PRUCEDURE' “NORMe CAs ys MN) 3 

"VALUE! MN35 "INTRGERS. MNS "ARRAY" As 

eS Pace wore kb NL eet res PAL OU) sole se leles OL is 

OUT? =SUls=Si i =S Deis |) «0:3 

PUR. Te = 0. Sree ever is: VN? Doe BR GIN? 

Si 2=SU1 te XL 1s pile sa otiaer YG Ls yt WN Ey es 

SU1:=SU1/MN3; SU2:=SU2/MN5 

Pont Teste. See ore!  MN= 1 oP Die eB kb GaN 

Pe) S$ SA Celt weet sik s Mies sell om 3 SUSS 

Slls=Sll + API AK i ys. Slee ole oth Jey C13 eee Ls 

Sits SORTS SEU AMA DS Sle: =SORTCSI2/7MN) 5 

Mt) bie ee Sal SUN Pie ea et Oo De Urea AS 
bol J sn Ub IA Sieis Videos rd St Os . ENDS 3 

PRINECSU1] 3.0 56:):3 PRENT CS U2 Us 60% 

BRUNT CS) 36 is PIN) Got sUs Gos Sa De PRG? 
"CUMMIN CT © aR aR ROR RRR RRR OR RRO KOK RRR EOR RRR ROKK ROKK Ok ROK AK 

N DATA FRIM FACH FUNCrIIN ARE SAMPLED AND NUONMALIZED. 

SEVERAL JRANSPEKS AND DATA SEIKDERINGS ARE DINE IN Wibeic 

Did PREPARE JR THE FINAL THANSFURM. THEN THE DATA: Ani STi- 
RED IN AVAILABLE AHRAYS-CHISS-CUnnRELALTIUN FUNCTIUIN: 1S 

SLURRED ENO Anney Zs THE LINEAR AUTUSPECTAA -UN-CCTAHE F 

DNelabo Piss AH ANID: SECOND. IN “THE “SECUND. HALF) «CUMPLEX 
CHAE GENCE “KUVGULUN DN AKRAY. IC THR OREAL “AND TMAGINANY: PAICrS 

Nea FIRST AND: SECUND: PART RESP.) sok: MEAN SPECTHA “Pind- 

DUCT» WHICH HAS WNEY TEMPUKRARELY: COMPUTATTUNAL USE “LS “sfu- 
KED IN ABRAY DeAT THE AND UF THRE PRUICEDUREs AVENAGHD CUaku- 

ENCE FUNCT TAN PS a6 TOURED IN Axe Nt 702] ALL RE SULINS Bink DE 

SPLAYED BY THE LINE PRINTER: USING ALREADY. DNESCRIBED PRU- 

CEDURE STARACP..277) sWHl OH SHIULD- BE DECLAHKED AND BUILT. EN 

PHT S) PHUIGRAM | 2 oe 4 RK OR BRR KORO RRR OR RK KR KOK GS
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"INTEGER" Js dds KSoMs NoNG3 
UREAL ss SCAhIE 'BOULEAN* AUTIUS 
AUTIS="FALSE'; 
NG?SKEADS MisSHKAD$ NesRKAD3 
"IF' N *EG'* 1 "THEN* AUTUS="THUE'S Ne=2Qtms3 AS2=N'/'93 
‘BEGIN! 

"REAL* "ARRAY" ALCO:N]>, BLOSNIs, ClOIN],5 
DEUEN Ts ZLOENTS(XKE-O 2xS 32 wre Us KS 15 27.0 02 NaS 

"FORT Ji=0 “STEP! 7 *uNTIE® KS" *DO's*BEGIN' 
2CJIt=0.03 ZCN-J]:=0.03 

AKC JIJ2=0005 YyCd):=0.03 PENDIES 
SELECT INPUT ( 30% 
pe ee teO SPER TL MENTE o Naot Die 4203): =READS 
SCALE 3=1-0/N3 

"RORY OUTS) O° SRER* “QUNTILs NG= "DUS SBE GIN! 

NEWLINEC1) 5 SAMPLECAs ZZsNs AUTO) 3 

LORS JtS0°) STEP TSP LUN TEE N= 1, Dt! BLUI$=ZZ003- | 

NURM2 CAS BIN) 5 CUNVULCZsAsBs Ca DoMs XXo fY¥sSCALE)S 

aE N D* NGLIOP 3 3 

SROR*KSee0 "STEP G: 1° *UNTILIO N De “BEGIN 
ZEKSI3=ZOKSI/NG3 VENDA 
KS SN D's NG3 =24NG3 

NEWLINEC1)3 JJIEN' 7°23 
"FORE Ute “STEP* 4) "UNTIL esi 2D0"* BEGIN 
AXCU]S=XXCU)/NG3 = Yy¥CU)2=YYCUI/NG 
"END'S$ 
‘FURS ISSO ASTEPAO LY TUNTILE nee BREN 
COJIS=XXCJI3) CLAS+U):=¥YCd73 
AXCJUM=SZCIIS. YYCJIS=Z0KS+013 "END! 
AXCKS)s=7¥YCKSI1:=0.03 Miz=M=-13 
REALI CRMs YYs™M)3 
Meets oe OS STR FUN ETL ORS Spy) Ygho1y* 
ARO: see 13 ALdI+ J) Serer o15 
TEND" 
AACUIS=2¢UeCOOI$s YrYCVI:=2-.0*CL KS); 
Te rs = 0. SEP ok REE eee an es eG TNS 
RAL JI SSG I *OEKS+ JT 
DCJIJS=DOAStU] 2 =SQHECXKE JI) 
pate Ded ME: 0 VCO OCCU OI ERR Roose d 
“ELSE': “BEGEN*, BC UJseaPCdI/D00 33 
BUAS+JI]3SACKSH+UI/DENStu] "REND: 
YYCJIS=ACII*ALC I] + AL GIFUI*ALUJtUl3 
SIPS SE AKC UI es ete, a he MT AA 
AATII250¢0 "ELSE" KXCU]S=YYCUI/SKAE II 
"ENDS 3



Ne=N=-13 

SITAKACAs Ns 05! Pr Go: 3 

WHITETEATO' C*CRISSZSPECTHUM') "93 
ITARACE SNS Os OT MUR! OS 

WHITE TEAL CEC’ COMPLEX SCOARRENCEZMEASURE') ')3 
STARAXCCs Ns 805 "THUR" )3 
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Ni =U END es Yl 

U> Cr=LNC10+U)3 UPENPLOTs L3= 

VC eVPIIWERADEND LEY.) 05 

gy 
’ 

STRARRCVUs TS5 

STRARKCWsl4s' FHEQUENC LZ: a tyes). > 

“STRAKHKC CVs 205° C*CORKELATIONZFUNCTLIUON') "95 

STRARKRCOWS 105 UC" TIMEZDELAY" se 3 

TLE ANAPOU THEN? “BE GEN” 

WHITRTEXTC'C'ANAFGU')')3 TEND? Ts has LT BEGIN: 

WRITETEATC' C*FAST&ZFUURLERZTHANSFUKM') "Ds "END 5 

Ve Wee Seber te a GL Dien onl ai Pes-3eUs G2:=3-U3 

BERING. hQ* ol 2° THEN SLAs =r RUE Ss BIG?
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NEWLINE CI)3 PRINT(P5056)3 goPACEC4)3e°PRINT(O5056)3 
WRITETEXTC' C'ORIGINZISZSHIFTED')')3 NEWLINE C1) 3 
Ns=N+13 NEWLINEC1)3 HGPLUT (PsQ5054)3 Cz=LN(10-0)3 
CPUR Tee ' STERO PP UNTIL? Mo ‘DEL Se BEGEN® 
XCII:=4e0*13 YCII:=ABSCYCII)3 
PRINT CXC1I33036)3 PRINT CYCI13036)3 
ie VCD) 8Le? 208001 Sine NY! YCIJ3:=0-000013 
OREM = Sel KENCTY/ GO. £26643 YOULV3=S eB#CLNCYCII)/C)3 
PRINT CX 1 10:56 ).3 PRINTCY£LII5056)3 
Pc YET SOE 652! THEN YORI] e605: "END. 3 
HGPEINE (Xs ¥s128519'3 Q:=0 «03 P2=0 -03 
FOR Test STEP Tesntik? .5..°Do* "BEGIN' 
HGPDASHLN (0 -059524-05030-0)3 

Q:=Q-5-03 UE ND es 

PORT L389 "STRP* 15: SUNF ELEM PD" @' BEGIN® 
Bs =XEFI3 Orsay (Tacs 
HGPDASHLN (P5-25-05P5Q50.0)3 "END' $ 
HGPRECT Sl «Ds $2650 528 00s 26s 0s tal 333 
HGPAXKISV C0 «09225 °05V513525.0590 ©0550 eUs = 10s 5 sl sess 
HGPAXISV (2.400 9-25 00 9V 513525 60590 ©0550 05-10 0055-053)3 
HGPLOGAXIS (€0.0,-25 (0 >W9-1452450 -05154)3 
HGPLOT CO -050-05330)3 . 
EP oN oie? NG. “THEN! orAS= FALSE "ELSE SiXs="TRUES3 

NEWLINE C13 WRITETEXTC'C'BIGZDIAGRAMZISZDONE')")3 
DIP oth * THEN ot Gite: & Piet SEL Se 
"BEGIN® L:=03 Ps:=-423 Q:=0.03 . 
NEWLINE C123 PRINT(Ps055)3 SPACE(4)3 PRINT(Q2006)3 
WRITETEXTC'C'URIGINZISZSHIFTED')*)3 NEWLINEC1)3 
RGPEOT (P3050 94073 "GOTO eAGAIN: = {END 3 

SMALL 3 S=— 16.03 Q:=3-03 AGAIN: 
ot hate N eu Gh NG aT HENS? GOT FEN: 
PIls=6 00/3205 NE WIT NEV GE 373 : 
BE ORV Ss Sie ST RP a MINT Fie 1 ED. "BEGIN' N2:=N+1] 3 
eR PS SbF STEP 1 SUNTILT 4 YOO" REGIN’? 
LAF" ANAF OU. 'OR*.¢N'/7°2)*2: SEQ" NA THEN'® BEGIN’ 
ACTI3=4.0*13° XCII2=PI*¥LNCXLILID“ZE +053 
“END FP ELSE XE LISI EE oD 3 "END' LUUPS 
NEWLINE C1)3 PRINT(P3056)3 SPACEC4)3 PRENT(Qs006)3 
WRITETEXTC' C'ORIGINZISZSHIFTED')')$ NEWLINEC1)3 
HGPLOT ¢P3Q3;054)3 

"IF" ANAFOU 'AND' NG "EQ" 7 "THEN' 'BEGIN® 
POR? Tis) "STEPS 1 UNTIL mM. *pO*. "BEGIN! 
TER Po Nahe? “THEN 2YCL} esUe0y3 
TE EAN EQ! ‘THEN °VC-PAtEAt 3s 
IF Wo Ee TTHEM! YEP 7 s2R C4 J2 
oie eNOS EO! eLHENG NG ieee =F cores 
oer 8B "THEN’: YO1EJ2=ZC113 
nak ON TED? "THEN® -YC1I*%=SC1}3 
fEND* "END" "EESE® o*BEGIN® 

es 
O
D
U
 
R
O
W



2K ok ok 

POUR bre. Steps Loo sUN ad be 
YCIJ:=READ3 
“IF' ANAFQU "QR? CNEZTO) #2 
YCIIJ:=ARSCYEI 
SEE Mie 

SV ULISSL Neyer) 

J)3 

" 0+00001 "THEN 
7C3 

eM (D0 A. BEGIN" 

"EQ' N "THEN' ‘BEGIN? 

PAP? ABSEYET35 (GTS °5'°0° *THEN® YUl ds CS OE Te? GT 
2END' “ELSE 
PRINT CY£1I3056)3 
"END* CONDIT 
HGPLINE CX; Y5™ 

" 260 ‘THEN? 
YCTI:=4.0*YC1 

VET T=2 20 

UES 2A oils 5 

"END 3 
IONS NEWLINE C1 )3 
2 Los 

"IF" ANAFOU 'QR* CN AO) £D 
"AND" K 'EQ! 
Pele 3 Tel ees 

Ps=X{I]3 Q: 
HGPDASHLN(P, - 
"END" DASHING 

Le EHEN Ts * BRE 
TEP eeu Nip: 

=YET 13 

53°05PsQ50 -0)3 
. 
2 

"IF' ANAFQU ‘OR! CNA 2) +2 HGPAXISV(0.05 
HGPLIGAXIS(O.« 
"END' ‘ELSE' 
HGPAXISVCO 03 
HGPAXISV(O +03 
"END' AXISPLO 
HGPRECT(-0.5; 
Piel ak hy 
HGPLOT(O.050. 
NEWLINE C1) 
WRITETEXTC'C! 
ht da te Bee 
HGPRECT(-2.5, 
HGPLOT (0.050. 
NEWLINE C1) 3 
WRITETEXTC'C! 
Rit Desay 
HGPLOT (0 -050.% 
NEWLINE C1) 5 
WRITETEXTC'C! 
a ea te 
HGPRECT(-2.5, 
HGPLIT(O +050. 
NEWLINE CL) 5 

"BEGIN * 

<5 aes CW sila) 5 Bie 

TS *0eCV52055- 

T ‘END * “KLOOP 
MO 316 > [s'Sic Dis 

HEN* *BEGIN® 
03350) 3 K3=] 
PRINT ¢P5026)3 
UJRIGINZISZSHI 

HEN' "BEGIN! 

F.0'©D s4lif lis PO 

0 3'3.5.02)73 K:=] 
PRINT (P3056)3 
URIGINZISZSHI 

HEN" *BEGIN’ 

O33 30 0:3 Ke=4 

PRINT (P3056) 
URIGINZISZSHI 

HEN* "BEGIN! 

moO eo TO 91D. 

02330)3 Ks3= 
PRINT (P3036) 3 

G7 

IN’ 

YCTIJ:=0 -000013 

=SIGNCYLII)*5.03 

MOOSE I BEG ING 

Penp. 3 

'EQL NN ULPHE NN "BEGIN'. 
7320 2V21355 20590 60550 05-10-51 +002)3 
02-5 0 sWs-1458.050-05154) 

020 +050-051650-8352); 
0290 +05-0.2 

D8 3'3))5 is 

$ P3=0-03 
SPAGEC4)3 

PEED OS 8 

050 -053)3 

oe Sel Ale (as 
SPACE(4)3 

Fae wo) 

3 Pose Osa (cs 

SPACE (4)3 

RPE BE) © )¢3 

050 -053)3 

3 beet) 5 
SPACE (4) 3 

WRITETEXTC' C*ORIGINZISZSHIFTED')')3 
ae ds eS. SP HEN" "BEGIN" 
HGPRECT €-2 655-6 655625512050 «0 53)5 
HGPLOT (0.050. 
NEWLINE C1)3 
WRITETEXTC* c* 
cee i ETE Oe 
HGPRECT(-2.5, 
SIF NG *GE* 
HGPLOT(O.050. 

c= Tete 0:3 
FT N's 
NEWLINE (1)3 
WRITETEXTC('C¢? 
CLOSEPLOTs 

05830.) K3=1] 
PRINT (CPs056)3 
ORIGINZISZSHI 

3 P2=-14.0 
SPACE (4)3 
Pee ya das 

“THEN' "GOTO" AGAIN; 
6 eS) Gre yet 6) x08 Os 303 

8 "AND" NG 'GT'.N ‘THEN® 
Ur si3is.1)'D.3 

20+251.052) 

ee el ss 

Q:=8.53 

PRENECOGO 9G) 
NEWLINEC1)3 "‘END's 

G3 => 85s 
PRINT (Q3036)3 

NEWLINEC1)3 "END's 

Q3=8.-53 

BRAUNECOs036):s 

NEWLINE C1)3 “END's 

Q:=9.03 

PRINT (Q2056)3 
NEWLINEC1)3 "END'; 

5 Q:=0.03 

PRINT (6Q3056)3 

NEWLINE (1)3 TEND? 

'BEGIN® 

Q3=-18.03 "GOTO" BIG "END"; 

PRINTE CRs0s6 ¥ $3 
ORIGINZISZSHI 

“END * 3 

SPACE(4)3 
PED Ot yes 

PRINTECOS 0s 6:3 
NEWLINEC1)3 

"END-":3
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Linear Spectrum of a computer generated sequence of 

numbers with Markovian properties. Sequencen was 

generated by program GENERATE,analyzed by program 

COHERENCE(AUTO=TRUE) and desplayed by program SPECTR- 

PLOT
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PROGRAM ANALYSIS 

.'BEGIN! , 
ANTEGRR! Sh IT J, Ole LM, My DUM, K,< MPs 
'REAL' PI, THETA, ANGLE, DANGLE; 
"BOOLEAN! ODD; 
‘COMMENT ! 
FROM THE EXPERIMENTAL POWER DENSITY DATA POINTS, COEFFICIENTS 
OF THE CORRESPONDING MEROMORPHIC FUNCTION IS OBTAINED, BASED 
ON THE WIENER LEE METHOD AND CHEBYSHEV POLYNOMIALS APPROXIMATION; 
PT :=44,0*ARCTAN(1.0) 3 N:=128; 
Ms=19; K:=18; 
PAPERTHROW; 

'BEGIN! 

ating eat Clo: SE TEMPOl[O: (K+1) J, rempelo: ed 
TEMP1[o: (K+1) ] ,reMP3(0: (K+1) ],aLPHAlO:K) ,BRTALO:K ; 

FREQLO:N], PSPECTR[O:N], errem: SPECTRI1: Md, YARLO:M,O:M]; 

"PROCEDURE! BINCOEF(C,N,V) + 
'INTEGER' V,N; ‘ARRAY! C; 
'BEGIN! ‘ayiagen | Ty; 
tarray! Tilo:n], veld: Nd; 
'COMMENT! 
THIS PROCEDURE COMPUTES BINARY COEFFICIENTS OF AN N ORDER 
POLYNOMIAL, BASED ON THE PASCAL TRIANGLE MBTHOD.THIS PROCEDURE 

IS USED AS A SUBROUTINE FOR ANOTHER PROCEDURE (PREPARE) ; 
Teun) sO topepe-i SUNT EEN: ' DO! Cli ls=8e0s 
'IF' N 'Le! 4 'THEN' ‘GOTO! BRIN; 
pilol=?1l1) 5=1.03 
'FOR' I:=2 'SveP!’ 1 'UNTIL' N 'pO! BEGIN! 
'FOR' J:=1 'STEP! 1 "UNTIL! I-1 'po! 
Telo)s=T1[s-1] + Tilg]; Telr):=1.0; 
'rOR! J:=1 STEP! 1 'UNTIL' I 'po! migl:=telz); 'END! ; 
HOR Jeet ocee A UNTIL Np! CLs) seTol sr): 
BRIN; 'IF' v mt O 'THEN!' 'BEGIN' T:=(N'/!2)%2; 
'IF' T 'NE' N 'THEN' T:=N 'RLSE! I:=Ne1; 
ean’ Ji=t 'Sterts 2 'oupit gp choj:=.cl7])+ 
VgeeV..tEND' 3° .. END! PROG; 

"PROCEDURE! ACOEF(A,N,B); 
NINTEGER' Ns; ‘ARRAY! A,B; 

'BEGIN' 'ARRAY' YAR[O:N,O:N]; 
FORMAR (YAR,N) $ TRANSF (A, YAR,B,N); 

* VENDA PROG: 

"PROCEDURE! FORMAR(YAR,N); 
'INTEGER' N;_ 'ARRAY' YAR; 
'BEGIN' ‘INTEGER! Levis I



'INTREGER' N; 'ARRAY! A,YAR,B; 
IBEGIN' ‘INTEGER! I,J; 
I'TOR' I:=0 'STEP' 1 'UNTIL' N 'DO! 'BEGIN! 
BLI]:=0,0; 'FOR' J:=0 "STEP' 1 'UNTIL' N 'DO! 
Bltl:=Blr] + vaR(t,s]*alg]; ‘END! ILOOP; 'END' PROC; 

'PROCEDURE! BCOEF(A,N,B); 
'INTEGER' N;  'ARRAY' A,B; 
'BEGIN' tTARRAY' YARLO:N,O:N]; 
PREPAR(YAR,N); TRANSF(A, YAR,B,N) 3 'END! PROC; 

'PROCEDURE! COSCOEFF(N,M,FI, SPECTR, CORFF,EREUR,MIl,PT) s 
IVALUE' N, M, EREUR; 
'INTEGER' N, M, MT; 

'REAL! EREUR, PI; 
'ARRAY! FI, SPECTR, COEFF; 
‘BEGIN! 
(INTEGER! I, J, JJ; 
(REAL! SUM, SUM1,SUM2,SUM3,ALPHA,BETA, GAMMA, 
DELTA, ETA, U,V, PLNOM, MEAN, ERR, EST, FMAX, W; 
taRRAY' Alo: (it+1) 1], BlosM]; 
‘COMMENT! 
TRIS PROCEDURE (HUNTER , 1967) APPROXIMATES A FUNCTION BY COSINE 

SERIES OF PERIOD 2*PI,FROM VALUES SPECIFIED NOT NECESSART LLY 

FQUALLY SPACED IN THE RANGE Q~2*PI,THE INPUT PARAMETERS ARE 

N NUMBER OF FUNCTION VALUES GIVEN 

M ORDER OF FUNCTION VALUES GIVEN 

SPECTR KNOWN DISCRETE VALUES OF POWER DENSITY SPECTRUM AT 

FREQUENCIES FI. 
FI NINETEEN FREQUENCIES,WHICH ARE CHOSEN TO BE ALMOST EQUALLY 

SPACED IN THE ANGLE DOMAIN (SEE P. 53) 
NORMALLY MP=M, BUT PROVISION IS INCLUDED TO CALCULATE FEWER 

HARMONICS IF ROUNDING ERROR BEGIN TO ACCUNULATE ( CLENSHAW) 

ERREUR IS THE PERMISSIBLE ERROR IN FITTING BY ORTHOGONAL 

POLYNOMIALS (WATT) 

CORFF ARE COSINE COEFFICIENTS COMPUTED TO FIT KNOWN SPECTRUM 

TRANSFERRED TO THE ANGLE DOMAIN; 

MPs=03 
ALMt1 1:=ALPHA:=EST:=0.03 
BETA: =SUM3 :=MEAN:=1.03 
ipOR' I:=0 'STEP' 1 'UNTIL' M 'DO! 
COEFF[I]:=0.0; 
(FOR! I:=0 'STEP' 1 'UNTIL' M 'Do! 
'BEGIN! 
B[T]:=al 1] :=0.0; 
'END's 
BlO]:==-1.03 
AGAIN: ETA:=0.03 
IFOR! I:=0 'STEP' 1 'UNTIL' MT 'DO' 
'BEGIN! 
'TF' TI = 0 ' THEN! 
'BEGIN! 
DELTA:=Al1] + alIt1] - BETA*BIT] - ALPHA*ALI]; 

'coTo! SKIP 'END!; 
DELTA:=B(T=1] + ALI+1] - BETA*B[T]- ALPHA*A[T];



'FOR' I:=0 'STEP' 1 'UNTIL' N 'DO' 'BEGIN! 
'rOR' J:=0 'STEP' 1 ‘UNTIL' N 'po! 
YAR[I,J]:=0.0; 'END' ILOOP; 

LS bes Ses ome = 1s 
L133: J2=J + 13 
Re Ji~¥io trQ! J PTHeN! ‘BEGIN! 
YAR[O,7]:=1.0*I;  I:==I 
‘END! LELSE! 'BEGIN! 
YAR(1,J7]:=K*J;  K:=-K 'END!'; 
‘tet 3} inp! oN’ MpHEN! 'GOTO! L13; 
YAR[O,0]:=1.0; 

'FOR' I:=2 'STEP' 1 'UNTIL' N 'DO! ' BEGIN! 
'rOR' J:=I 'STEP' 1 'UNTIL' N 'po! 
YAR[I,J]:=2.0*YAR[I#1,J=1]-YAR[I,J-2]; 'END'; 
"ND! PROC; 

'PROCEDURE' POLMULT(A,B,C,M1,M2); 
'INTEGER' M1,M2;  'ARRAY' A,B,C; 
IBEGIN' “INTEGER! T,J,M12,Id0; M12:=M1+Me2; 
'COMMENT! 
THIS PROCEDURE IS A SUBROUTINE FOR POLYNOMIAL MULLIPLICATION 
USED FOR ANOTHER SUBROUTINE(PREPARE) ; 
'FOR' I:=0 'STEP' 1 'UNTTL'! M12 'po' Clt]:=0. 0; 
'FOR' I:=0 'STEP' 1 'UNTIL' M1 'pDo! 'BEGIN! 
'FOR' J:=0 'STEP! 1 'UNTIL' m2 'po! 'BEGIN! 
IJ:=1+5; cClig]:=clrz] + alrlesls 
'END' ILOOP; ‘END! JLOOP; 'END! PROC; 

'PROCEDURE! PREPAR(YAR,N) ; 
'INTEGER' N; "ARRAY! YAR; 
'BEGIN' 'INTEGER' I,J;  'array' alo:n],Blo:n],clo: Ae 
‘COMMENT! 
THIS PROCEDURE (SEE P, 52) GENERATES TERMS IN MATRIX YAR WHICH 
IS USED TO TRANSFORM ALPHA COEFFICIENTS (HYPERGEOMETRIC FUNCTION) 
T0 BETA COBFPICLBNTS ( HEROMORPHTC FUNCTION) 3 
'FOR' Js:=0 'STEP' 1 'UNTIL' N 'DO' 'BEGIN! 
'FOR' I:=0 'STEP! 1 'UNPIL' N 'DO! 'BEGIN! 
ALT): ee =C[I]:=0.0; 'END!' 5 
‘TF! y 'nq! N 'tHen' alol:=1.0 'ELSE' 'BEGIN! 
BINCORR (a, NeJ,1) ‘'END!; 
(TF! J 'mQ' oO 'THEN' Blo]:=1.0 'ELSE! 
'BEGIN! BINCOEF(B, J,~1) 'END!; 
POLMULT(A,B,C,NeJ,J)$ : 
FOR! I:=0 isrep'’7 funrrL! w 'po! YyAR[I,J]:=c(z]; 

‘END! JLOOP; 'END! PROC; : 

'PROCEDURE! TRANSF(A,YAR,B,N);



skip: Bli]:=a[z]; 
ALT]:=DELTA; DELTA:=ABS(DELTA) ; 
'TF! DELTA > ETA 'THEN' ETA:=DELTA 

'END!; 
SUM1:=SUM2:=DELTA!:=ERR:=0.03 
'FOR!' I:=1 'STEP!' 1 'UNTIL' N 'po! 
(BEGIN! 

“GAMMA: =2xcos(Fr[1]); 
‘TF! wt =o ' THEN! 
‘BEGIN! 
PLNOM:=0.5; 'GOTO' EVALUATE 

"END! 
U:=V:=0.0; 
tron! J:=MT ‘step! (-1) 'unrrL' 1 'po! 
‘BEGIN! 
W:=GAMMA*U =» vV + Alo]; 
ws? Ue Ws 

"END! s 
SUM:=1.03 
PLNOM:=0.5%(U*GAMMA + A[o]) - V; 
EVALUATE: 
w:='tr! Fr[r] 'kQ' o 'or! FI[I] 'EQ' PI 
'THEN' 0,5 'ELSE' 1.03 
DELPA:=DELTA + W*PLNOM:SPECTRITI; 
'TF! MT > O 'THEN! ERR:=ERR + W*PLNOM*MEAN*SUM; 
PLNOM: =W*PLNOMT2$ 
SUM1:=SUM1 + GAMMA*PLNOM; 
SUM2:=SUM2 + PLNOM 

'END! ; 
‘TR! RST > EREUR 'THEN!' 'GOTO! FIN; . 
ESTs=EST + ETA*ABS (ERR) /SUM2; 
ALPHA:= SUM1/SUM2; BETA:=SUM2/SUM3; 
DELTA:=DELTA/SUM2; SUMB:=SUM2; 
'roR' I:=O0 'STEP' 1 'UNTIL' MT 'DO! 
corrF(I}:=coEFF[1I] + DELTA*A[TI]; 
MIPs=MT..+ 13 

itr! MT 'Le' M 'PHEN!' 'GOTO! AGAIN; 
FIN: MP:=MT = 1; 

'END!; 

eis aOs WORK: 
M:=19; K:=18; JJ:=0; 
PI:=4oxaRCTAN(1.0); -N:=128; 

IIs=II + 1; NEWLINE(1); 
'FOR' J:=O 'STEP' 1 'UNTIL' N 'NO! 'BEGIN' 
THETA:=J3; PSPECTR[J]:= READ; 'END! 

ALPHALO]:=PsPectR[O]; BETA[O]:=0.0; 
IFOR' J2=1,2,3,4, 5565738510, 12, 14,175 21,27 537 556,114 ‘DO! 
'BEGIN! 
Jats. oF Ps
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BETA[ JI ]:=2.0*ARCTAN 5/10) 5 
ALPHAL Ja ]:=PSPzCcTRL JI: 
'END!s 

BETA[K]:=PI; 
ALPHALK] :=PSPECTRIN]; 

IPOR! Jg:=1 'STEP! 1 'UNTIL' mM ‘Do! 
'BEGIN! : 
FIlg]:=Betalse1]; 
spectR( J]: =ALPHALT=1]s 
TEND! 

K:=18; 

COSCOEFF(M,K,FI,SPECTR,C,0.00001,MT,PI) ; 

'FOR! ie Iopep! 4 'uNTIL' 18 'DO! 'BEGIN! 
meMP1(T]:=Tembelt]:=remP3lr]:=0.0; 
tewpolt]:=aLPHALIJ:=8ETALI]:=0.0; 'END'; 

ACOEF (C,K, ALPHA) ; 

ee. 
JJ2=0; 

NEWLINE(1); . SPACE(2); 
WRETETEXT (1 (1 SPECTRUMSANALYSISZNO!)') 3 
SPACE(2):  PRINT(IT,2,0); NEWLINEO )s 
NEWLINE(1);  SPACE(2 
WRITETEXT ( (| POWERADESTTYSSPECTRUM! ) ! ); 
NEWLINE (1) 
WRITETEXT ( 
SPACE(12); 

WRITETEXT (! yeeros tent rie 
SPACE(2) ; 
ee ae (' COSINESCOEFFICIENTS')'); 
SPACE (4) ; 
WRITETEXT('('ALPHA')') 5 
SPACE(12) 5 
IRITETEXT(' (BETA!) ') 
‘pOR? °Te=0: “STEP!” T! 

1); 

m
e
 

—
w
e
 

('ORDER')!'); 

3 

UNTIL’ M=1 'DO! 
'BEGIN! 
NEWLINE ( 
PRINT(T,2,0);  _SPACE(9); 
PRINT psraorktt], 0,6)3 

  

SPACE 
‘TP! i 4h K 'PHEN' 'GOTO' OVER; 
epinrates) 
SPACE(2); PRInT(c[I],0,6); 
SPACE ' ; cane faupealt), 0,6); 
SPACE(2); PRINT et ,0)3 
aw END 5 

(TR ‘prt 6 'PHEN' 'GOTO' WORK; 

'END!; 
NEWLINE(10) 3 
'END! 5



a1 as 

NEWLINE C1)3.% SPACE (2)3°- 
WRITETEXT (' C'SPECTRUMZANALYSIS'*)')3 
NEWLINEC1)3  SPACEC(2)3 
WRITETEXT C* C'POWERZDENS IT YZSPECTRUM' ) "93 
NEWLINE C1) )3 i 
WRITETEXTC' C'ORDER')*)3 
SPACE (12)3 
WRITETEXT C' C'SPECTRUMZVALUE')"')3 

SPACE (2)3 : 
WRITETEXT C' C'COSINEZCUEFFICIENTS')')3 
SPACE (4)3 : 
WRITETEXTC"' C'ALPHA')")3 
SPACE (12)3 
WRITETEXTC' C'BETA')'); : 
ue? Les0 STEERS 1 UNTIL M-k pat 
"BEGIN' 
NEWLINE C13 
PRINTCI3250)3 SPACE(9)3$ 

- PRINT (PSPECTRI115026)3 
SPACE (4)3 ; 
Sah 1 GE Ke ATHENY GOTT UVERs 
PRINTCH(26)3 °° 
SRAGCE CO.):s PRINT CCLII3036)3 
SPACE (2) 3. PRINT CALPHALIIJ3056)3- 

: SPACECO) 3". PRINT CBETACI15056)3 : \ 
OVER: SEND .3 
Wan aks he "THEN' "GUTUO" WORKS 

PEND tas 

NEWETLNE €10 3 

LENDY3 \ 
"ORK KK : 

‘ at 

e 

1: 

' } ' 

* 

! 1 

: 

e
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PROGRAM NYOUTS1 

'PEGIN' 
TPRUCHDURE SEMPLECAs Bs .UsMa No Ths WMINS 4, MAXs SCALE» OUT D3 
"VAL, UE AA» t's Cs Mo N 3 TOENT E.G Big Nes Nis ET's LUT S 

"REALS WMINe WMAX»s SCALES 

WARHOY 2 A5 is Gs 

“EGAN * 

LENT RGIION: 15 lis! JOS 

SECRET if FATTO, PR LlswMIDs XMs XNsYMs YN» VUALswWsMNs MMs LOGCS 

VORROY,) AM CaN le ADC SN 13 

Ts=f3 FATIOsS=\MIN/WMAX 5 

"Tee SPATE Sie. MOON O00) “TREN ‘BEGIN! 
RATTOsHENeNANNHNOLS whIDs=VUMAxX710000- 03 
WMIN< =VUMI-D/ 1000-0203 
* GOREN * 49k Lp UND! 
RATIO: =WMAK/WMING PT: sSORTCEATTE) s 
WMIPD? =SOQRTCUMAX*WMINDS 
WMAXS=SPI2WMID3 wWMINe =uMID/PI3 
SKIP: 
SPACEC&)3 
WELTER VERGO LOWESTZRADIANZFERECUBRNCG YY! ) 2 Y3 
SFACE(8)3 Ree 

ee oe ee EOE ECURNG Yauco ss 
PACECS)3 

GETURTRS 1 C* C'WARINUAZLADLAN#FERGURNCY 1995 
NEWLINE (C1)35 SPACE(16)3 
PHEINT CWMIN’ 0536)5 SPACEC16)3 
PRINICWMIDs 036) 3: SPACKCIG) 3 
PPRINTCEUMAXs 0136)3. ~SPACECI6)3 
SCAL HS he AMIS uMI De S41 0: $ 
WMINGSVMINESCALE UMAX 3 =WMAX* SCALE $ 
SGA: =4< OSC Ald: 
NEVLINEC1)3 SPACEC16)3 = 

gee orto SFACKC16)3 
LINTCWMIDs 056)3. SPACEC16)3 

Pee cis MAX of OD > 

Bt RE er CO CONIA TA ey yy 
ree OMRON Le! 
s=)eN T3 

ke SeRMINS dees) 

NEA TALE CG) 32e"S PACKCG)3 MUR 1G Clb Peo ets 
i 

' 

La
 

eo
 

“e
e 

del, EC LG ae AT 2A. ys 

PLEATS UCVEMAGTINARY APART 3) fu; 

SPEC Cape 

Milo ye eG AGN T PUD: e835 

SPACE G43 

Wish Te TBALCY CURATPANZR HASH 35-5 

eer OL Diy 

Mop Re Te! CAMA GM Phi TN Lhe et. 

ACK C4); : 

PTE TELCO! OPIN ZION Y bi Gib Sel yate 7s 

IGC3 SPN A/LNC IN. 1Y5 

JAS R
a
e
 

es
 

R
e
t
 
U
S
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eRe DE Gas RAT DOE ieee COTO! BTN 

PERS. GT) BOS tS BA ores b Cle COTE be0 3 

PHLOv tee PEGINGS SKIGwC Tami POT 4:3 : 

WRITETEX TC YC SDUICATAPT foc) 3 NEWLINE C1)3 

RUNOOT; OUT: =4.n END 3 

"FORT VALS =1-4150535455365%510 eigthiess URE GaN, 

Psi Ute > 

ROR! Poss CS LEP SeeeUN Tike. “DLs VESh.G TNE 

AMC JIJIJ:=COCIJ] - ACI] kWaWs "END* 

OP OR oJ Weob bP) WAL ene CDi)! *REGIN' 

ADC JIS=COM+d] - ACM+I]#wxt 3 "ENDS 

AMS SAMO I TS YMP=EC1T TU MMs SAMs 

PREG Jed Br bok YL = 12 Di! SBEGIN' 

AMe =CMMAAMC IAL 2 os YM*eWe BE J+1 15 

YM2=CYMAAMEI+1] + MM*WeETI+11)3 

MS=AM5 "END" 

ZN =4D0175 YNtShCM+1 dew MNS =XNS 3 

SRO chee Von Se loo ONS been av) © TBEGIN? 

ANTSCMN*4SDC J+t1) - YNeWeROM4+I+19)5 

YN2=CYN*ADE Iti] + MN*¥W#eBOM+J0+117)3 

   
  

MN3=SKNG : PEN D5 

MMS =XM*¥AN + YMEYNG MNS =SXN#eAN + YNKYNS 

wh I D2=MM/MNS MMS =YM*XN = YN*KMS 

YMs=MMN/MN S$ AM: =WMIDs 

AN? =SORT CXM*XM. 4: YMAY™) 3 

YN’ =ARCTANCYM/KM) $ 

MM:=LOGC#LNCOZXN) $s MN3=180-0*YN¥PI3 

NEWLINE-GI) 3 SEACH C1 > PRINTCWs056)5 

PEINTCXMs 1s 6)3 SPACECI)3 

PRINT CYMs 1s 6)5 SPACE G41)3 

PRINT GAN> 05 6) 3 SPACHC1 3 

PRINT GYN 50's 65 SFAGH GI 3 

PHRINTGMMs 1s 623 SPACEC1)3 

PHEINTOMNs 156)3 “SPACE CID: 

   

'"END' VALLOOPs 
TIs=1 IKI WMINS=t3 
Wee GU Te! Bios: dee CE Pe ae 3 eer eee ae’ Pees DAE! 
NEWLINE GIOS “OW RTPE TERT OC’ C" PRR EZHO DAR EO tt) 3: 
SPACHC4A) 3... PRINTCEMING 05 693 POT SS 215507 EN es 
PR WV MEN or alee coal iter oct oe eer? ea eel Ls les 

bINS NEWLINE CA 2)5 

PRIN CTT Oa )O a2 OPAC MC 8 PRIN Oa Tile Po 13 
PEINTCSCALEs 05 6)3 *END* — PELICSIMFLS
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“EN TEGRE*  MaNaNMs Coded Ts 

"REAL" WMINSWM4K>s SCALES 

M3 =BEADs Ne=hkADs Jr=0s OUT: SREADS 

NCS SN oe M3 Il:=03 

ESB ae: 

VATROAY * ALL ONY Js PeRo NM? CC is Wels 

NEVLINEC?T)s SPACEC1 Ns 

RETDTERTERTCe CC NOMINATORACORERPTGIENTS.*2 9° 23 

(Oh Lite Pod Fie? tee! UNL Bin Me © DO SRBEGIN.: 

NEWLINE CE) 5 SPACE 29:5 

Te Sete st ls PRINEL CIC s 2o.0-25 SFACEC4)3 

She ee a tele RCN ae BG Tae 

WEETELERT CG DENUMINGA TORACORERPLGIENTS£ dit 3 

TIls=-Ns5 

NEWLINE CE) 3 SRACEC 2) > 

PELE CRI 1-2 out)> SPACKC4).5 

    

"ENDS 

ACTI]:=READ; PHANT CAC Ts 0s 6) SFACEC4)3 

BOT IS=khhaADs PRINTCPLII,0,6)3 SPACE 493 

GOPrv=KEADs BRIN T CGI Is05-6) > SPACE C 4)5 

"ENDS 

iv s=hRADS VMAX sSSHEADs 

NEWLINEGI 3 SPACHEC?2) > 

IMPLE C4, Ps Cs MoNs TI ow MINe WwMAX» SCALE s 001) 5 

NEWEINE Glos SPAGH, Ces 

SPACEC1IA3 PRINTCWUMINS 056)5 

SRPAGH C1) 3 PEINTCWMAX > 1s 695 

COND. ; 

SRPOCE C45 

VETTETEXTO' C"NYQUTLST 7ANDZBODEZCOMPUTATIUNT) "93 

WHI ee UG Es 
sek ok i *
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PRUGRAM SCANNING 

‘BEGIN’ 

" CUMMEDN T8252 2 2 2 Fe 2 oo OK 2 RK OK OK RK OK OR OOO KK KKK OK KOK KK 
THIS PRUGRAM CUMPUTES THE RUUT LOCUS OF A KNOWN UPEN LOOP 
TRANSFER FUNCTIUN-TRANSFER FUNCTION SHOULD BE EXPRESSED AS THE 
PRUDUCT UF QUADRATICS IN ITS NUMINATUR AND DENOMINATOR. 
Bir URB’ READING = -THIS DATA LAND M MUST:<BE SPECIFIED» LT eke 

THE NUMBER UF QUADRATICS IN THE DENOMINATOR AS WELL AS IN THE 
NUMINATUR:e THE CUMPLEX PLANE IS THEN SCANNED FROM XPOZ TO XEND 
CWHICH: SHOULD, BE SPECIFIED°“AS POSITIVE) IN STEPS“UF DX-IN THE 
Y DIRECTIUNCIMGINARY) JMAX DEFINES THE NUMBER OF STEPS TAKEN 
IN INCREMENTS UF 0-4 UF FREQUENCY UNITS-FUOR EACH POINT ON THE 
THE RUOT LOCUS GAIN VALUE IS CUMPUTED AND OUTPUTED AFTER COR- 
RESPUNDING CUURDINATE VALUES © 22% 2K KKK RK OK ROR RR ORK RK KKK OK S 

‘INTEGER! JN» Ms Ls JMAXsZXs ML» JK 

TREAL SS hee Zoe Pus *BUULEAN' PUZ3 

*PROCEDURE' OLTF CAs BsCsXsYsRFsoIFs DEN> lXsL5M) 3 

"ALES a Mates “REAL OKs “INTEGRRG: Mol: IX 3 

"ARRAY' As BsCsRFs IFs DENS Y3 

*BEGIN' TOMO M Rs 1 x5 

"REAL® PsRsZsWsOZsW1sW25Z215Z25D3 

ROR Te =( set VDU" 7 BEG IW 

Ws=leQ5 Z3=06«035 

MPR ee eer ST Pat FUN! Mid eS DU BEGIN 

D:=ACJI] + BLJUI*X3 Ps=W5 

OS s5D) FCxEX —" VIEIRA IXY CIXI XC I> 

Rs=2-O0*X*YCIXI*COJI + YCIXI*BCJI3 

Wes=W*QZ - 2*R5 Z2=Z*QZ + P¥RS "END' > 

CIPeC E EQT Gs! THEN 4 BEG LN “ 
WitkWs, Zig= ‘END' ‘ELSE’ ‘BEGIN' . 
WossW>. LGosee. “END! s “END? -1LUOP > 

DENCIAXJ]:=Wwe*xwe + Ze*Zes 

RFCIXIJ]:=Wl*we + 21*Z723 

IFCIAJ3=Z1*We --W1*Zas “ENDS RoC. 

'CUMMENT 8 ARGO ORCC HOO OO IC aK i ak ak 

PROCEDURE ULTF: COMPUTES THE REAL AND IMAGINARY PARTS OF THE 

UPEN LUUP TRANSFER FUNCT IUN 0 262228 22K KOR RRR RK ORR KK 3 

*"PROCEDURE*  ROUTSCCs Bs As xs Y25 

REAL" Gas As Xor3) BEGIN: ‘REARS’ DISC> DEN: 

be ONE 0% SohRN (UB BOTN ¢ 

DENS =1/02*C) 3° DISC3=B*B - 4*A*CS 

oP Se DISC NEw Lan te BEGINS 

EDP OG eles THEN! BE GiLN! 

DISC:=SORTCDISC)$ X:=-B/DEN + DISC/DENs Y2=0 

MND) Omi s BEGUN: Asa-B/DENS. “Ys =SORTC<DISe)s 

Ys=Y/DEN POND aN END? Ub oh wes eGoLnN « 

X3=-A/BS Y:=Q9 *END' 3 PEND RRUCS



any 

"CUMMEN T "3a OR RRR A OK OK RIOR CK OK GC KOK aR kok ok kak ka ak 

PRUGRAM STARTS BY READING DATA 2k RR RR RK RRR RK OK 3 
Spun INPULGC3A 5 

NEWLINEC1)35 WRTEPEX TCE CUENDUPTADATA® 34) 3 

Ms=READs; *=READs JMAX 3 =HREADS TUL? =READ; 
NEWLENECINS.  WRITETEX TCG" M=")993 9 PRINTCMs 25003 

SPACEC4)5 WRETE TEA TC UC Lt) 5 PRINT CEs 25095 

SPACEC4)>3 WRITE EBA TC LC TOL se sPRINTCTULSs 056 2:5 

Mise eh ob 13) nse OMAK + Ts (2k ea Os 

"BEGIN YU INTEGER ds Kel ko "REAL" QX»sZZs»XPOZ»DX»XENDs>» 

CJs BJs Ads 

‘ARRAY ACT sMbIo Bete Mids CE ls Migs VE12 2) » Ve 

Y¥C1°32)5REAC 132), 1IMAC1:22),ADENC 12215 

XPUZ3=READ$ DX:8=READ$3 XEND?:=READS : 

DPACEC4)3> WRITETEXTC’ C°XEND=")°.) 3° PRINTCXENDs 0335 

NEWLINEC3)3 WRITETEXTC'C'DENUMINATURZCUOEFFICIENTS’)')3 

NEWLINEC1)53 

*FOR* Plo Sheet UNL Mie Dt | BEGIN” 

ACJJ?=READ3 BCJIJ:=READS ClJI]:=READ; JK:=READ3 

AJ?=ACJI3 Budt=BCJIs CJ2=ClJI3. 

The Keene OOS THEN! Be GUN 

AJ:=AJ/CJU3 BJUt=BJ/CJs Zt=BJUs XKs=AdJ3 

ACJJ:=AJ*AJU + BU¥BUS CU2=CCJ]3=15 BEJI:=2*AJ 

END’. “ELSES RUOTS(CJs Bus Ads X%5.2Z295 

* CUMMENN T 8 2 ak ok oo KK a a ig 2k 2k ook ok kk a gk ok ok kok a ROK OK a a aR a ok ok ok ok ok 

QUADRATIC TERMS ARE UF THE FURM CA+B*S+C*St2) 

UR BAPRESSED IN. PARTLTIONED FORM, Iek. AS THE: PRODUCT 

CC#*¥S+tA+JU*B) *CC#¥S+A-J*B) s WHEN BUTH TERMS ARE COUNTED 

AS UNE QUADRATIC TERMsFUR THE LATTER.CASE JK <  Q6 

THERE URE BEFORE VALUES. UD AsBs AND C. ARE USED IN. THE 

PRUCEDURE ULTF »THEY MUST BE RECALCULATED INTO PROPER 
QUADRATIC CUEFPFICIENTS x 2&2 2 > 8 2 2 2 2 2 RR KR OK KK KKK OK § 

MeO Oo M1 THB es BEGLNS 

NEWLINEC1)3 WHITETEXTC' ©" DENUMINATURZCUEFFICIENTS')'")3$ 

NEWLINEC3).3. WRITETEXTC’ C°NOMINATORZCOEFFICIENTS')*)3 

NEWLINEC1) LENDS 3 

NEWLINEC1)3 PRINTCACJ]5056)5 PRINTCBEJ],0596)53 

PRINTCCCJUIJ5056)3 SPACEC20)5 

WRAL TiC GV REALZRUGTY)* 03. BRINTCKs 0 >.6 95 

SPACECS)3: WRITETEXTC’ (C' IMAGINARYZROOT® )* )3 

PRINTCZs056)3 "END' READ; 

PAPERTHROW 5 

WOR AGHA P Ue STEP aDe sv UNTIL “= XENDs DO*: ' BEGIN® 

Akeaen Holes: VCLISCSYC1LIS=0<05. 223 =—t< 05 

ULTF CAs Bs Cs Xs Ys REAs TMA» ADEN 15L5M)5 

tae ORNL II PLT". FOUC82 AND REAL II AL Tt 09,0 

ELH EN? {BEGIN 222.3 = 0 ts 

NEWLINEC1)3  PRINTCZX%s330)35.° PRINTCXs251)3 

PRINT CVE) 22> G0 SPRIDET CZ Gn) 5 693 “ENDS
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“YE ADENT A’ SGE? Po tGe5) *AND* REACT) 2 LE * 00:0 
UTHENG “PBR GIN? Z2Z2=-REACLI/SADENEC 113 

NEWLINE C1.3> PRINT CZX5 35:00 3. 9PRINT(C Xs 25°15 

PRIN TCE Nis2s 305.0 PRINT CZZs.036.3 PEND 13 

Viele Cite arb + Se 0x TOL 

"FOR: JK2=1.."STEP® { *UNTIL*® JMAX ‘DO’. “BEGIN* 
“iF VE2ZI.ANE' UC): THEN’. *REGIN" 
YO1]:=Vli}d + 1.0*TOL3 
ULTF CAs BsCsXKs Ys REA» IMAs ADEN» l»LsoM)3 

IX?=02*END 
Vi2It=¥£8) -3=0-40 +. YE1I3 
UL TF CAs Bs CsXs Yo REAs IMAs ADENs 25L5M)3 

nae" SMR) Oo EO: 0. o: * THEN Oo Sea inee 

Z2Z2=-REAC LI/ADENC 193 

NEWLINE. C1lJ3* PRINT CZXs 35-005 PRINT CXs:05 19:3 

RPRINTGYC 13s: 25:3):3 PRINT CZZ5056)5 *END* 

BES * Z2Z2:=IMAC2I/IMAC1II3 : 

EF. (AMAL 39.767 70 020 7 THEN* PUC¢S! TRUB. * EL SE* PO ss i PALES 

Le Coe eae Ue THEN eee RG LN 

POR * VCPIt=C7 01) + YOGI S00 s T WHILE * 

ABS CVE Se VEO). GT Tal. Ups BEG iNe 

ULTF CAs BsC»Xs Vs REA» IMA» ADEN» 1s LsM) 5 

CAF ImAaAC TI GT* 0% 0 * THEN* S BEGIN 

PERS POC SHEN “ey Ells Si 19 pple Bee 

YCSIs=V013 PEND! 3 UBD SE st BEGIN. 

oli!) PUZe wa N Oe Yee Oussi= Vili ls) “LSE 

MOClIsevcia ZEN Ds PEND 

°TF* ADENCIT “LE* 101 ¢45) ““AND* REACTS 9LT? -0°0 
"THEN "BEGIN" ZZ:=10153 
NEWLINEC1)3 SPACE(40)3 
PRINTCZ%s350)3 PRINTCXs2,2)3 
SPACE(20)3 
PRINTCYC173253)5 PRINTCZZs026)3 ‘“END'S 

LP ee DEN gel Cee LO te Grey) "AND' REAL. Lege 

“THEN? =" BEGIN® 2Z2=-REACLI/ADENC 143 : 

NEWLINE G1 )3)-*-. SPACECA0)3 

PRINTG2A> 35 0)3- PRINT CXs:23 2)'3 

PRINISY Cis 23 355 PRINECZZ 3 036),3 *END* 

TEND SPE Sk BEGIN’ 

COLI SVE LIsS¥ tess REACIIJS=REAC 23 

IMACII:=IMACe]3 ADENC1]7:=ADENC 2) 

MGI DY TEND edn OUP s 

‘END! XLOOPSs 

NEWLINE(1)3 WRITETEXTC'C' RUUTZLUCUSZBY%SCANNING')')3 

“END” BLUCKS *END* PRGRM3
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Program SYSTEM 
« 

‘REGEN: SENTECER ‘MyFL Mic to JeNsDolls 
"'BUJLEAN' CPS3 "REAL" 723 

"PRUICEDURE' BIDECAMsBsN)3 ' 
* VALUE Ns LNT EGER NS "ARRAY ' AMsB3 t 

TBEGIN | INTEGER al oJ sks NNG "REAL PT >03S5UMs 

Pasa 4e ) ¥ARC PAN) 003 SUMP=h 0's 

NN 3S =O4NS "REGIN' "ARRAY' ALO :ENNI3 

PiiR? -l2e@ "STEP tT. “Ud N° ODO “SBE EN 

ACLIJ:=ABSCAML[1])3 

ALT) = NGA fel J.)-3 "END 3 

AMENIJ3:=ABSCAMIN])3 

RRC HEC se NM Pee lee ING. Pe eONN Die (Be GLNG, 

ALT: =AMINI/CI-N) 3 Att 2S NCAET. IDs TENDS 

BCOJ:=0-03 SUM:=0 -03 3 

eR. 1&k2i tS TRR gol < UNL NSD O* [REGEN 

Q:=]¥*13 SUM: =S0M+- (Abt eA LE IO 3. PEND 

Bl1]:=2-0*(AL11]-AL0N]-SUM)/PI3 
MRR JS =O S GER a) eeONT ee NDL)t a Ber Ns 

SUMS = Heh s Ks = Ja bs 

PMR b= 0 So STEP als Nes eek DLs. BR CDN ! 
OSes = see) SUM = SUMS t CALI ALU) 703°. ENDS 3 
Ks=Jt+13 

Va Task eS ee lee aN ie 2 Nee DLS. BEGIN: 

Ose CLT A.J Sees SUMtS SUM + CARTE) SAC I19703 SENDS s. : : 
BCJIJ:=2-0*SUM/PI3 TENDS: JER: ee ; 
SEND" BLOCKS TEND ORR RIICS ; 

SNVALUEMOONS “TNTEGER © ONS SARRAY? As B 3 

"BEGIN' ‘INTEGER’ I3  *ARRAY' CLO:N]73 
‘Bulg’ leet *STEP* 4 CUNTAA ow. Soe UBEGIN® 
"PRUOCEDURE' RANDICAS85N)3 
RiL1:20-f3 
COEY!I=ALTI*SINCBEII) 3° ALI1:=A0I 1*COS¢(BL11)3 
BEIM2sCLL73:. "ENDS: 1EDOPs "END PROC: 

SPRUCE DURE + TRANSPET.CHs¥SC hs Cs FR aK 9M) 3 

"VALUE KoMsXaYokF 3 “INTECER" Kody 4 

tARRAY? Mis Var host sl: 5 : 

TBEGING Ss CENREGER OST > Js IK s J Een 

"REAL' SUMWsSUMXs SUMY » SUMZ 3 

SUMMA S=COME Eto 03 N2=O*M 5 PAPERT Hiei ]ws 
LBEGIN Soe RRAY Shi tka seme lols NI a TEMPO TEN steve ome Nd 

UR Al S08 OPER AUNT TL BODE SBE CIN : 
rile Jd se Ue t BP eee SINT Bite Nee Ut eb Gr hee 

Chebsks') Js States ee se Cot yes) ae eS 

GREU 20 SS Ket} s WKETR LEX EC S.C! PRYCEDUREATLRANS EA Te’) hoy 

NEWLINE C1) 3 OER Tt ke 

BEA Uh el SRP et eee CDE. ee GTN. i 

Serve ClY + oR OKI ESCUK I seen cok "ENDS KLUOP 3 : 

Pea Sd STEP Ga UN, Bh il) tae Bc Gly 

SUMW?=SUMX*=SUMY2=SUMZR ED. 0s JT s St (O9 xO: : 

Ig Krad STER © Ve RUNTAL OK OO Ree IN ; 
PROUT ete!) ATHENS eS REGIA? 

SUMX3=SUMX > + FSCUKI*XEUKI3 

SUNS SUMW:-+ FSCOK I 

SEND CEL SER Gi
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*POR* cis =0' *STEP*: <b  *ONTIL*: 8. “DO “ BEGIN’ 
‘hOURY  Os=0 STEP’ 12 .UNTIL' (ON DOM. “BEGGING 
Chits di4-0.605.- 9 END S CLTI=0 5.038 tENDES 
CFCO,0]3=K+13 WRITETEXTC'(C*PRUCEDUREZTRANSFIT’)")3 
NEWLINE(C1)3 CCO0J:=XC013 
[BOR VIS) STEP!) SUN Le Ks VDE! ORE GENe 
CEOS 2=Ch0d: +. XPUKIS . FSLIOKISSRFE UK] =. END KLOOR? 
Hi seat OTe Ps 1 ANGIE Ne’ DU: “BeaIN:® 
SUMW: =SUMX:=SUMY?2=SUMZ:=0-03 JTs=(J'/'2)*23 
PPOURS “OKs= bi USTEP! 1s SUNTIE Ko DOS sBEGIN! 
CL It sh Qtod. i THEN eR EG ENS 
SUMX3:=SUMX + FSCJKI*XCJKI3 
SUMW:=SUMY + FSCJKI 
LEND* 2 RLS.’ BEGIN? 

SUMZ 3 =SUMZ+FSC JKI* (XO UKI*XC JKI+YC JKI*YC JK]) *FFCJKI3 
SUMY2=SUMY + FSCJKI*YCJK] ‘END'3 
FSCJKI3=FSCJKI*¥FFCUKI5. *END' JKLOOPs 

TEMPICJI:3=SUMWs; TEMP 3CJ]:=SUMZ 5 

“THEMPOCII3=SUMX. + SUMY > "END" JLOOPS 

NEWLINEC1)3 WRITETEXTC' (*OMEGAZMATRIX')?*)3 

Lehre ls Oe US eee UN Doe Mee DG. Bk GaN 

NEWLINEC1)3 ; 

EU eet 2 Seer 1° °UNTIET a? DD “BEGIN 

CPE Iis JJ2=TEMPICI+J015 PRINTCCFLCIsJ]5056)5 SEND" 3 

"END'S WRITETEXTC’(*OMEGAZMATRIXZEND" )*°)3 

TRUBS Rs UNE Ta wee DU? 

CFCI,01:=TEMPICII; NEWLINEC1)3 

RO ee Oa or eel. id UND Ltn. Die). BEGIN’ 

Le=-13 NEWLINEC1)3 

ore $=0 *STEPTH1 “A UNTH M.* DO BEGIN 

Cite eerie ls Jl NE 0 THEN BEGIN’ 

Le=-Ls CFEI1sJ33=L*CFCIsJ) "END' S$ 

PRINT CORE Is dds Us 5's TEND OOLUOPs “END sILOUPs 

NEWLINECTOs: WRITETEXTC’ C*LOWERZRIGHTZMATRIX’ 14)3> 

JK3=03 

ie Ce ole OTE Pol SUN DLiG. Ne DU" MBEGIN: 

CRULlsMIS=CFRCMsTI:=TEMPeCIDs "END'S 

POEs Pett ool le VOT en DUS MBEGIN® 

CFCOs 12 3=TEMPeAtI-M15 NEWLINEC1)35 

VR wuet= ioe bee ool UNL Me DS BEGIN® 

CPE Is J-1LI3=CRLCI-“M-15M+J13=TEMP2C J+JKI5 

CRCIsM+J]:=TEMP3CJU+JKI3 PRINTCCFLI2M+J]5036)5 

"END®.. JLUORS JK2=IK+153 “END: TLUUPRS
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L3=03 NEWLINEC2)3 WRITETEXTC'(C'*LOWERZLEFTZMATRIX')")3 
"FOR" LieMei. "STEP" 1 *UNTIL? N "DO"! BEGIN’ 
LeehaereUKted3 NEWLINEC1)3 
“IP * €L°7" 0) *2 *NE* L> THEN® "BEGIN®*® UKs =<13 
‘FOR Weel * STER* 1 ONTIL® MD" "BEGIN? 
GFUEs JI 3 =dK*Crtiv Ji5 PRINTCCFCIsJ]5056)3 
‘Ik? CO's* Slee %Ot So “THEN: JKiz-VJKI END’ 3 
JK:=0 "END' ‘ELSE' "BEGIN’® JK3=13 

"FOR: Jam. “STEP* 2: SONTLE® MB ° DG" “BEGIN®’ 
CPL1> JIteJKACKC Is J73 PRINTCCFCIsJ15056)3 
‘IF *..(0*772)4*2 °NE*° J THEN’ JKt=< Ks .°END*: “JLOOP3 
PRINTC1,2;0) ‘END* CONDITIUNS ‘END’ ILOOPS 
L:=03 NEWLINEC1)3 WRITETEXTC’C*UPPERZRIGHTZMATRIX')")3 
‘FOR® 2220. "STEP%.41 “UNTIL M°'DO*: ‘BEGIN’ 
L:=L+13 JK:=13 NEWLINEC1)3 

whi aC U2) 2. Oo ee Lis ‘BEGIN a JKi== 1% 

"TURN Stewie] “STEP* 1. "UNTIL": N' *DO'..° BEGIN' 

CFRCIs J] :=JK*CFCIsJ13 PRINTCCFCIsJ]5056)5 

tehb ee GOA 2) #2 UNE od THEN JKsa—JIKS i‘ 

"END' JLUUPs JK3= \ 

UBNDE  BESE® "BEGIN" UKs = 15 

“FURS JteMe to STEP* “15° UNTIL! No DOS. * BEGIN 

CFCI,J]:=JK*CFCI,J]3 PRINTCCFLI3J15036)5 

WIM GOu/ ele 2. SEO Joo ENGe IK t= aks. 

TEND * JE OUP > 

JK:=0 ‘END* CONDITIONS ‘END’ ILOQOP3 
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