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Abstract 

The Probabilistic Semantic Link Network (P-SLN) is a model for enhancing the ability of Semantic Link Network in 

representing uncertainty. Probabilistic inference over uncertain semantic links can process the likelihood and consisten-

cy of uncertain semantic links. This work develops the P-SLN model by incorporating probabilistic inference rules and 

consistency constraints. Two probabilistic inference mechanisms are incorporated into the model.  The application of 

probabilistic inference on SLN of events for joint event identification verifies the effectiveness of the proposed model. 
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1. Introduction 

Semantic Link Network (SLN in short) is a semantics-rich self-organized relational network for semantical-

ly organizing resources or modelling organizations [1, 2, 3].  It consists of semantic nodes, semantic links 

and inference rules. Semantic nodes represent various resources, and semantic links represent the semantic 

relations between semantic nodes. The inference rules regulate semantic nodes and semantic links. In SLN, 

some semantic links may be constructed uncertainly or extracted by methods that inherently deliver uncer-

tain things. Multiple semantic links that play different roles in the network may co-exist between two se-

mantic nodes and between clusters of semantic nodes. Some semantic links may even be derived through 

relational, statistical or analogical reasoning. So, it is necessary for SLN to reflect the uncertainty of seman-

tic links. 

Zhuge’s Probabilistic Semantic Link Network (P-SLN in short) was proposed for representing the Se-

mantic Link Network with uncertain semantic links [3].  A semantic link is assigned a certainty degree to 

reflect the likelihood of a semantic relation between two semantic nodes. An uncertain semantic link is de-

noted as 𝑛1⎯(𝑙, 𝑐𝑑) → 𝑛2, where 𝑛1 and 𝑛2 are semantic nodes, 𝑙 is a relation, and 𝑐𝑑 ∈ (0, 1) indicates the 

certainty degree of the semantic link. The certainty degree is valuable for reasoning over uncertain semantic 

links.  Although certainty degree of relations was used in some knowledge bases such as YAGO [4], NELL 

[5] and Wikidata [6], a formalism is desirable for guiding successful applications in wider areas. 

 In P-SLN, probabilistic inference over uncertain semantic links can represent domain knowledge to pro-

cess the likelihood and consistency of uncertain semantic links [3].  This paper provides a formalism for the 

P-SLN model to represent the uncertainty of semantic links and support probabilistic inference on the un-

certain semantic links.  Domain knowledge is formalized in form of probabilistic inference rules and con-

sistency constraints. A P-SLN consists of semantic nodes, uncertain semantic links between semantic 

nodes, probabilistic inference rules and consistency constraints.  Just as Markov Logic Network (MLN) 

model [7], the semantic links, probabilistic inference rules and consistency constraints are represented by 

weighted first-order logical rules, which is a way to represent and process uncertainty in SLN applications. 

Based on the formalization of P-SLN, two probabilistic inference mechanisms, including the Maximum A-

posteriori Probability (MAP in short) and the Conditional Probability Inference (CPI in short), are proposed 

and formalized. Both weights of semantic links and probabilistic inference rules take part in reasoning. The 



 Author name / Future Generation Computer Systems 00 (2019) 000–000 

following example shows the necessity for representing and handling the probabilistic inference over un-

certain semantic links. 

Example 1. Figure 1 shows an example of P-SLN of events 𝒢 with an inference rule 𝑓 and a consistency 

constraint 𝑐. The P-SLN of events is used for event identification, which assigns each event mention (usual-

ly a verb) with a correct event type (predefined event schemas). The P-SLN consists of three types of seman-

tic links: certain semantic links between event type nodes, certain semantic links between event mention 

nodes and uncertain semantic links between event type nodes and event mention nodes. The semantic links 

between event types are constructed from FrameNet corpus by human experts (see Section 5.2). The seman-

tic link shown in Figure 1 can be denoted as 𝐷𝑒𝑝𝑎𝑟𝑡𝑖𝑛𝑔⎯𝑈𝑠𝑖𝑛𝑔 → 𝑀𝑜𝑡𝑖𝑜𝑛. The semantic links between event 

mention nodes are constructed from text corpus. For example, the semantic link between event mentions 

“left” and “go” can be denoted as 𝑙𝑒𝑓𝑡 − co-occurrence → 𝑔𝑜 (“co-occurrence” denotes two event mentions 

co-occurring in the same sentence). The uncertain semantic links between event type nodes and event men-

tion nodes are constructed by event identification algorithm (see Section 5.3). Figure 1 has shown four un-

certain semantic links: 

𝑙𝑒𝑓𝑡 − (𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓, 𝑣1) → 𝑄𝑢𝑖𝑡𝑡𝑖𝑛𝑔, 

𝑙𝑒𝑓𝑡 − (𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓, 𝑣2) → 𝐷𝑒𝑝𝑎𝑟𝑡𝑖𝑛𝑔, 

𝑔𝑜 − (𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓, 𝑣3) → 𝑄𝑢𝑖𝑡𝑡𝑖𝑛𝑔, and 

𝑔𝑜 − (𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓, 𝑣4) → 𝑈𝑛𝑑𝑒𝑟𝑔𝑜_𝑐ℎ𝑎𝑛𝑔𝑒, 

where 𝑣1, 𝑣2, 𝑣3 and 𝑣4 indicate the certainty degree of semantic links. It’s possible that 𝑣1 > 𝑣2, however, 

actually the event mention “left” is an instance of “Departing” in the example sentence. 

Given both the above certain semantic links and uncertain semantic links, we then deduce the most 

probable and consistent SLN by incorporating more external knowledge in form of probabilistic inference 

rules and consistency constraints. The inference rule 𝑓 states that if two event mentions co-occur in the 

same sentence, then their event types are probably related (with weight 𝑤𝑟) by semantic link “Using”: 

𝑈𝑠𝑖𝑛𝑔(𝑡2, 𝑡1 ) ← (
co-occurrence(𝑒1, 𝑒2)⋀

𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑒1, 𝑡1)⋀
𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑒2, 𝑡2)

) , 𝑤𝑟. 

The consistency constraint 𝑐 states that each event mention can only be an instance of a unique event 

type: 

𝑡1 = 𝑡2 ← (𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑒1, 𝑡1) ∧ 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑒1, 𝑡2)). 

Given the above inference rule 𝑓 and consistency constraint 𝑐, the goal of probabilistic inference is to 

obtain the most probable and consistent SLN (where 𝑣1 < 𝑣2 and 𝑣3 > 𝑣4, thus “left” is an instance of 

“Departing” and “go” is an instance of “Motion”), or compute the conditional probability of a query with 

uncertain semantic links. 

 The main contributions of this paper are as follows: 

 Provide a formalism of P-SLN with a set of probabilistic inference rules and consistency constraints, 

which is capable of representing uncertainties and facilitating probabilistic inference over uncertain 

semantic links. 

 Provide two probabilistic inference mechanisms for P-SLN, which can incorporate domain 

knowledge into P-SLN to obtain more probable and consistent SLN. 

 Verify the effectiveness of the proposed model through an application on the SLN of events for joint 

event identification. The probabilistic inference over uncertain semantic links significantly improves 

the performance of event identification. 
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Fig. 1. One example of P-SLN of events. 

2. Probabilistic Semantic Link Network Formalism 

In order to represent the uncertainty of semantic links and facilitate probabilistic inference over uncertain 

semantic links, we formalize the P-SLN model by using first order logics and probabilistic graphic model. 

We mainly use the following three concepts: uncertain semantic links in form of first-order logical predi-

cates (a confidence value is attached to each semantic link to reflect its likelihood), probabilistic inference 

rules in form of Datalog-style logical implications (for reasoning over uncertain semantic links), and con-

sistency constraints in form of Datalog-style first-order logical rules (for detecting and removing incon-

sistent semantic links).  The definition of P-SLN is as follows: 

Definition 1. A probabilistic semantic link network (P-SLN) is a tuple 𝒢 =< 𝑁, 𝐿, ℱ, 𝒞 > where: 

(1) 𝑁 =  {𝑛1, . . . , 𝑛𝑥} denotes a set of semantic nodes; 

(2) 𝐿 =  {(𝑙1, 𝑣1), (𝑙2, 𝑣2), . . . , (𝑙𝑚, 𝑣𝑚)} denotes a set of semantic links. 𝑙𝑖  (1 ≤  𝑖 ≤ 𝑚) is a semantic 

link indicator with confidence value 𝑣𝑖  ∈ (0, 1]; 

(3) ℱ = {(𝑓1, 𝑤1), (𝑓2, 𝑤2), . . . , (𝑓𝑛, 𝑤𝑛)} denotes a set of probabilistic inference rules used to reason 

over the uncertain semantic links, 𝑓𝑖 (1 ≤  𝑖 ≤ 𝑛)  indicates an inference rule with real-valued 

weight 𝑤𝑖; and, 

(4) 𝒞 = {𝑐1, 𝑐2, … , 𝑐𝑘} denotes a set of consistency constraints, 𝑐𝑖  (1 ≤  𝑖 ≤ 𝑘) indicates a constraint 

for detecting the inconsistent semantic links within SLN. 

2.1   Uncertain Semantic Links 

A semantic link indicates the relation between semantic nodes. It can be indicated by a relation indicator (a 

certain form of symbol) or a combination of relational indicator according to predefined lightweight gram-

mar. Some semantic links are determined by attributes of semantic nodes, while others are determined by 

direct or indirect interaction between semantic nodes [3]. 

Semantic links can be inexact. An inexact semantic link represents an uncertainty for its relationship, and 

is denoted by 𝑟⎯(𝛼, 𝑐𝑑) → 𝑟′, where 𝛼 is a semantic indicator and 𝑐𝑑 indicates its certainty degree. 
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In general, a P-SLN 𝒢 contains both certain semantic links 𝐿′ and uncertain semantic links 𝐿′′ satisfying 

𝐿′ ∩ 𝐿′′ = ∅ and 𝐿 = 𝐿′ ∪ 𝐿′′. The semantic links in 𝐿′ are deterministic with confidence values equivalent 

to 1, and the semantic links in 𝐿′′ are uncertain with confidence values less than 1.  

The semantic links 𝐿 can be represented by first-order logic predicates with the semantic nodes 𝑁 as 

constant or variable. For instance, 𝑟1 − 𝑙 → 𝑟2 can be represented as 𝑙(𝑟1, 𝑟2). Correspondingly, for an un-

certain semantic link between two semantic nodes, it can be represented as a first-order logic rule with a 

real-valued weight. For instance, a semantic link 𝑟1 − (𝑙, 𝑐𝑑) → 𝑟2 can be represented as: 𝑙(𝑟1, 𝑟2), 𝑐𝑑. 

The goal of representing semantic links in first-order logical rules is to facilitate probabilistic inference 

over uncertain semantic links, and the weights of uncertain semantic links can also take part in reasoning. 

Example 2. The P-SLN of events in Figure 1 contains certain semantic links between event type nodes, 

certain semantic links between event mention nodes and uncertain semantic links between event type nodes 

and event mention nodes. All semantic nodes, including event mention nodes and event type nodes are con-

stant. Each semantic link between two semantic nodes is a first-order logical predicate. The semantic link 

between the event type nodes can be represented as 𝑈𝑠𝑖𝑛𝑔(𝐷𝑒𝑝𝑎𝑟𝑡𝑖𝑛𝑔, 𝑀𝑜𝑡𝑖𝑜𝑛). The semantic link between 

the event mention nodes can be represented as co-occurrence (𝑙𝑒𝑓𝑡, 𝑔𝑜). The four uncertain semantic links 

between event type nodes and event mention nodes can be represented as: 

𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑙𝑒𝑓𝑡, 𝑄𝑢𝑖𝑡𝑡𝑖𝑛𝑔), 𝑣1; 

𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑙𝑒𝑓𝑡, 𝐷𝑒𝑝𝑎𝑟𝑡𝑖𝑛𝑔), 𝑣2; 

𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑔𝑜, 𝑀𝑜𝑡𝑖𝑜𝑛), 𝑣3; and 

𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑔𝑜, 𝑈𝑛𝑑𝑒𝑟𝑔𝑜_𝑐ℎ𝑎𝑛𝑔𝑒), 𝑣4. 

2.2   Probabilistic Inference Rules 

The inference rules are represented in form of Datalog-style logical implications for reasoning on uncertain 

semantic links. Syntactically, these rules have logical implications with exactly one positive head literal and 

a conjunction of both positive and negative literals in the body. 

Definition 2. A probabilistic inference rule over a Probabilistic Semantic Link Network 𝒢 is a first-order 

logical rule in the following form 

𝑅0(𝑋0) ← (
∧𝑖=1,…,𝑛 𝑅𝑖(𝑋𝑖) ∧

∧𝑗=1,…,𝑚 ¬𝑅𝑗(𝑋𝑗) ∧
Φ(X)) , 𝑤, 

where: 

(1) 𝑅0 denotes the head literal’s intensional semantic link in 𝒢, while 𝑅𝑖  and 𝑅𝑗  refer to extensional or 

intensional semantic links in 𝒢; 

(2) ¬𝑅𝑗 denotes negative semantic link literal, 𝑛 ≥ 1 𝑎𝑛𝑑 𝑚 ≥ 0, thus requiring at least one positive se-

mantic link literal; 

(3) 𝑋0, 𝑋𝑖 and 𝑋𝑗 denote tuples of variables (i.e. Var) or constants such that 𝑉𝑎𝑟(𝑋0) ⊆∪𝑖 𝑉𝑎𝑟(𝑋𝑖) and 

𝑉𝑎𝑟(𝑋𝑗) ⊆∪𝑖 𝑉𝑎𝑟(𝑋𝑖); 

(4) X denotes a tuple of variables or constants such that 𝑉𝑎𝑟(𝑋) ⊆∪𝑖 𝑉𝑎𝑟(𝑋𝑖); 

(5) Φ(X) is a conjunction of literals over the arithmetic predicates = and ≠, whose arguments are in X; 
and, 

(6) 𝑤 denotes the real-valued weight of the inference rule, which is used for probabilistic inference. 

In the following, we set a grounding function 𝛹: 𝑓 → ℒ which resolves the first-order literals 𝑓 to line-

age formulas ℒ in the case of intentional semantic links when applied to a conjunction of first-order literals. 

This is achieved by binding the first-order literals’ variables to semantic nodes in P-SLN 𝒢. 

Through grounding the inference rules, the first-order logical representation of P-SLN can be trans-

formed into a Markov Network [7], which supports probabilistic inference. 

Example 3. The example inference rule shown in Figure 1 contains four variables 𝑒1, 𝑒2, 𝑡1, and 𝑡2. 

Grounding the rule on the semantic nodes in the P-SLN of events yields the following lineage formulas: 
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(1) 𝑈𝑠𝑖𝑛𝑔(𝐷𝑒𝑝𝑎𝑟𝑡𝑖𝑛𝑔, 𝑀𝑜𝑡𝑖𝑜𝑛) ← (
co-occurrence(𝑙𝑒𝑓𝑡, 𝑔𝑜)⋀

𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑙𝑒𝑓𝑡, 𝐷𝑒𝑝𝑎𝑟𝑡𝑖𝑛𝑔)⋀

𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑔𝑜, 𝑀𝑜𝑡𝑖𝑜𝑛)

), 

(2) 𝑈𝑠𝑖𝑛𝑔(𝐷𝑒𝑝𝑎𝑟𝑡𝑖𝑛𝑔, 𝑈𝑛𝑑𝑒𝑟𝑔𝑜_𝑐ℎ𝑎𝑛𝑔𝑒) ← (
co-occurrence(𝑙𝑒𝑓𝑡, 𝑔𝑜)⋀

𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑙𝑒𝑓𝑡, 𝐷𝑒𝑝𝑎𝑟𝑡𝑖𝑛𝑔)⋀

𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑔𝑜, 𝑈𝑛𝑑𝑒𝑟𝑔𝑜_𝑐ℎ𝑎𝑛𝑔𝑒)

), 

(3) 𝑈𝑠𝑖𝑛𝑔(𝑄𝑢𝑖𝑡𝑡𝑖𝑛𝑔, 𝑀𝑜𝑡𝑖𝑜𝑛) ← (
co-occurrence(𝑙𝑒𝑓𝑡, 𝑔𝑜)⋀

𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑙𝑒𝑓𝑡, 𝑄𝑢𝑖𝑡𝑡𝑖𝑛𝑔)⋀

𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑔𝑜, 𝑀𝑜𝑡𝑖𝑜𝑛)

), and 

(4) 𝑈𝑠𝑖𝑛𝑔(𝑄𝑢𝑖𝑡𝑡𝑖𝑛𝑔, 𝑈𝑛𝑑𝑒𝑟𝑔𝑜_𝑐ℎ𝑎𝑛𝑔𝑒) ← (
co-occurrence(𝑙𝑒𝑓𝑡, 𝑔𝑜)⋀

𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑙𝑒𝑓𝑡, 𝑄𝑢𝑖𝑡𝑡𝑖𝑛𝑔)⋀

𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑔𝑜, 𝑈𝑛𝑑𝑒𝑟𝑔𝑜_𝑐ℎ𝑎𝑛𝑔𝑒)

). 

     Only the first grounded formula is true while others are false. The true formula carries a positive weight 

𝑤𝑟 while the false formulas carry a zero weight. 

2.3   Consistency Constraints 

In SLN, multiple semantic links may exist between the same pair of semantic nodes. Some semantic links 

may be incorrectly derived by relational, statistical or analogical reasoning, resulting in conflicts or incon-

sistencies with each other. Excluding the redundant and inconsistent semantic links in SLN could achieve 

the Second-Normal-Form SLN of [3][37]. 

In P-SLN, consistency constraints are defined to detect and remove inconsistent semantic links. Syntac-

tically, the constraints are in the form of Datalog-style first-order logical rules. The consistency constraints 

do not generate or derive new semantic links, but they condition the marginal (i.e., posterior) probabilities 

of both the base and the derived semantic links from the inference rules. We define three different kinds of 

constraints as follows. 

Definition 3. A consistency constraint over a P-SLN  𝒢 is a first-order logical rule in one of the follow-

ing forms: 

(1) Inclusion dependencies with inequalities (IDIs) 

𝑅0(𝑋0) ← (∧𝑖=1,…,𝑘 𝑅𝑖(𝑋𝑖) ∧ Φ(X)), 

(2) Inequality generating dependencies (IGDs) 

Φ(X) ←∧𝑖=1,…,𝑘 𝑅𝑖(𝑋𝑖), and 

(3) Disjointness constraints (DCs) 

¬ (∧𝑖=1,…,𝑘 𝑅𝑖(𝑋𝑖) ∧ Φ(X)). 

where: 

(1) 𝑅0 denotes the head literal’s intentional semantic link in 𝒢, and 𝑅𝑖 denotes extensional or intentional 

semantic links in 𝒢; 

(2) Φ(X) is a conjunction of literals over the arithmetic predicates = and ≠, whose arguments are in X; 
and, 

(3) 𝑋, 𝑋0, 𝑎𝑛𝑑 𝑋𝑖 denote tuples of variables (i.e. Var) or constants such that 𝑉𝑎𝑟(𝑋) ⊆∪𝑖 𝑉𝑎𝑟(𝑋𝑖) and 

 𝑉𝑎𝑟(𝑋0) ⊆∪𝑖 𝑉𝑎𝑟(𝑋𝑖). 

These constraints can express disjointness, functionality of properties, and inverse properties. The sets of 

IDIs, IGDs, and DCs constraints can be grounded by function 𝛹 over the semantic nodes and base semantic 

links in SLN. After grounding, each consistency constraint is translated into a set of first-order logic formu-

las with infinite weight. Note that the infinite weight denotes a deterministic formula, which must hold over 

all possible worlds of the SLN. 

Example 4. The example consistency constraint shown in Figure 1 is in the form of IGDs. It contains 
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three variables 𝑒1, 𝑡1 and 𝑡2. Grounding it over the semantic nodes in P-SLN of events yields the following 

hard formulas: 

𝑄𝑢𝑖𝑡𝑡𝑖𝑛𝑔 = 𝐷𝑒𝑝𝑎𝑟𝑡𝑖𝑛𝑔 ← (
𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑙𝑒𝑓𝑡, 𝑄𝑢𝑡𝑡𝑖𝑛𝑔) ∧

𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑙𝑒𝑓𝑡, 𝐷𝑒𝑝𝑎𝑟𝑡𝑖𝑛𝑔) 
), and 

𝑀𝑜𝑡𝑖𝑜𝑛 = 𝑈𝑛𝑑𝑒𝑟𝑔𝑜_𝑐ℎ𝑎𝑛𝑔𝑒 ← (
𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑔𝑜, 𝑀𝑜𝑡𝑖𝑜𝑛) ∧

𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑔𝑜, 𝑈𝑛𝑑𝑒𝑟𝑔𝑜_𝑐ℎ𝑎𝑛𝑔𝑒) 
). 

The above two formulas are both false, which restrict each event mention to be instance of a unique 

event type. 

3.  Probabilistic Inference 

The main inference problem to be tackled in P-SLN is to get the most probable, expanded and consistent P-

SLN through reasoning with the weighted inference rules and consistency constraints over the uncertain 

semantic links. 

The semantics of a P-SLN is based on a joint probability distribution over the uncertain part of the P-

SLN. The weights of semantic links in 𝐿 and weighted inference rules ℱ determine a log-linear probability 

distribution over sets of grounded atoms: 

𝑃(𝒙) = {
1

𝑍
exp (∑ 𝑣𝑖𝐼(𝑙𝑖 , 𝒙)(𝑙𝑖, 𝑣𝑖)∈𝐿 + ∑ 𝑤𝑖𝑁(𝑓𝑖 , 𝒙)(𝑓𝑖, 𝑤𝑖)∈ℱ )  𝒙 ∝ 𝒞

0                                                                               𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                            (1) 

where 𝒙 denotes a grounding world of all atoms in P-SLN 𝒢, 𝐼(𝑙𝑖 , 𝒙) indicates whether the uncertain se-

mantic link 𝑙𝑖 is included in 𝒙, 𝑁(𝑓𝑖 , 𝒙) is the number of groundings of 𝑓𝑖 that is evaluated to be True in 𝒙, 𝑍 

is a normalization constant. 𝒙 ∝ 𝒞 indicates that the grounded atoms in 𝒙 satisfy the constraints in 𝒞. If 𝒙 

violates the constraints in 𝒞, the probability 𝑃(𝒙) is 0. 

The main probabilistic inference mechanism in P-SLN include: 1) MAP, which is to find the most prob-

able state of the world, e.g., the MAP task on the P-SLN of events in Figure 1 is to find the most probable 

event types for event mentions “left” and “go” by reasoning with the inference rule and consistency con-

straint; and 2) CPI, which is to compute the probability of a set of variables given evidence, e.g., one condi-

tional probability inference task on the P-SLN of events in Figure 1 is to compute 𝑃(𝑙𝑒𝑓𝑡 − 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓 →
𝑄𝑢𝑖𝑡𝑡𝑖𝑛𝑔|𝒢) given the P-SLN of events 𝒢. 

3.1    MAP Inference 

MAP inference in P-SLN corresponds to obtaining the most probable, consistent, and non-probabilistic 

SLN. Given a P-SLN 𝒢, a set of inference rules ℱ, a set of consistency constraints 𝒞 and a grounding func-

tion 𝛹, we denote the MAP problem as follows: 

𝑀𝐴𝑃(𝒢, 𝛹(ℱ), 𝛹(𝒞))                                                                  (2) 

Computing 𝑀𝐴𝑃(𝒢, 𝛹(ℱ), 𝛹(𝒞)) requires grounding inference rules ℱ  and consistency constraints 𝒞 

with function 𝛹 into an equivalent Markov network. The evidence clauses in 𝒢 and the grounding of ℱ, 𝒞 

with respect to 𝒢 are given as input. The MAP state yields the most probable SLN. 

Given a P-SLN 𝒢 =  (𝑁, 𝐿, ℱ, 𝒞) over a finite set resources, the most probable, expanded and consistent 

SLN is obtained by: 

𝒙 = 𝑎𝑟𝑔 max
𝒙

𝑃(𝒙) = 𝑎𝑟𝑔 max
𝒙

(∑ 𝑣𝑖𝐼(𝑙𝑖 , 𝒙)(𝑙𝑖, 𝑣𝑖)∈𝐿 + ∑ 𝑤𝑖𝑁(𝑓𝑖 , 𝒙)(𝑓𝑖, 𝑤𝑖)∈ℱ )                 (3) 

The MAP state 𝒙 yields the most probable and consistent SLN. The above MAP problem can be turned 

into an integer linear program [8], which allows to integrate external functions. 

For a P-SLN 𝒢 =<  𝑁, 𝐿, ℱ, 𝒞 > with a fix set of probabilistic inference rules and consistency con-

straints, a MAP inference computation is NP-hard. 

The MAP inference problem can be transformed into a weighted maximum satisfiability problem 

(Weighted MAX-SAT), which is NP-hard [9]. 
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Example 5. The possible groundings of the uncertain part of the P-SLN of events in Figure 1 with re-

spect to the consistency constraint are as follow: 

 𝑥1: 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑙𝑒𝑓𝑡, 𝑄𝑢𝑖𝑡𝑡𝑖𝑛𝑔), 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑔𝑜, 𝑀𝑜𝑡𝑖𝑜𝑛), 

 𝑥2: 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑙𝑒𝑓𝑡, 𝐷𝑒𝑝𝑎𝑟𝑡𝑖𝑛𝑔), 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑔𝑜, 𝑀𝑜𝑡𝑖𝑜𝑛), 

𝑥3: 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑙𝑒𝑓𝑡, 𝑄𝑢𝑖𝑡𝑡𝑖𝑛𝑔), 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑔𝑜, 𝑈𝑛𝑑𝑒𝑟𝑔𝑜_𝑐ℎ𝑎𝑛𝑔𝑒), and 

𝑥4: 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑙𝑒𝑓𝑡, 𝐷𝑒𝑝𝑎𝑟𝑡𝑖𝑛𝑔), 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑔𝑜, 𝑈𝑛𝑑𝑒𝑟𝑔𝑜_𝑐ℎ𝑎𝑛𝑔𝑒). 

The MAP state is: 

�̂� = arg max
𝑥𝑖

𝑃(𝑥𝑖), 

where 𝑃(𝑥1) =
1

𝑍
𝑒𝑥𝑝(𝑣1 + 𝑣3) , 𝑃(𝑥2) =

1

𝑍
𝑒𝑥𝑝(𝑣2 + 𝑣3 + 𝑤𝑟) , 𝑃(𝑥3) =

1

𝑍
𝑒𝑥𝑝(𝑣1 + 𝑣4), and 𝑃(𝑥4) =

1

𝑍
𝑒𝑥𝑝(𝑣2 + 𝑣4). Note that, the probabilistic inference rule with weight 𝑤𝑟 tends to enhance the probability 

of 𝑥2. 

3.2   CPI Inference 

Given a P-SLN 𝒢, the conditional probability of an uncertain semantic link 𝑙 is the sum of the probabilities 

of the consistent SLNs containing 𝑙.  In general, a conditional probability query 𝑞 is a conjunction of a set 

of uncertain semantic links: 𝑞: = ⋀ 𝑙𝑖𝑙𝑖∈𝐿 . 

Given a query 𝑞 and a P-SLN 𝒢, the conditional probability of 𝑞 is given by: 

𝑃𝑞(𝑞|𝒢) = ∑ 𝑃(𝒙)𝒙:𝑞⊆𝒙                                                                 (4) 

where 𝒙 is a possible world over the same set of resources as 𝒢, and 𝑞 ⊆ 𝒙 denotes the grounded that 𝒙 

contains semantic links in 𝑞. 

Conditioning a query 𝑞 on another query 𝑞′, a conjunction of semantic links in 𝒢, simply denotes the 

process of computing the conditional probability as following: 

𝑃𝑞(𝑞|𝑞′, 𝒢) =
𝑃𝑞(𝑞 ∧ 𝑞′|𝒢)

𝑃𝑞(𝑞′|𝒢)
                                                               (5) 

For a probabilistic semantic link network 𝒢 =<  𝑁, 𝐿, ℱ, 𝒞 > with a fix set of probabilistic inference 

rules and consistency constraints, the CPI inference computations are #P-hard. 

The CPI inference can be rewritten as a MAP inference problem by replacing each clause of the proba-

bilistic inference rules included by the query with truth values. Since no additional computation is required, 

the complexity of CPI inference remains #P-hard for P-SLN. 

The above conditional probabilities can be solved on top of current solvers such as MC-SAT [10]. Since 

conditional inference is intractable, computing exact probabilities is hard. Thus, it is customary to approxi-

mate inference via sampling. The state-of-the-art marginal inference algorithm is MC-SAT, which is based 

on Monte Carlo sampling, and samples are consistent or conflict-free SLNs according to the distribution 𝑃𝑞 . 

EXAMPLE 6. The conditional probabilities of the four uncertain semantic links shown in Figure 1 are 

computed as follows: 

𝑃𝑞(𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑙𝑒𝑓𝑡, 𝑄𝑢𝑖𝑡𝑡𝑖𝑛𝑔)|𝒢) = 𝑃(𝑥1) + 𝑃(𝑥3), 

𝑃𝑞(𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑙𝑒𝑓𝑡, 𝐷𝑒𝑝𝑎𝑟𝑡𝑖𝑛𝑔)|𝒢) = 𝑃(𝑥2) + 𝑃(𝑥4), 

𝑃𝑞(𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑔𝑜, 𝑀𝑜𝑡𝑖𝑜𝑛)|𝒢) = 𝑃(𝑥1) + 𝑃(𝑥2), and 

𝑃𝑞(𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑔𝑜, 𝑈𝑛𝑑𝑒𝑟𝑔𝑜_𝑐ℎ𝑎𝑛𝑔𝑒)|𝒢) = 𝑃(𝑥3) + 𝑃(𝑥4). 

    The probability of an example conditional query is: 

𝑃𝑞(𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑙𝑒𝑓𝑡, 𝐷𝑒𝑝𝑎𝑟𝑡𝑖𝑛𝑔)|𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑔𝑜, 𝑀𝑜𝑡𝑖𝑜𝑛), 𝒢) = 

𝑃𝑞(𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑙𝑒𝑓𝑡, 𝐷𝑒𝑝𝑎𝑟𝑡𝑖𝑛𝑔) ∧ 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑔𝑜, 𝑀𝑜𝑡𝑖𝑜𝑛)|𝒢)

𝑃𝑞(𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑔𝑜, 𝑀𝑜𝑡𝑖𝑜𝑛)|𝒢)
=

𝑃(𝑥2)

𝑃(𝑥1)+𝑃(𝑥2)
. 
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4. Properties 

 

The P-SLN model reflects the conditional probabilistic relation. The probabilistic inference rules and con-

sistency constraints are useful for both deriving implicit or new semantic links from existing ones and con-

straining or identifying conflict semantic links. 

Proposition 1. The probabilistic inference rules and consistency constraints can represent both proba-

bilistic and deterministic knowledge. 

It is because both the probabilistic inference rules and consistency constraints are in the form of Datalog-

style first-order logic formulas, which has strong expression ability [11]. Since the probabilistic inference 

rules carry weights that participate in reasoning during probabilistic inference, both of them can represent 

probability. The consistent constraints are hard formulas for representing deterministic knowledge. 

Proposition 2. The probabilistic inference over uncertain semantic links can incorporate domain 

knowledge into P-SLN to obtain a more probable and consistent SLN. 

The reason is that both the MAP inference and the CPI inference incorporate the weights of probabilistic 

inference rules and consistency constraints into the computing process. Equation 1 shows that the probabil-

ity of any grounding world that violates the consistency constraints is zero. The probability of any possible 

grounding world of P-SLN contains the weights of all true-valued probabilistic inference rules. So, the 

probabilistic inference can incorporate external knowledge through the probabilistic inference rules and 

consistency constraints into P-SLN to obtain a more probable and consistent SLN. 

If new resources are added to a P-SLN, semantic links between the new resources and the existing nodes 

could also be inferred by the probabilistic inference rules. Applying inference rules ℱ repeatedly on P-SLN 

could generate a set of new semantic links, which results in expansion of SLN. 

5. Application in Building P-SLN of Events 

This section demonstrates a P-SLN of events on a large-scale real dataset with a baseline event extraction 

method. It identifies event types for each event mention independently without considering the semantic 

relations between event mentions that co-occur in the same sentence or in the same document. Based on the 

P-SLN of events, we build several probabilistic inference rules and consistency constraints to capture the 

semantic relations between co-occurring event mentions and represent domain knowledge. Through proba-

bilistic inference based on the probabilistic inference rules and consistency constraints, a more probable 

and consistent SLN of events can be obtained, which can significantly improve the performance of event 

extraction in text. 

5.1.   Event Extraction based on FrameNet 

Event extraction is the task of extracting structured event information from text corresponding to pre-

defined event types. We define event schemas based on the frames in FrameNet, inspired by the observa-

tion that the frames defined in FrameNet share highly similarly structures with the events in ACE event 

extraction program [12].  FrameNet is a taxonomy of manually identified semantic frames for English. In 

FrameNet, a frame is defined as a composition of a frame type and a set of Frame Elements (FEs). Many 

frames in FrameNet actually express a certain types of events, such as frames “Attack” and “Invading”. 

Their structures are also similar to the events in ACE. A frame in FrameNet is composed of a lexical unit 

and a set of frame elements, which play similar roles with the event triggers and arguments of ACE events, 

respectively.  Each frame also contains a set of Lexical Units (LUs), lemmas with part of speech (i.e., “as-

sault.v”) which can evoke the corresponding event in text. Most frames contain a set of exemplars with 

annotated LUs and FEs. FrameNet totally contains more than 1200 various frames and 13,500 LUs with 

202,000 manually annotated exemplars. Moreover, there is a set of labeled relations between frames, such 

as “Inheritance”, “Using” and “SubFrame”: 

 Inheritance: A inherited from B indicates that A must corresponds to an equally or more specific 

fact about B (e.g., “invading” inherited from “attack”). It is a directional relation, corresponding to 
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“is-a” relation in many ontologies. 

 Using: A and B connected by this relation means that a part of the scene evoked by A refers to B. It 

is a directional relation, where B is usually more abstract than A (e.g. “Abusing” using 

“Cause_harm”). 

 SubFrame: A and B connected by this relation means that A is a part of the process represented by 

B. Some frames are complex in that they refer to sequences of states and transitions, each of which 

can itself be separately described as a frame. The separate frames (called subframes) are related to 

the complex frames via the “SubFrame” relation. 

We extract all frames representing events from FrameNet and use the frame-to-frame relations to build a 

hierarchy of event schemas1. The detailed process of constructing event schemas from FrameNet is de-

scribed in our previous work [13]. Based on our hierarchical event schemas, we propose a probabilistic 

event extraction algorithm to extract event information from text so as to construct a P-SLN of events (see 

Section 5.3). In this work, we only consider the task of identifying event types, which assigns each event 

mention a correct event type. 

5.2.   P-SLN of Events 

A P-SLN of events consists of four parts: semantic nodes, semantic links between semantic nodes, proba-

bilistic inference rules and consistency constraints. Our P-SLN of events contains two types of semantic 

nodes: event mention nodes (denotes as 𝑒) and event type nodes (denoted as 𝑡). 

The semantic links in our P-SLN of events include both certain semantic links and uncertain semantic 

links. The above three frame-to-frame relations are used as the semantic links between event type nodes in 

our P-SLN of events. The certain semantic links include: 

(1) Semantic links between event type nodes: 

 𝐼𝑛ℎ𝑒𝑟𝑖𝑡𝑎𝑛𝑐𝑒(𝑡1, 𝑡2) is true when event types 𝑡1 and 𝑡2 are connected by Inheritance relation; 

 𝑆𝑢𝑏𝑓𝑟𝑎𝑚𝑒(𝑡1, 𝑡2) is true when event types 𝑡1 and 𝑡2 are connected by SubFrame relation; 

 𝑈𝑠𝑖𝑛𝑔(𝑡1, 𝑡2) is true when event types 𝑡1 and 𝑡2 are connected by Using relation; and, 

 𝐶𝑜𝑚𝑚𝑜𝑛𝐴𝑛𝑐𝑒𝑠𝑡𝑜𝑟(𝑡1, 𝑡2) is true when event types 𝑡1 and 𝑡2 have a common ancestor in the event 

schema hierarchy. 

(2) Semantic links between event mention nodes (i.e., co-occurrence(𝑒1, 𝑒2)) is true when candidate 

event mentions 𝑒1 and 𝑒2 are in the same sentence or are connected by a co-referent subject/object if 

they are in different sentences. We use the Stanford co-reference resolution system [14] for within-

document entity co-reference. Note that, the range of co-occurrence relations between event men-

tions is across sentences in a document. 

The uncertain semantic links include: 

(1) Semantic links between event mention nodes and event type nodes, i.e. 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑒, 𝑡), 𝑣1, which 

indicates event mention 𝑒 is an instance of event type 𝑡 with confidence value 𝑣1; 

The certain semantic links are those with truth-values during inference. The certainty degrees of the un-

certain semantic links are computed by the probabilistic event extraction method (see Section 5.3).  

The probabilistic inference rules and consistency constraints are defined in the following sections to cap-

ture the semantic relations between co-occurring event mentions and incorporate some useful knowledge of 

event extraction into the probabilistic inference process. 

 

1 The new event schemas and event-to-event relations are available at https://github.com/weili-

ict/EventSchemasBasedOnFrameNet 
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5.3.   Construction of the P-SLN of Events 

To construct a P-SLN of events as shown in Figure 1, we use the gold event triggers in a sentence as target 

event mentions, and then identify their corresponding event types by a discriminative probabilistic model. 

Given event triggers, we need to identify their event types. For example, in Figure 1, the token “left” can 

evoke both “Departing” (leave a place) and “Quitting” (an employee voluntarily leaves the service of an 

employer) events. We model the event type identification as a multi-class classification problem with a log-

linear model. 

Let ℒ denotes the event lexical unit set, ℒ𝑓 indicates the subset of event lexical unit sets that evoke a par-

ticular event type 𝑓. Let ℒ𝑙  and ℒ𝑓
𝑙  denote the lemmatized versions of ℒ and ℒ𝑓. For a given sentence 𝑋 

with candidate event triggers 𝑡, 𝑡𝑖 denotes the ith trigger word and 𝑡𝑖
𝑙 denotes its lemma. The set of candi-

date event types for 𝑡𝑖 is defined as ℱ𝑖 = {𝑓|∀𝑓, 𝑡𝑖
𝑙 ∈ ℒ𝑓

𝑙 }. We seek a list of event types 𝑓 = 〈𝑓1, … , 𝑓𝑚〉 for 

all target trigger words 〈𝑡1, … , 𝑡𝑚〉. 

For each target 𝑡𝑖, we aim to find the best event type from candidate event types ℱ𝑖: 

𝑓𝑖 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑓∈ℱ𝑖
𝑝𝜃(𝑓|𝑡𝑖, 𝑋)                                                               (6) 

We use a log-linear model for the event type classification model: 

𝑝𝜃(𝑓|𝑡𝑖 , 𝑋) =
exp (𝜃𝑇𝑔(𝑓,𝑡𝑖,𝑋))

∑ exp (𝜃𝑇𝑔(𝑓′,𝑡𝑖,𝑋))𝑓′∈ℱ𝑖

                                                      (7) 

where 𝑔 indicates a vector-valued feature function for event type classification (shown as Table 1) and 𝜃 

denotes the corresponding feature weights. 

We discriminatively train the event type classification model by maximizing the following log-

likelihood for training datasets 〈𝑋(𝑗), 𝑡(𝑗), 𝑓(𝑗)〉: 

𝑚𝑎𝑥𝜃 ∑ ∑ 𝑙𝑜𝑔𝑝𝜃(𝑓(𝑗)|𝑡𝑖
(𝑗), 𝑋(𝑗))

𝑚𝑗

𝑖=1
𝑛
𝑗=1                                               (8) 

where 𝑛 denotes the total number of annotated sentences in the training dataset and 𝑚𝑗 indicates the num-

ber of targets in sentence 𝑋(𝑗). 

Table 1. The features for event type classification. 

Lexical features Word and lemma of the trigger word, its parent and children in dependency tree 

POS-tag features part-of-speech tags of the trigger word, its parent and children in dependency tree 

Syntactic features the set of syntactic dependencies of the trigger word; the set of dependency labels of its children;  

the dependency label connecting it and its parent 

Word vector features 100-dimensional Glove word vector [15] of the trigger word 

 

After identifying all event-trigger words and obtaining the certainty degrees of different event types for 

each event mention, we can construct a P-SLN of events as shown in Figure 1.  Then, the probabilistic infer-

ence over the uncertain semantic links can be used to incorporate external knowledge into the P-SLN of 

events, which can further improve the accuracy of event identification. 

5.4.    Probabilistic Inference Rules 

Events in the same sentence or document tend to be related to each other according to the One Sense Per 

Discourse theory [16, 17]. In our system, the event schema hierarchy gives good description of event rela-

tions. 

 For example, the sentence in Figure 1 contains two event mentions “left” and “go”. The ambiguous 

word “left” can evoke several event types, such as “Quitting” (an employee voluntarily leaves the service 

of an employer) and “Departing” (leave a place).  A local classifier easily identifies it as “Quitting” if only 

its related phrase “company” is considered.  Since event mentions “left” and “go” are in the same sentence, 

they should convey related and consistent event information. Based on this inter-dependency, it is easy to 
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determine that “left” evokes a “Departing” event and “go” evokes a “Motion” event, since “Departing” and 

“Motion” are related to “Using” relation in the event schemas hierarchy. 

We use the following five different probabilistic inference rules to capture the inter-dependencies be-

tween event mentions in the same sentence or connected by a co-referent subject/object in different sen-

tences: 

(1) Some event types co-occur with each other very often. For example, an “Attack” event is very like-

ly to co-occur with “Injure” events and “Die” events. The following rule is used to represent this 

kind of knowledge: 

𝑓1: 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑒2, +𝑡2) ← (
𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑒1, +𝑡1) ∧

co-occurrence(𝑒1, 𝑒2)
) , 𝑤1. 

The symbol “+” denotes that for different event-type pairs (𝑡1, 𝑡2), the above formula has different 

weights, which can help to capture the semantic dependencies between different nodes of event type. 

(2) If two event mentions co-occur in the same sentence or are connected by co-referent subject/object 

in different sentences of a document, their event types probably (with weight wr) are related by se-

mantic links “Inheritance”, “Using” or “SubFrame”, which can be represented as the following 

three formulas: 

𝑓2: 𝐼𝑛ℎ𝑒𝑟𝑖𝑡𝑒𝑛𝑐𝑒(𝑡1, 𝑡2) ← (
co-occurrence(𝑒1, 𝑒2) ∧

𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑒1, 𝑡1) ∧
𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑒2, 𝑡2)

) , 𝑤2. 

𝑓3: 𝑈𝑠𝑖𝑛𝑔(𝑡1, 𝑡2) ← (
co-occurrence(𝑒1, 𝑒2) ∧

𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑒1, 𝑡1) ∧
𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑒2, 𝑡2)

) , 𝑤3. 

𝑓4: 𝑆𝑢𝑏𝐹𝑟𝑎𝑚𝑒(𝑡1, 𝑡2) ← (
co-occurrence(𝑒1, 𝑒2) ∧

𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑒1, 𝑡1) ∧
𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑒2, 𝑡2)

) , 𝑤4. 

(3) Two co-occurring event mentions usually belong to the same event scenarios. Their event types 

usually have the same ancestor in the event schema hierarchy: 

𝑓5: 𝐶𝑜𝑚𝑚𝑜𝑛𝐴𝑛𝑐𝑒𝑠𝑡𝑜𝑟(𝑡1, 𝑡2) ← (
co-occurrence(𝑒1, 𝑒2) ∧

𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑒1, 𝑡1) ∧
𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑒2, 𝑡2)

) , 𝑤5. 

The above knowledge about the inter-dependencies between co-occurring event mentions can be veri-

fied by statistics on the annotated event extraction dataset. The details are introduced in section 6.1. 

5.5.    Consistency Constraints 

We introduce two consistency constraints to restrict the uncertain semantic links between event mentions 

and event types.  The first consistency constraint is in the form of IGDs (the same as the constraint shown 

in Figure 1), which states that each event mention can only be an instance of a unique event type: 

𝐶1: 𝑡1 = 𝑡2 ← (𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑒1, 𝑡1) ∧ 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑒1, 𝑡2)). 

     The second constraint is in form of DCs, which restricts that two event mentions sharing the same trig-

ger word within a document should have the same event type: 

𝐶2: ¬ (
𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑒1, 𝑡1) ∧ 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑒2, 𝑡2) ∧

𝑒1 = 𝑒2 ∧ 𝑡1 ≠ 𝑡2
). 

5.6.   Weight Learning for Probabilistic Inference Rules 

To facilitate probabilistic inference on the P-SLN of events, both the weights of probabilistic inference 

rules and the confidence values of uncertain semantic links are necessary. The confidence values of all un-

certain semantic links are computed by the probabilistic event extraction algorithm. To learn the weights of 

probabilistic inference rules in our P-SLN of events, we formulate the MAP inference process as a struc-
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tured prediction problem and estimate the weights of probabilistic inference rules with a structured hinge 

loss. Let (𝒚, 𝑥) be the 𝑖th training example, then the hinge loss is calculated as follows:  

𝐿𝒘(𝑖) = −𝑆(𝒚, 𝑥) + max
𝒚′

(𝑆(𝒚′, 𝑥) + 𝐿(𝒚, 𝒚′))                                                 (9) 

where 𝑆(𝒚, 𝑥) = ∑ 𝑣𝑖𝐼(𝑙𝑖 , 𝒙)(𝑙𝑖, 𝑣𝑖)∈𝐿 + ∑ 𝑤𝑖𝑁(𝑓𝑖, 𝒙)(𝑓𝑖, 𝑤𝑖)∈ℱ  (see Equation 3) and 𝐿(𝒚, 𝒚′) denotes the num-

ber of wrong semantic links in 𝒚′ comparing with gold annotations 𝒚, i.e., instanceOf semantic links be-

tween event mention nodes and event type nodes. We solve the above problem by transforming it into an 

integer linear program, which can add extra function 𝐿(𝒚, 𝒚′) easily. Our approach learns the weights of 

probabilistic inference rules 𝒘 by minimizing the ℓ2-regularized average loss on an annotated training cor-

pus, which is a set of documents paired with annotated event type information: 

𝑤∗ = argmin
𝑤

1

𝑑
∑ 𝐿𝒘(𝑖)𝑑

𝑖=1 +
1

2
𝜆‖𝑤‖2

2                                                      (10) 

where 𝑑 denotes the total number of annotated documents in the training set. 

6. Experimental Evaluation 

6.1.   Dataset 

The full-text annotations in FrameNet 1.7 release are transformed into annotated datasets for event extrac-

tion by filtering non-event frames. The filtered full text annotations are split into three parts:  Eext_Training 

set for training the baseline event extraction model, Mapinf_Learning set for learning the weights of proba-

bilistic inference rules, and Test set for evaluating both the baseline event extraction model and the proba-

bilistic inference models. The details of the datasets are shown in Table 2. 

Table 2. The annotated dataset for event extraction, which is constructed from the full text annotations by filtering non-event frames in 

FrameNet 1.7 Release. It also shows the number of documents, sentence and annotated events in each dataset. 

          Count 

Full text annotations Eext_Training set Mapinf_Training set Test set 

#Documents 37 45 16 

#Sentences  1350 1952 817 

#Events 3513 4508 1813 

To verify whether the five probabilistic inference rules about the dependencies between co-occurring 

event mentions are common, we do some statistics on the training dataset. There are total 2642 sentences 

that contain more than one event mentions, and among them there are 1471 sentences containing event 

mention pairs whose event types are related to “Inheritance”, “Using”, “Subframe”, or “CommonAncestor”. 

The results demonstrate that event mentions co-occurring in the same sentences are likely related to each 

other. The five probabilistic inference rules in section 5.2 are used to represent these knowledges to further 

improve the event extraction performance. Further verification of the effectiveness of the probabilistic in-

ference rules and consistency constraints are shown in section 6.2. 

6.2. Results of MAP Inference 

After learning weights of probabilistic inference rules on the training dataset, we apply MAP inference over 

the uncertain semantic links based on the probabilistic inference rules and consistency constraints. We 

evaluate the effectiveness of our P-SLN model based on the accuracy of event type classification (corre-

sponding to the instanceOf semantic link between event mention nodes and event type nodes). The perfor-

mance of event classification before MAP inference and after MAP inference are compared in Table 3. 

Table 3. Comparison of the performance of event extraction. 

 Training dataset Accuracy on Test set (%) 

Before MAP inference Eext_Training set 82.63 

Before MAP inference Eext_Training + Mapinf_Training sets 84.01 
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After MAP Inference Mapinf_Training set 87.81 

Results in Table 3 show that the MAP inference in our P-SLN model could obtain a more probable SLN 

of events, which largely improves the performance of event extraction. To eliminate the influence of train-

ing dataset, we also compare the performance of the probabilistic event extraction model (i.e., before MAP 

inference) that is trained on the combination of the Eext_Training set and the Mapinf_Training set. The 

results show that the MAP inference model also significantly outperforms the probabilistic event extraction 

model, which demonstrates the effectiveness of the probabilistic inference in our P-SLN model. The results 

also verify that our P-SLN model can effectively incorporate external knowledge in form of probabilistic 

inference rules and consistency constraints to inference over the uncertain semantic links, resulting in a 

more probable and consistent SLN. 

6.2.1. Analysis 

To analyze the effectiveness of each consistency constraint and probabilistic inference rule, we evaluate and 

compare the performance of event identification by removing consistency constraints and probabilistic in-

ference rules one-by-one sequentially in MAP inference. Results in Fig. 2 show that the accuracy of event 

identification decreases consistently while the consistency constraints and probabilistic inference rules are 

removed one-by-one sequentially (the consistency constraint 𝑪𝟏 is not removed). 

  

Figure 2. Comparison between the performance of event extraction by removing consistency constraints and the probabilistic infer-

ence rules one-by-one sequentially in MAP inference. -𝑪𝟐 denotes the removal of the consistency constraint 𝑪𝟐 during probabilistic 

inference. -𝑓𝑖 denotes the removal of inference rule 𝑓𝑖. 

From Fig. 2, we can see that the influence of the consistency constraint 𝑪𝟐 and the probabilistic infer-

ence rule 𝒇𝟏 are the largest to the event identification results. We show top 10 event type pairs obtaining the 

largest weights in the probabilistic inference rule 𝒇𝟏 in Table 4.  

Table 4. The event type pairs with top 10 largest weights in the probabilistic inference rule 𝑓1. 

Using Manufacturing 

Manufacturing Research 

Discussion Statement 

Death Attack 

Death Killing 

Revenge Attack 

Participation Discussion 

Arriving Motion 

Hostile_encounter Attack 

Commitment Statement 
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Statement Response 

 The event type pairs in Table 4 are all semantically related to each other, so properly capturing these 

kinds of knowledge can effectively improve the performance of event identification. 

6.3. Results of CPI Inference 

We calculate the conditional probability of each uncertain semantic link 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑂𝑓(𝑒𝑖 , 𝑡𝑖) conditioned on 

the probabilistic inference rules, consistency constraints, and certainty degrees of uncertain semantic links. 

Then for each event mention, we choose the event type with the largest conditional probability as the final 

results. Since both CPI inference and MAP inference are based on the joint probability in Equation 1, they 

achieve the same results for event extraction. The difference between the CPI inference and MAP inference 

is that the CPI inference tends to compute the actual probability of each uncertain semantic link after prob-

abilistic inference, while the MAP inference only obtains the most probable and consistent SLN. Table 5 

shows some examples which demonstrate the effectiveness of CPI inference. 

Table 5. Some examples demonstrate the effectiveness of the conditional probabilistic inference. The words in bold in the example 

sentences are target event mentions. The underlined words are co-occurred event mentions which mainly help infer the correct event 

types of the target event mentions. 

Example Sentence uncertain semantic links 
Certainty degrees 

Before CPI inference After CPI inference 

In addition, it has been alleged 

that former Soviet bioweapon-

eers have been hired by Iran to 
specifically work on its BW 

arsenal. 

instanceOf(hired, Renting) 

instanceOf(hired, Hiring) 
0.562 

0.438 

0.131 

0.769 

It has also participated in sev-
eral scientific exchanges with 

foreign experts. 

instanceOf(exchanges, Exchange) 
instanceOf(exchanges, Exchange_currency) 

instanceOf(exchanges, Replacing) 

instanceOf(exchanges, Discussion) 

0.473 

0.044 

0.026 

0.457 

0.231 
0.034 

0.052 

0.683 

Open sources reported that the 

Russian Minister of Atomic 

Energy confirmed that discus-
sions over supplying Syria with 

a power plant and a desalina-

tion plant were taking place. 

instanceOf(confirmed, Statement)  

instanceOf(confirmed, Verification) 

instanceOf(confirmed, Affirm_or_deny) 
instanceOf(confirmed, Rite) 

0.300 

0.683 

0.013 
0.004 

0.570 

0.387 

0.031 
0.012 

Examples in Table 5 show that CPI inference can incorporate knowledge represented by probabilistic in-

ference rules and consistency constraints into P-SLN of events, which effectively improves the certainty 

degrees of uncertain semantic links. For example, the event mention “hired.v” has been incorrectly identi-

fied as an instance of “Renting” event type by the probabilistic event extraction model, however, the proba-

bilistic inference predicts the correct event type by improving the certainty degrees of uncertain semantic 

links (e.g., the certainty degree of uncertain semantic link instanceOf(hired, Hiring) is changed from 0.438 

to 0.769). 

7.  Related work  

Semantic Link Network. It is a semantics-rich self-organized relational network which pursues diversity 

of semantic link and emphases on dynamicity of representation. It enables intelligent applications to work 

on a self-organized semantic context. The study of Semantic Link Network was initiated from discovering 

the inheritance rules for efficient model retrieval [40] and the construction of active document [25]. It has 

formed a systematic theory, method, tools and platform through long-term research and application 

[1][2][3][24][43][44][45][46][47][48][52][53].  It has been integrated with multi-dimensional resource 

space to form a complex semantic space with systematic theoretical basis [37][38][39].  It has been applied 

to many applications, including the general summarisation method [19], active information services [25], 

and image retrieval [42]. To verify the role of SLN in representation and understanding, a series of applica-

tions on text processing is conducted based on SLN, including text summarization [20, 21, 22], simulation 
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of reading process [23], and organizing texts for advanced information services [25]. An approach to auto-

matically generating the “Related Works” section for scientific articles is proposed to verify the general 

summarization method based on connotation and extension through citation link [26]. The contribution of 

cause-effect link to representing the core information of scientific paper was studied [27]. An extractive 

summarization method of scientific papers through reinforcement ranking on SLN verifies its significance 

in representing and understanding the semantic information of scientific documents [28].  SLN is a self-

organized semantic model for supporting intelligent services.  In recent years, SLN has been developed to 

support Cyber-Physical-Social Intelligence [18][19][36][49].   

The Probabilistic Semantic Link Network was inaugurated in [3] for providing the basis for modelling 

uncertain semantic relations and semantic networking applications such as reusing and clustering software 

components and advanced information services [41][47].  Taking a step further, this paper develops two 

effective probabilistic inference tasks. 

Knowledge Graph.  It is a similar notion proposed by Google in 2012.  The development history of 

SLN shows that the study of SLN is earlier.  The study of SLN more emphasizes on model, theory and 

method while knowledge graph more focuses on techniques and applications.  

Probabilistic Database. A number of probabilistic database systems, including MystiQ [29], Trio [30], 

MayBMS [31] and SPROUT [32], have been developed to support efficient query evaluation. A set of 

probabilistic knowledge base systems, such as Probase [33] and Knowledge Valt [34], have also been con-

structed to support knowledge fusion and probabilistic knowledge inference. 

Probabilistic Inference.  The most common probabilistic inference task is to compute the posterior dis-

tribution of a query variable given some evidences, which is usually done over a Markov Network. To uni-

fy probability and logic, Markov Logic Networks (MLNs) combine Markov networks and first-order logic 

(FOL) by attaching weights to FOL formulas and using them as templates for features of Markov networks 

[7]. Similar to Markov Logic Networks (MLNs), Probabilistic Soft Logic (PSL) uses weighted first-order 

logic formulas to compactly encode complex undirected probabilistic graphical models [35]. However, PSL 

relaxes the Boolean truth values of MLNs to constant and soft truth values and restricts the syntax of first 

order formulas. The probabilistic inference model proposed in this paper are inspired by MLNs and PSL. 

The main differences are that our probabilistic inference model can both represent uncertain semantic links, 

and the reason on uncertain semantic links by considering both certainty degrees of semantic links and 

weights of probabilistic inference rules and consistency constraints. 

7.1. Comparison with MLN 

Markov Logic Network (MLN) is a statistical relational learning language based on first order logic and 

Markov Networks for unifying logic and probability [7].  It can be regarded as a formalism that extends 

first order logic to formulae that can be violated with some penalty. An MLN is actually a set of weighted 

first-order logic formula {(𝑙𝑖 , 𝑤𝑖)}, where 𝑤𝑖  is the weight associated with formula 𝑙𝑖. These weighted first-

order logic formulae define a probability distribution over sets of grounded predicates: 

𝑃(𝑦) =
1

𝑍
exp (∑ 𝑤𝑖𝑁(𝑙𝑖 , 𝑦)(𝑙𝑖, 𝑤𝑖)∈ℳ )                                               (11) 

where 𝑦 is a grounding world (assignment on every predicate), 𝑁(𝑙𝑖 , 𝑦) is the number of groundings of 𝑙𝑖 

that is true in 𝑦, and 𝑍 is a normalization constant.  

In contrast, our P-SLN model can not only represent uncertain semantic links but also carry out reason-

ing on uncertain semantic links with certainty degrees of semantic links, weights of probabilistic inference 

rules, and consistency constraints.  The semantics of a P-SLN is based on a joint probability distribution on 

the uncertain part of P-SLN. The weights of semantic links in 𝐿, the weighted inference rules ℱ and the 

consistency constraints jointly determine a log-linear probability distribution over sets of grounded atoms: 

𝑃(𝒙) = {
1

𝑍
exp (∑ 𝑣𝑖𝐼(𝑙𝑖 , 𝒙)(𝑙𝑖, 𝑣𝑖)∈𝐿 + ∑ 𝑤𝑖𝑁(𝑓𝑖 , 𝒙)(𝑓𝑖, 𝑤𝑖)∈ℱ )  𝒙 ∝ 𝒞

0                                                                               𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                            (12) 

where 𝒙 denotes a grounding world of all atoms in P-SLN 𝒢, 𝐼(𝑙𝑖 , 𝒙) indicates whether the uncertain se-

mantic link 𝑙𝑖 is included in 𝒙, and 𝑁(𝑓𝑖, 𝒙) is the number of groundings of 𝑓𝑖 that is evaluated to be True in 

𝒙, 𝑍 is a normalization constant. 𝒙 ∝ 𝒞 indicates that the grounded atoms in 𝒙 satisfy the constraints in 𝒞. If 

𝒙 violates the constraints in 𝒞, the probability 𝑃(𝒙) is 0.  In addition, this paper provides a formalism of P-
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SLN model through formalizing external knowledge into the form of probabilistic inference rules and con-

straints on consistency. Based on the formalization of P-SLN, two probabilistic inference tasks, including 

maximum aposteriori inference and conditional probability inference are proposed and formalized to incor-

porate external knowledge into the uncertain semantic links. 

8. Conclusion 

This paper develops the Probabilistic Semantic Link Network model P-SLN, which consists of semantic 

nodes, uncertain sematic links, probabilistic inference rules and consistency constraints. It is capable of 

representing uncertainty and carrying out reasoning on uncertain semantic links. The probabilistic inference 

rules and consistency constraints can represent both probabilistic and deterministic knowledge. Two proba-

bilistic inference tasks are formalized to incorporate external knowledge into P-SLN to obtain more proba-

ble and consistent SLN. The effectiveness of the proposed model has been verified through an application 

on constructing P-SLN for joint event identification. 
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