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Abstract — The key to realize advanced document summarization is semantic representation of documents. This paper 
investigates the role of Semantic Link Network in representing and understanding documents for multi-document 
summarization. It proposes a novel abstractive multi-document summarization framework by first transforming documents into a 
Semantic Link Network of concepts and events and then transforming the Semantic Link Network into the summary of the 
documents based on the selection of important concepts and events while keeping semantics coherence.  Experiments on 
benchmark datasets show that the proposed summarization approach significantly outperforms relevant state-of-the-art 
baselines and the Semantic Link Network plays an important role in representing and understanding documents. 
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1 INTRODUCTION
HE general aim of multi-document summarization is 
to produce a concise and coherent summary repre-

senting the core information of a given set of documents. 
The summarization is called query-focused multi-
document summarization if the summary is generated for 
answering a query [1].  Existing approaches can be cate-
gorized into extractive approaches and abstractive ap-
proaches in general. Extractive approaches generate 
summary by ranking sentences within documents while 
abstractive approaches are expected to generate new set 
of sentences as summary, which requires semantic repre-
sentation of documents. 

Semantic Link Network (SLN) is a semantics-rich self-
organized semantic model for semantically organizing 
resources to support semantics-based services [2], [3], [4]. 
It consists of semantic nodes representing various re-
sources, semantic links representing various relations be-
tween semantic nodes, and a semantic space that specifies 
semantics on nodes and links.  SLN provides a semantics 
layer for implementing various advanced information 
services like abstractive document summarization 
[12][29]. 

Concepts and events are basic semantic representation 
units in a class of documents like news. Events indicate 
actions related to concepts, usually in form of “who did 
what to whom when and where”, representing the gen-
eral concerns of readers on the documents like news. As 
an instance of Semantic Link Network, Semantic Link 
Network of concepts and events is suitable for represent-
ing the semantics of news documents. 

SLN inspires an SLN-based multi-document summari-

zation approach, which transforms the input documents 
into a Semantic Link Network of concepts and events, 
summarizing the SLN to get a condensed and coherent 
SLN, and then transforming the condensed SLN into a 
concise text summary, as illustrated in Fig. 1.  

The SLN-based summarization approach has the follo-
ing main advantages: 1) Core information of documents 
can be selected more effectively by summarizing the SLN 
according to semantic features like semantic richness of 
semantic nodes and links [2][4][61].  2) Co-referent events 
and co-referent concepts can be easily detected (e.g. 
events evoked by “attacked” and “assaulted”, and con-
cepts “Morris Dees” and “Morris S. Dees Jr.”) and merged 
to avoid redundancy, and related information from differ-
ent sentences can be aggregated. 3) Concepts and events 
in the summary-SLN carries useful syntactic information, 
which helps transform them into appropriate sentences. 
4) Semantic links can increase the coherence and informa-
tiveness of generated summaries. For example, the “Tem-
poral_after” link between events “defend.v” and “as-
sault.v” make the summary sentence more coherent and 
informative. 

To verify the advantages of the  text-SLN-text 
summarization approach, we conduct experiments on 
three benchmark DUC (Document Understanding Con-
ference) datasets. Experiments show that our approach 
outperforms several extractive summarization baselines 
and state-of-the-art abstractive baselines. It also empiri-
cally validates that SLN of concepts and events plays an 
important role in representing and understanding docu-
ments as a good summarization is based on the ability of 
representation and understanding. 

2 GENERAL ARCHITECTURE 
The architecture of our approach illustrated in Fig. 2 
mainly consists of three parts: Semantic Link Network 
construction, Semantic Link Network summarization and 
summary text generation. 
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2.1 Semantic Link Network Construction 
Semantic Link Netweork construction contains two com-
ponents: concept extraction with relation identification 
(Section 3.1), and event extraction with relation identifica-
tion (Section 3.2-3.3). Since the existing definition of event 
schemas in ACE[1] (Automatic Context Extraction) 2005 
event extraction program is rather incomplete and coarse, 
we redefine the event schemas that has wider coverage 
and are more fine-grained based on semantic frames in 
FrameNet corpus. New hierarchical event schemas are 
built by extracting all frames expressing event infor-
mation and the frame-to-frame relations between them. 
Structured event representation is automatically extracted 
from documents based on the hierarchical event schemas. 
Various semantic links between events, such as Cause-
Effect link, Purpose link and Temporal link, are also defined 
and extracted from documents automatically. Semantic 
links between concepts are further extracted to link the 
events that have no explicit connection. 

2.2 Semantic Link Network Summarization 
The summarization of SLN is modeled as a structure pre-
diction problem [5] that trades off among selecting salient 
information, maintaining coherence, and conveying cor-
rect and complete information. The semantics richness 
features, such as the frequency of semantic nodes, fre-
quency and diversity of semantic links, are used to help 
extract the core information of documents more effective-
ly [2][61]. Several network-flow based coherence con-
straints are used to ensure the semantics coherence of the 
summary SLN, which are proved to be effective for im-
proving both the informativeness and coherence of the 

resulting summaries (presented in Section 4 in detail). 

2.3 Summary Text Generation 
Both the structures of events and concepts in SLN carry 
useful syntactic information, which is helpful for trans-
forming a summary SLN into a grammatical and fluent 
text summary. A set of concept description templates, 
event description templates and sentence structuring 
rules are extracted from the FrameNet annotated corpus. 
To improve the linguistic quality of generated summaries, 
more candidate sentences are firstly generated based on 
the learned templates, and then greedily selected to com-
pose a fluent and coherent text summary without infor-
mation redundancy (presented in Appendix A in detail). 

 
Fig. 1. An illustration of the process of our summarization approach. In the source sentences, concepts are underlined and events are in 
bold face. An SLN is constructed from the source sentences. Several semantic links between concepts such as “BeCo-founderOf”, and 
semantic links between events such as “Temporal_After”, are extracted and shown in the SLN. The semantic links between concepts 
connect some events without direct relations (e.g. events evoked by “tracks” in (1) and “defended” in (3)), making the SLN denser and 
richer. Co-referent events (e.g. events evoked by “attacked” in (2) and “assaulted” in (3)) and co-referent concepts (e.g. “Morris Dees” in 
(2) and “Morris S. Dees Jr.” in (3)) are both detected and merged. Then, the source-SLN is summarized into a summary-SLN, which 
contains several salient events and concepts, as well as the semantic links between them. Finally, a text summary is generated from the 
summary-SLN based on sentence generation templates. 

[1] https://www.ldc.upenn.edu/collaborations/past-projects/ace 

 

Fig. 2. The architecture of the SLN-based approach.  
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3 SEMANTIC LINK NETWORK CONSTRUCTION 
3.1 Concept Extraction with Relation Identification 
Concepts and events are two basic information units in a 
class of documents like news. Most concepts usually act 
as arguments of events. The relations between concepts 
also carry important relational information between 
events. Importing concepts and relations between them 
into the Semantic Link Network representation of docu-
ments connects some events without direct relations, 
which make the SLN denser and semantically richer. Fig. 
1 shows an example that the relation between concepts 
“Morris Dees” and “Southern Poverty Law Center” connects 
the events related to them (e.g. events evoked by “tracks” 
and “defended”), making the summary more informative 
and coherent. 

All noun phrases extracted from documents based on 
dependency trees are regarded as concepts. Texts are pre-
processed by Stanford CoreNLP pipeline [6]. The de-
pendency trees are transformed into semantic graph by 
pronoun resolution [7]. All named entities are identified 
as concepts. For other nouns, we expand on “compound”, 
“name”, “amod”, “neg”, “nummod” and “dep” dependency 
labels to build the basic noun-phrase concept. We also 
expand on “appos”, “acl”, “acl:relcl”, “nmod:of” and 
“nmod:poss” labels for non-proper nouns, since these are 
relative clauses that convey important information. 

Relations between concepts are usually indicated by 
phrases between concepts within text. In order to differ-
entiate event triggers (usually are indicated by verbs), the 
valid syntactic patterns of relations are restricted as “be”, 
“be-NP-prep” and “be-AP-prep” where NP indicates 
noun phrase and AP indicates adjective phrase, such as 
“Morris Dees is a lawyer” and “Morris Dees is the co-
founder of Southern Poverty Law Center”.  The evaluation 
results on 100 random sentences show that the three pat-
terns are able to cover over 90% relations except for the 
relations represented in verbs that can be recognized as 
events (presented in Appendix B.4 in detail). Several syn-
tactic rules, which use the dependency labels (including 
“nsubj”, “appos”, “nmod:of” and “nmod:poss”) between 
head tokens of concepts, are designed to detect those spe-
cific relations between concepts.  

To aggregate information across documents, all coref-
erent concepts need to be recognized both within each 
document and on all documents. The co-reference resolu-
tion within each document has been conducted during 
the preprocessing stage by Stanford CoreNLP pipeline, so 
those resolution rules can be adopted. The concept co-
reference resolution across documents is processed by a 
hierarchical agglomerative clustering algorithm as intro-
duced in [8]. A set of clusters is obtained and each cluster 
contains concept mentions refer to the same concept in 
the documents. For each cluster of co-referential concepts, 
only the most representative one is reserved, and the rela-
tions of all other concept mentions are merged into it. For 
example, the concept “Morris Dees” in Fig. 1 is merged 
from “Morris Dees” in source sentence (1) and “Morris S. 

Dees Jr.” in source sentence (2) as well as their semantic 
relations “Be” with “Layer” and “BeCo-founderOf” with 
“Southern Poverty Law Center”. 

3.2 FrameNet-based Event Extraction 
Event extraction is the task of extracting structured event 
information from text according to pre-defined event 
schemas. Most of existing approaches are based on ACE 
(Automatic Context Extraction) 2005 event extraction 
program, which defines 8 types of events with 33 sub-
types in total. Each event is defined as a composition of 
an event type, an event trigger and a set of argument 
roles. Due to the limited number of defined event sche-
mas, the event extraction results usually miss much sali-
ent event information, so that they are not suitable for 
practical applications. The FrameNet [2] corpus is a linguis-
tic corpus containing complete definition of semantic 
frames and frame-to-frame relations. Frames in FrameNet 
share highly similar structures with event schemas in 
ACE [9]. This work not only redefines event schemas 
based on semantic frames in FrameNet [10] but also 
builds a hierarchy of event schemas with leveraging the 
frame-to-frame relations. Employing the hierarchical 
event schemas as an instance of the semantic space of 
SLN [4][60][61][62], a probabilistic event extraction algo-
rithm is further proposed to extract structured event in-
formation from text, which consists of two parts: (1) event 
trigger extraction, and (2) event arguments extraction. 

3.2.1 Hierarchical Event Schemas based on FrameNet 
The FrameNet is a taxonomy of manually identified se-
mantic frames. A frame is defined as a composition of a 
frame type, a set of Frame Elements (FEs) and a list of 
Lexical Units (LUs). A LU is a word or phrase that evokes 
the corresponding frame. FEs indicate the set of semantic 
roles associated with the participants of the frame. Most 
frames contain a set of exemplars with annotated LUs and 
FEs. Moreover, there is a set of labeled relations between 
frames. FrameNet [3] in total contains more than 1200 vari-

 
Fig. 3. FrameNet-based event extraction. The top part shows the 
hierarchical event schemas defined based on FrameNet. The bot-
tom part shows the event extraction results for two example sen-
tences based on the new event schemas. 

[2] https://framenet.icsi.berkeley.edu/fndrupal/ 
[3] We use FrameNet 1.7 version.  
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ous frames, 13500 LUs with 202000 manually annotated 
exemplars and 1800 frame-to-frame relations. Three main 
types of frame-to-frame relations are defined as follow-
ing: 

Inheritance. “Frame A inherits from frame B” indicates 
that A corresponds to an equal or more specific fact about 
B. For example, “invading” inherits from “attack”. 

SubFrame. “Frame A is a subFrame of frame B” indi-
cates that B is a complex frame referring to sequences of 
separate states and transitions, and A is one of them. For 
example, “Committing_crime” is a subFrame of 
“Crime_scenario”. 

Using. “Frame A using frame B“ indicates that a part 
of the scene evoked by A refers to B. It is a directional re-
lation, where B is usually more abstract than A (e.g., 
“Abusing” using “Cause_harm”). 

Many frames in FrameNet actually express certain 
types of events in ACE, such as frames “Attack” and “In-
vading”. The structure of frames in FrameNet is also simi-
lar to event schemas in ACE. The LUs and FEs of a frame 
play similar roles as the event triggers and argument roles 
of events in ACE, respectively. 

The above observations motivate us to construct new 
event schemas by extracting all frames expressing event 
information from FrameNet. The frame-to-frame relations 
Inheritance, Subframe and Using are also used to build a 
hierarchy of event schemas. The frame types are directly 
used as event types and their FEs are directly used as ar-
gument roles, as shown in Fig. 3. For each frame in 
FrameNet, there are core FEs and non-core FEs. Core FEs 
are conceptually or syntactically necessary to the central 
meaning of the frame (analogous to the core arguments 
ARG0-ARG5 in PropBank). In contrast, the non-core FEs 
loosely correspond to syntactic adjuncts and carry broad-
ly applicable information such as time and place. In our 
event schema definition, we reserve all core FEs and only 
some of the common non-core FEs such as Time and Place 
as argument roles. 

The advantages of our hierarchical event schemas[4] in-
clude the following aspets: 

(1) It contains 655 in total well-defined event schemas. 
Based on our event schemas, more complete event 
information can be extracted from text. For exam-
ple, in Fig. 3, four events are extracted from the 
first example sentence and two events are extract-
ed from the second example sentence. However, 
only one event (“Attack”) can be extracted from 
both sentences by the ACE evaluation. 

(2) The event types in our event schemas are more fi-
ne-grained than that in ACE. For example, all 
kinds of violent acts, such as street fights and 
wars, are treated as a single type “Attack”, howev-
er, there are richer definitions in our event sche-
mas (e.g. “Attack” has five subtypes in total in our 
event schemas).  

(3) The large manually annotated dataset in Frame-
Net, including exemplars and full text annotation, 
can be directly used as training and evaluation da-
ta for the event extraction model. 

3.2.2 Event Trigger Extraction 
The task of event trigger extraction needs to identify all 
event triggers and classify their event types. For example, 
the first example sentence in Fig. 3 contains four event 
triggers: “representing”, “attacked”, “introduced” and “con-
tradict”. They evoke events “Justifying”, “Attack”, “Ad-
ducing” and “Evidence” respectively. The processes of 
trigger identification and classification are performed in a 
unified manner, which have been proved to be superior to 
be handled separately [11]. Specifically, a log-linear classi-
fication model is used to classify each trigger candidate 
into one of candidate event types (including a “None” 
class to differentiate non-event triggers).  

In our event schemas, both verbs and nouns can evoke 
events. Instead of treating all words as trigger candidates, 
we build a valid event lexical unit (LU) set by extracting 
all LUs that evoke event frames from FrameNet, includ-
ing annotations in exemplars and full texts. Then, the 
event LU set is expanded by using synsets in WordNet 
and including all their morphological variants. When giv-
en a sentence, a word or phrase is considered as a trigger 
candidate if it is contained by the event LU set. For each 
trigger candidate, its candidate event types are restricted 
to those events that include the trigger candidate as a LU. 
The simple approach is able to cover 90.94% of the gold-
standard event triggers in the test set. The trigger candi-
date extraction approach not only reduces the label bias of 
the training data (most are non-event triggers) but also 
largely reduces the number of candidate event types for 
each trigger candidate (from 656 to about 10 on average). 

For a given sentence 𝑋 = 𝑥$, … , 𝑥'  with candidate 
event triggers 𝑇 = 𝑡$, … , 𝑡* , 𝑡+  denotes the 𝑖-.  trigger 
word and 𝑡+/ denotes its lemma. Let ℒ be the event LU set, 
ℒ1 be the subset of event LU set which evokes a particular 
event type 𝑓. Let ℒ/ and ℒ1/  be the lemmatized versions of 
ℒ and ℒ1. The set of candidate event types for 𝑡+ is defined 
as ℱ+ = 𝑓 ∀𝑓, 𝑡+/ ∈ ℒ1/ ∪ {𝑁𝑜𝑛𝑒} (“None” indicates a non-
event class). We seek a list of event types 𝐹 = 𝑓$, … , 𝑓*  
for all target trigger words T= 𝑡$, … , 𝑡* . 

For each trigger candidate 𝑡+, we aim to find the best 
event type from candidate event types ℱ+: 

𝑓+ = 𝑎𝑟𝑔𝑚𝑎𝑥1∈ℱB𝑝D(𝑓|𝑡+, 𝑋)                       (1) 

A log-linear model is used to model the event type 
classification problem as following: 

𝑝D 𝑓 𝑡+, 𝑋 = HIJ	(DLM(1,-B,N))
HIJ	(DLM(1O,-B,N))PQ∈ℱB

                (2) 

where 𝑔 indicates a feature vector for event type classifi-
cation (shown in Table D.1 in Appendix D) and 𝜃 denotes 
the corresponding feature weights.  

We discriminatively train the event type classification 
model by maximizing the following log-likelihood for 
training datasets 𝑋(S), 𝑇(S), 𝐹(S) : 

𝑚𝑎𝑥D 𝑙𝑜𝑔𝑝D 𝑓+
(S) 𝑡+(S), 𝑋(S)

*U
+V$

W
SV$            (3) 

where 𝑑 denotes the total number of annotated sentences 
in training dataset and 𝑚S indicates the total number of 
target triggers in sentence 𝑋(S). 𝑡+(S) and 𝑓+(S) denote the 𝑖-

 [4] https://github.com/weili-ict/EventSchemasBasedOnFrameNet 
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th trigger word and its corresponding event type in sen-
tence 𝑋(S) respectively.  

3.2.3 Event Arguments Extraction 
Event arguments are concepts which play different roles 
in an event. Event argument extraction is to identify con-
cepts that act as arguments, and classify their argument 
roles. For example, in the first sentence in Fig. 3, “Victoria 
Keenan” plays the role of “Victim” and “two guards” plays 
the role of “Assailant” in event “Attack”. This work treats 
all concepts extracted from a sentence as argument candi-
dates, and then utilizes a unified log-linear classification 
model to identify event arguments and classify their ar-
gument roles. 

Given a sentence 𝑋 = 𝑥$, … , 𝑥' , the set of target event 
triggers are denoted as 𝑇 = 𝑡$, … , 𝑡*  and the correspond-
ing event types are denoted as 𝐹 = 𝑓$, … , 𝑓* . For each 
event type 𝑓+, let ℛ1B = {𝑟$, … , 𝑟|ℛPB|} denote its argument 
roles. All concepts extracted from the sentence (as intro-
duced in Section 3.1) are treated as argument candidates 𝑆 
for filling any role 𝑟 ∈ ℛ1B . They are able to cover 98.4% of 
the gold-standard argument mentions in the test set. 

For each event trigger 𝑡+ with event type 𝑓+ and argu-
ment roles ℛ1B = {𝑟$, … , 𝑟|ℛPB|}, let 𝐴+ be the mapping of 
concepts in 𝑆  to argument roles in ℛ1B = ℛ1B ∪ {𝑁𝑜𝑛𝑒} 
(“None” indicates a non-argument role, used to differenti-
ate non-argument concepts). The argument role of each 
concept 𝑠 ∈ 𝑆 is represented as following: 

𝐴+ 𝑠 = 𝑎𝑟𝑔𝑚𝑎𝑥]^∈ℛOPB𝑝_ 𝑟 |𝑠, 𝑓+, 𝑡+, 𝑋           (4) 

where 𝐴+ 𝑠  denotes the argument role of concept 𝑠. 
We use a conditional log-linear model on candidate 

concepts for each role of each evoked frame: 

𝑝_ 𝐴+ 𝑠 = 𝑟 𝑠, 𝑓+, 𝑡+, 𝑋 = HIJ	(_L.(a,]^,1B,-B,N))
HIJ	(_L.(a,],1B,-B,N))b∈ℛQPB

    (5) 

where ℎ indicates a feature vector for argument role iden-
tification (shown in Table D.2 in Appendix D) and 𝜗 de-
notes the corresponding feature weights.  

We train the argument identification model by maxim-
izing the log-likelihood of training dataset 
𝑋(S), 𝑇(S), 𝐹(S), 𝐴(S)  as following: 

𝑚𝑎𝑥_ log 𝑝_ 𝐴+
S (𝑠) 𝑓+

(S), 𝑡+
(S), ℛ′1B , 𝑋

(S)
a∈i

*U
+V$

W
SV$   (6) 

where 𝐴+
S (𝑠) indicates the annotated argument role of 

concept 𝑠 for event trigger 𝑡+
(S) with event type 𝑓+

(S). 

3.3 Event Relation Extraction 
The sentence structures and discourse features in docu-
ments are leveraged to infer the relations between events 
in order to construct an informative Semantic Link Net-
work. The common types of semantic links between 
events are defined as following:  

(1) Temporal link. It indicates the temporal relations 
between two events, which consists of directed 
asymmetric links (BEFORE and AFTER) and 
symmetric links (OVERLAP). For symmetric links, 
we add two directed links in opposite directions 
between two event nodes. Clue words, such as “be-
fore”, “after”, “when” and “during”, can help detect 

the corresponding temporal links. 
(2) Cause-effect link, denoted as 𝑐𝑒 or 𝑒 − 𝑐𝑒 → 𝑒O, for 

which the predecessor event is a cause of its suc-
cessor and the successor is an effect of its prede-
cessor. Common clue words include “because”, 
“since”, “so”, “lead to”, “therefore”, “thus”, “hence” 
etc. 

(3) Purpose link, denoted as 𝑝𝑢𝑟 or 𝑒 − 𝑝𝑢𝑟 → 𝑒O, for 
which the successor event 𝑒O is the purpose of its 
predecessor event 𝑒 . Event 𝑒O  is to be realized 
through event 𝑒 . Common clue words include 
“to”, “in order to”, “so that” etc. 

(4) Means link, denoted as 𝑚𝑒𝑎  or 𝑒 − 𝑚𝑒𝑎 → 𝑒O , 
where event 𝑒O is an approach or instrument that 
tends to realize event 𝑒 more likely. Common clue 
words include “by”, “through” etc. 

(5) Condition link, denoted as 𝑐𝑜𝑛  or 𝑒 − 𝑐𝑜𝑛 → 𝑒O , 
where the predecessor event e is a condition of its 
successor event e’. Realization of 𝑒O depends on re-
alization of 𝑒. Common clue words include “if”, 
“only if”, “only when” etc. 

(6) Sequential link, denoted by 𝑠𝑒𝑞  or 𝑒 − 𝑠𝑒𝑞 → 𝑒O , 
where event 𝑒O is a successor of event 𝑒. It usually 
describes a list of event actions with succession re-
lations. Common clue words include “and”, “also”, 
“or”, “then” etc. 

(7) Attribution link, denoted as 𝑎𝑡𝑡𝑟𝑖 or 𝑒 − 𝑎𝑡𝑡𝑟𝑖	 →
𝑒O, where event 𝑒O is an attribution of 𝑒, indicating 
its specific contents. Common clue words include 
“think”, “say”, “suggest”, “believe”, “hope”, “sup-
pose”, etc. 

For predicting semantic links between each pair of 
event nodes, we use an L2-regularized maximum entropy 
classifier with features including event type features, 
event argument features, syntactic features, discourse 
features, etc (shown in Table D.3 in Appendix D). 

Some important events are usually mentioned several 
times in different places with different expressions. For 
example, in Fig. 1 “Victoria Keenan was attacked (Attack) 
by two guards” from example sentence (2) and “Keenan 
was assaulted (Attack) by two security guards” from ex-
ample sentence (3) refer to the same event. To aggregate 
information from different places, events that are co-
referential and indicate the same fact need to be identi-
fied. Two event mentions are co-referent only if they have 
the same event type and the corresponding core argu-
ments are identical or co-referential. For all co-referential 
event mentions, only the most representative one is re-
served and the relations and arguments of other event 
mentions are incorporated into it. 

After predicting semantic links and resolving co-
reference between events, a unified, connected and in-
formative SLN is obtained as the abstract semantic repre-
sentation of source documents. 

4 SEMANTIC LINK NETWORK SUMMARIZATION 
The summary of SLN must contains the most salient 
events and concepts information, and remains semantics 
coherent. We model the summarization of SLN as a struc-
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ture prediction problem [5]. 
Let 𝐸 and 𝐶 denote all event nodes and concept nodes 

in SLN respectively, where each node 𝑒 ∈ 𝐸 denotes a 
unique event and each node 𝑐 ∈ 𝐶 denotes a unique con-
cept. To obtain the most salient and condensed summary 
SLN, we seek to maximize the saliency scores of the se-
lected events and concepts. For a summary SLN which 
contains event node set 𝐸O and concept node set 𝐶O, its 
saliency score is defined as following: 

                       (7) 

where 𝑓 𝑒  and 𝑔(𝑐) represent the features of event 𝑒 and 
concept 𝑐 respectively. A set of semantic features, such as 
link frequency (total number of links from and to an 
event/concept node in SLN), link diversity [5] (total types 
of links from and to an event/concept node in SLN [61]), 
topic information (whether an event trigger/concept oc-
curs in the topic description), are used to extract the core 
information of documents. The details are described in 
Table D.4 in Appendix D.  𝜃 and 𝜓 are feature weight vec-
tors estimated by structured perceptron algorithm from a 
set of source-SLNs paired with gold summary-SLNs (pre-
sented in Appendix C in detail). 

The SLN summarization problem is decoded as an in-
teger linear programming (ILP) by incorporating some a-
priori knowledge as constraints (presented in Section 4.1). 

4.1 ILP-based SLN Summarization 
Let |E| and |C| denote the total number of event nodes 
and concept nodes in a source SLN. 𝑒+ and 𝑐S represent the 
i-th event and the j-th concept respectively. Let 𝑢+ and 𝑣S 
be binary variables. 𝑢+ is set as 1 if and only if event 𝑒+ is 
selected and 𝑣S is set as 1 if and only if concept 𝑐S is select-
ed. 

The objective function of the SLN summarization pro-
cess can be represented by Equation 8, which contains 
two parts: the first part tends to select more important 
events to increase information saliency of the summary; 
and the second part tends to select more important con-
cepts to increase information saliency as well as infor-
mation diversity of the summary. 

                           (8) 

To ensure the summary SLN to generate coherent 
summary and convey complete and correct information, 
the following groups of constraints are required: 

Complete facts. To guarantee the selected events and 
concepts convey complete fact, the following constraints 
are introduced: 

                               (9) 

            (10) 

                                (11) 

Equation 9 ensures that if an event was selected, the 
arguments of the event should all be selected. Equation 10 
guarantees that if a concept was selected, at least one 
event whose arguments include the concept or another 
semantically linked concept, should be selected. These 
two constraints ensure the selected events or concepts to 
convey complete facts. If event 𝑒` is an attribution of 
event 𝑒+ , then 𝑒`  describes specific content of event 𝑒+ . 
Equation 11 guarantees that if event 𝑒+ is selected, its at-
tribution 𝑒` must be selected. 

Coherence. In order to generate semantics coherent 
summary, the semantic nodes in the summary-SLN 
should be connected. The role of connectivity of SLN in 
summarization has been verified on some semantic links 
such as is-part-of link and cause-effect link [12]. In this 
work, a set of network flow-based constraints are used to 
ensure the connectivity of the summary-SLN [13].  

In order to unify the representation of event semantic 
nodes and concept semantic nodes, we use 𝑛+ to denote 
whether the i-th semantic node (either an event node or a 
concept node) in the source SLN is selected. For each pair 
of semantic nodes 𝑛+ and 𝑛`, the binary variable 𝑙+,` indi-
cates the semantic link between them. Specifically, the 
argument concepts of an event are all linked with the 
event by argument role links. Only if both 𝑛+ and 𝑛` are 
selected and there is a link between them, 𝑙+,` is set as 1, 
otherwise 0, which can be formulated as following:  

           (12) 

A set of single-commodity network-flow variables 𝑓+,`  
that each takes a non-negative integral value and repre-
sents the flow from the semantic node 𝑛+ to 𝑛`, were used 
to enforce the connectivity of the summary SLN. We set a 
dummy “ROOT” node which is connected with only one 
selected semantic node in the source SLN (Equation 13), 
denoting as 𝑛s. The root node sends up to (|𝐸| + |𝐶|) 
units of flow to the selected semantic nodes (Equation 14). 
Each selected node consumes one unit of flow (Equation 
15). Flow can only be sent over a link if and only if the 
link variable 𝑙 is 1 (Equation 16).  

                                      (13) 

                                                 (14) 

                      (15) 

          (16) 

θ T f (e)
e∈ ′E
∑ + ψ T g(c)

c∈ ′C
∑

uiθ
T f (ei )

i=1

|E|

∑ + v jψ
T g(cj )

j=1

|C|

∑

∀i,  if cj ∈Arguments(ei ),v j ≥ ui

∀j,  ui
i∈cj .relatedEvents

∑ + vk
k∈cj .relatedConcepts

∑ ≥ vj

∀i,k,  if ei  Attribution! "!!!!!!  ek ,  ui ≤ uk

∀i,k,  li,k ≤ ni ,li,k ≤ nk
if there is no link from ni  to nk ,  li,k = 0

∀i ≥1,l0,i ≤ ni , l0,i = 1
i=1

|E|+|C|

∑

f0,i
i=1

|E|+|C|

∑ − ni
i=1

|E|+|C|

∑ = 0

∀k ≥1, fi,k
i
∑ − fk ,p

p
∑ − nk = 0

∀i ≥ 0,k ≥1,(| E |+ |C |) ⋅ li,k − fi,k ≥ 0

[5] The argument roles are also viewed as semantic links between con-
cepts and events. 
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The above constraints ensure the connectivity of the 
summary SLN, which also faciliatates the process of sali-
ent information selection (shown in Table 7 and Table 8). 

Length Constraint. To control the summary compres-
sion rate, the total number of selected events and concepts 
is limited less than 𝐿: 

                                        (17) 

where 𝐿 is a hyper-parameter tuned to control the length 
of the generated summary. 

5 EVALUATION 

5.1 Dataset and Experimental Settings 
To evaluate the performance of our summarization sys-
tem, we conducted a series of experiments based on the 
benchmark DUC 2005, DUC 2006 and DUC 2007 datasets. 
They contain 50, 50 and 45 topics, respectively. Each topic 
contains a topic description and a document set with 32, 
25 and 25 news articles respectively. The length of the 
reference summaries for each topic is limited by 250 
words. Table 1 gives a short summary of the three da-
tasets.  In the experiments, evaluations are primarily con-
ducted on DUC 2006 and DUC 2007, and DUC 2005 is 
used to enrich the training examples. Specifically, we use 
DUC 2005 and DUC 2007 as training data to evaluate on 

DUC 2006, and then use DUC 2005 and DUC 2006 as 
training data to evaluate on DUC 2007.  

We use ROUGE-1.5.5 toolkit [14] for evaluation. Three 
ROUGE metrics are used: ROUGE-1 (unigram-based), 
ROUGE-2 (bigram-based), and ROUGE-SU4 (based on a 
skip bigram with a maximum skip distance of four). In 
order to truncate summaries longer than the length limit, 
we use the “-l 250” option in ROUGE toolkit. We also use 
the “-m” option for word stemming [6]. In addition, the 
Pyramid [15] is used to evaluate the performance of our 
system comparing with several state-of-the-art abstractive 
approaches.   
5.2 Baselines 
In the experiments, we compare our proposed approach 
with various baselines, including the DUC NIST baseline, 
the average ROUGE scores and the median scores of all 
DUC participating systems (i.e. AverageDUC and Median-
DUC), several extractive baselines, and several state-of-
the-art abstractive MDS approaches. 

The extractive baselines include: Centroid [16], which 
scores sentences based on the centroid of documents and 
extracts sentences with the largest scores to compose a 
summary; TextRank [17], which builds a graph represen-
tation of sentences and sort sentences based on graph-
ranking algorithm; LexPageRank [18], which computes 
sentence saliency scores based on the concept of eigenvec-
tor centrality in a graph representation of sentences; Mul-

ui
i=1

|E|

∑ + v j
j=1

|C|

∑ ≤ L

[6Command “-c 95 -2 4 -u -r 1000 -n 4 -w 1.2 -a -m -l 250” is used for 
ROUGE evaluation. 

TABLE 1 
SUMMARY OF THE DATASETS 

 DUC2005 DUC2006 DUC2007 

Number of topics 50 50 45 
#Docs per topic 32 25 25 
Data Source TREC AQUAINT AQUAINT 
Summary Length 250 words 250 words 250 words 

 TABLE 2 
COMPARISON OF ROUGE RESULTS ON DUC 2006 

System ROUGE-1 ROUGE-2 ROUGE-SU4 

Centroid 0.36198* 
[0.34857-0.37480] 

0.07150* 
[0.06456-0.07813] 

0.12104* 
[0.11382-0.12779] 

TextRank 0.37976 
[0.36689-0.39276] 

0.07983* 
[0.07225-0.08789] 

0.13175* 
[0.12412-0.13945] 

LexPageRank 0.37331* 
[0.36070-0.38524] 

0.07151* 
[0.06432-0.07918] 

0.12553* 
[0.11851-0.13287] 

NIST Baseline 0.31691* 
[0.29614-0.33412] 

0.05234* 
[0.04453-0.06058] 

0.10244* 
[0.09405-0.11042] 

AverageDUC 0.37791 0.07478 0.13098 
MedianDUC 0.37868* 

[0.36796-0.38981] 
0.07167* 
[0.06522-0.07809] 

0.12656* 
[0.12069-0.13249] 

MultiMR 0.39349 
[0.38148-0.40648] 

0.08511* 
[0.07693-0.09365] 

0.13998* 
[0.13223-0.14780] 

Submodular1 0.39260 
[0.38140-0.40471] 

0.08788* 
[0.08012-0.09632] 

0.14137 
[0.13450-0.14916] 

Submodular2 0.40263 
[0.39144-0.41520] 

0.09134* 
[0.08219-0.10075] 

0.14407 
[0.13672-0.15214] 

RA-MDS [23] 0.391 0.081 0.136 
ILPSumm  0.38536 

[0.37479-0.39591] 
0.08027* 
[0.07285-0.08751] 

0.13659* 
[0.12980-0.14327] 

PSM  0.38584 
[0.37363-0.39855] 

0.08000* 
[0.07342-0.08743] 

0.13290* 
[0.12607-0.14011] 

Our System 0.39017 
[0.37693-0.40205] 

0.11033 
[0.10162-0.11865] 

0.14844 
[0.14070-0.15613] 

(*indicates that the improvement of our system over the baseline is statis-
tically significant.) 

 

TABLE 3 
COMPARISON OF ROUGE RESULTS ON DUC 2007 

System ROUGE-1 ROUGE-2 ROUGE-SU4 

Centroid 0.39125* 
[0.37860-0.40392] 

0.08946* 
[0.08208-0.09690] 

0.13946* 
[0.13187-0.14715] 

TextRank 0.40646* 
[0.39325-0.42011] 

0.10088* 
[0.09229-0.10960] 

0.15091* 
[0.14244-0.15968] 

LexPageRank 0.39386* 
[0.38113-0.40656] 

0.08336* 
[0.07626-0.09103] 

0.13949* 
[0.13119-0.14786] 

NIST Baseline 0.33100* 
[0.31484-0.34654] 

0.06435* 
[0.05675-0.07251] 

0.11118* 
[0.10339-0.11927] 

AverageDUC 0.39684 0.09495 0.14671 
MedianDUC 0.40704* 

[0.39568-0.41842] 
0.10169* 
[0.09383-0.10989] 

0.15455* 
[0.14647-0.16268] 

MultiMR 0.40874* 
[0.39599-0.42172] 

0.10264* 
[0.09302-0.11194] 

0.15191* 
[0.14374-0.16038] 

Submodular1 0.41751 
[0.40478-0.43048] 

0.10969* 
[0.10155-0.11804] 

0.15927* 
[0.15141-0.16721] 

Submodular2 0.42694 
[0.41411-0.44069] 

0.10988* 
[0.10109-0.11917] 

0.16129* 
[0.15288-0.17024] 

RA-MDS [23] 0.403 0.092 0.146 
ILPSumm  0.40961* 

[0.39767-0.42184] 
0.10519* 
[0.09670-0.11388] 

0.15535* 
[0.14740-0.16333] 

PSM  0.41069* 
[0.39688-0.42363] 

0.10081* 
[0.09276-0.10911] 

0.15204* 
[0.14439-0.16003] 

Our System 0.42765 
[0.41593-0.43826] 

0.14177 
[0.13212-0.15102] 

0.17481 
[0.16686-0.18225] 

TABLE 4 
COMPARISON OF AUTOMATIC PYRAMID RESULTS 

System Our System  ILPSumm PSM 

DUC2006 0.838 0.811* 0.817* 
DUC2007  0.885 0.844* 0.851* 
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tiMR [19], which uses the multi-modality manifold-
ranking algorithm for extracting a topic-focused 
summary from multiple documents; and Submodular, 
which performs summarization by maximizing submodu-
lar functions under a budget constraint. In particular, 
Submodular1 implements the algorithm proposed in [20], 
and Submodular2 implements the algorithm proposed in 
[21]. All above extractive baselines are implemented 
based on PKUSUMSUM summarization tookit [22]. 

The state-of-the-art abstractive baselines include: RA-
MDS [23], a sparse-coding-based approach based on a 
compression-based unified optimization framework; 
ILPSumm [24], a sentence-fusion based abstractive ap-
proach by using ILP based global optimization; and PSM 
[25], an abstraction-based MDS framework that constructs 
new sentences by noun/verb phrase selection and merg-
ing. 

5.3 Performance Comparison 

5.3.1 Results with ROUGE Evaluation 
To prove the overall performance of our system, we com-
pare it with several extractive baselines and several state-
of-the-art abstractive baselines, and the 95% confidence 
intervals are also reported. For the abstractive approach 
RA-MDS, we directly use the results reported in [23], and 
the confidence intervals were not reported. The results on 
the DUC 2006 dataset in Table 2 show that our system 
outperforms all extractive baselines and abstractive base-
lines on ROUGE-2 and ROUGE-SU4, while achieves 
competitive performance on ROUGE-1 compared with 
several state-of-the-art extractive baselines. The results in 
Table 3 show that our system outperforms all extractive 
baselines and abstractive baselines on the DUC 2007 da-
taset. In particular, our system significantly outperforms 
the state-of-the-art abstractive MDS approaches 
ILPSumm [24] and PSM [25] over five out of six metrics 
on the two datasets, which verifies the effectiveness of 
our proposed approach. The experimental results also 

demonstrate that representing text information based on 
SLN of concepts and events, and summarizing text in-
formation by summarizing SLN is more effective than 
summarizing text directly.  

5.3.2 Results with Pyramid Evaluation 
Since ROUGE metric evaluates summaries by strict string 
matching, we also use the pyramid evaluation metric 
which can measure summary quality beyond simply 
string matching. It involves semantic matching of sum-
mary content units (SCUs) so as to recognize alternate 
realizations of the same meaning, which provides a better 
metric for abstractive summary evaluation. We employ 
the automated version of pyramid scoring in [26]. Table 4 
shows the evaluation results of our system and two ab-
stractive baselines on both DUC 2006 and DUC 2007 (set 
threshold value to 0.6). The results show that our system 
significantly (paired t-test with p<0.05) outperforms the 
two baselines on both datasets, which demonstrates that 
our system can generate more informative summaries. 

5.4 Discussion 

5.4.1 Semantic Representation of Documents 
We first conduct experiments to demonstrate that SLN of con-
cepts and events is powerful in representing semantic infor-
mation of documents, and summarizing documents at SLN lay-
er is effective. Experiments compared our approach with three 
most relevant baselines: (1) ESLN. Our previous work repre-
sents documents by an Event Semantic Link Network [27]. The 
event is defined and extracted based on syntactic structures of 
sentences. (2) SRL. It represents document information based 
on semantic role labeling and summarizes documents infor-
mation by extracting important predicate-argument semantic 
roles [28]. (3) Another baseline, denoted as Our Sys-
tem(w/oConcepts), is set by removing concept nodes and se-
mantic links between concepts from the SLN representation of 
documents. Then, the SLN summarization component is similar 
to ESLN [27] except for some semantic features (e.g., link fre-
quency, link diversity, etc.) are used.  

TABLE 5 
EFFECTIVENESS OF OUR SLN ON DUC 2006 

System Pyramid ROUGE-1 ROUGE-2 ROUGE-SU4 

SRL 0.803* 0.38158 
[0.37132-0.39105] 

0.07398* 
[0.07062-0.08265] 

0.13001* 
[0.12473-0.13865] 

ESLN 0.825* 0.39487 
[0.37539-0.40718] 

0.08756* 
[0.07558-0.09952] 

0.14083* 
[0.13781-0.14658] 

Our System 
(w/oConcepts) 

0.827* 0.38246 
[0.36943-0.39462] 

0.10460 
[0.09698-0.11206] 

0.14342 
[0.13551-0.15113] 

Our System 0.838 0.39017 
[0.37693-0.40205] 

0.11033 
[0.10162-0.11865] 

0.14844 
[0.14070-0.15613] 

TABLE 6 
EFFECTIVENESS OF OUR SLN ON DUC 2007 

System Pyramid ROUGE-1 ROUGE-2 ROUGE-SU4 

SRL 0.829* 0.40869* 
[0.38693-0.42151] 

0.09265* 
[0.08893-0.10025] 

0.15017* 
[0.14693-0.16105] 

ESLN 0.865* 0.42423 
[0.40983-0.43005] 

0.10897* 
[0.09737-0.12614] 

0.16137* 
[0.15312-0.17251] 

Our System 
(w/oConcepts) 

0.871* 0.41375* 
[0.40174-0.42583] 

0.12654* 
[0.11775-0.13588] 

0.16415* 
[0.15592-0.17278] 

Our System 0.885 0.42765 
[0.41593-0.43826] 

0.14177 
[0.13212-0.15102] 

0.17481 
[0.16686-0.18225] 

(*indicates that the improvement of our system over the baseline is statis-
tically significant.) 

 

TABLE 7 
INFLUENCE OF SEMANTIC LINKS ON DUC 2006 

System ROUGE-1 ROUGE-2 ROUGE-SU4 

Our System 
 

0.39017 
[0.37693-0.40205] 

0.11033 
[0.10162-0.11865] 

0.14844 
[0.14070-0.15613] 

   w/o Coherence 
 

0.38691* 
[0.37163-0.39005] 

0.09223* 
[0.08693-0.10805] 

0.13713* 
[0.12924-0.14153] 

   w/o Link Freq. 
 

0.38892 
[0.37138-0.39405] 

0.10121* 
[0.09193-0.10985] 

0.13884* 
[0.13193-0.14651] 

   w/o Link Div. 
 

0.38934 
[0.37629-0.39511] 

0.10132* 
[0.09383-0.11002] 

0.13982* 
[0.13385-0.14705] 

TABLE 8 
INFLUENCE OF SEMANTIC LINKS ON DUC 2007 

System ROUGE-1 ROUGE-2 ROUGE-SU4 

Our System 
 

0.42765 
[0.41593-0.43826] 

0.14177 
[0.13212-0.15102] 

0.17481 
[0.16686-0.18225] 

   w/o Coherence 0.41358* 
[0.40684-0.42225] 

0.12406* 
[0.11632-0.13545] 

0.16047* 
[0.15293-0.17045] 

   w/o Link Freq. 0.42043 
[0.40763-0.43025] 

0.12213* 
[0.10893-0.13905] 

0.16749* 
[0.15438-0.17107] 

   w/o Link Div. 0.42113 
[0.40792-0.43411] 

0.12578* 
[0.11069-0.14053] 

0.16867 
[0.15191-0.17685] 
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The results on the DUC 2006 dataset in Table 5 show that 
our system outperforms the three baselines on ROUGE-2 and 
ROUGE-SU4, while achieves comparable performance with 
ESLN on ROUGE-1. The results in Table 6 show that our sys-
tem outperforms the three baselines on the DUC 2007 dataset. 
Moreover, our system significantly outperforms the three base-
lines on both datasets under the Pyramid metric. The results 
demonstrate both the power of the SLN of concepts and events 
in representing document information and the effectiveness of 
our proposed summarization model. In particular, our system 
consistently outperforms the baseline Our System 
(w/oConcepts) on both datasets, which demonstrate the effec-
tiveness of adding concepts and semantic links between con-
cepts into the SLN representation.  
5.4.2 Model Validation 
We further validate different components of our system 
by removing the coherence constraints in the ILP-based 
SLN summarization algorithm (i.e. w/o Coherence). We also 
do model ablation evaluation by removing the link fre-
quency feature (i.e. w/o Link Freq.), or removing the link 
diversity feature (i.e. w/o Link Div.) in the Semantic Link 
Network summarization model to validate the influence 
of semantic links during the summarization process.  

The results in Table 7 and 8 show that our system with 
coherence constraints achieves significantly better per-
formance than the counterpart without coherence con-
straints on both DUC2006 and DUC2007 datasets. So the 
coherence constraints are helpful in selecting more salient 
and coherent information. The results in Table 7 and Table 
8 also show that our system without either the semantic 
link frequency features or the semantic link diversity 
features will lead to consistent performance decline. The 
results demonstrate the imporant role of semantic links in 
representing and understanding documents. 

5.4.3 Case Study 
To further study why our approach based on Semantic 
Link Network can achieve better performance, we show 
both the summarized SLN and the summary generated 
from it to see what semantic information have been 
extracted from documents and how they are organized. 
Taking the topic "Southern Poverty Law Center" from 
DUC2007 dataset as an example, part of the extracted 

summary-SLN is shown in Fig. 4. As demonstrated in the 
figure, the summaried SLN extracted by our approach 
actually contains meaningful and informative concept 
and event information units as well as the semantic 
relations between them. The summarized SLN represents 
the core content of documents, reflecting both useful 
syntactic and semantic information.   

Table 9 shows the comparison between the summary 
generated by our system based on the summary SLN and 
the reference human summary on the topic. The results 
show that our summary behaves similarly with the refer-
ence summary in the following aspects: (1) Aggregating 

 
Fig. 4. An example part of the summary-SLN extracted by our method for topic “Southern Poverty Law Center”. 

TABLE 9 
COMPARISON OF THE SUMMARY RESULTS 

Summary by Our System: Southern Poverty Law Center, a non-profit civil rights 
organization, located in Mongomery, Alabama, which was founded in the 1970s to battle 
racial bias, tracks hate crimes, hate groups, the spread of racist organizations across the 
United States and Intelligence Report covers right-wing extremists. It publicized their 
activities in its Intelligence Report teaching tolerance. It won major legal fights against 
the Ku Klux Klan and other white supremacist groups. It used civil law to break the back 
of the Ku Klux Klan. It won a $7 million verdict for the mother of Michael Donald in 
1987. It won a large ver-dict against Klan groups and members for an assault on peaceful 
civil rights marchers in Forsyth County in 1989. Morris S. Dees Jr., co-founder and 
leader of the Southern Poverty Law Center, a crusader against intolerance, one of the 
attorneys for the plaintiffs and the chief trial counsel of the Law Center, used lawsuits to 
destroy the finances of hate groups. He represented Victoria Kee-nan and her son who 
were attacked by two security guards near the compound in July 1998, by introducing 
depositions to contradict the men's testimony. He hailed the jury's finding as a powerful 
message against racial intolerance. He won a series of civil rights suits against the Ku 
Klux Klan and other racist groups in a campaign to put them out of business. He ex-
pected the judgment to bring a quick end to the Aryan Nations and its racist, anti-Semitic 
message. He won a $7 million verdict against a Ku Klux Klan organization in 1987 and 
forced the group to turn over its headquarters building. He won $9 million in Portland, 
Ore., against the White Aryan Resistance in 1990. 
Human-written Summary: The Southern Poverty Law Center is a nonprofit research 
group based in Montgomery, Alabama that battles racial bias. It tracks US hate crimes 
and the spread of racist organizations. It covers right-wing extremists in its magazine 
Intelligence Report. Through its Teaching Tolerance program, it provides materials to 
teachers to promote interracial and intercultural understanding. It freely distributes 
booklets on combating hate to schools, mayors, police chiefs, and other interested groups 
and citizens. It advises city leaders faced with hate crimes. Morris Dees co-founded the 
SPLC in 1971 and is its chief trial counsel and executive director, following Julian Bond. 
Dees and the SPLC seek to destroy hate groups through multi-million dollar civil suits 
that go after assets of groups and their leaders. In six lawsuits based on hate crimes or 
civil rights abuses, they have never lost. They successfully sued the Ku Klux Klan and 
the related Invisible Empire Klan, United Klan of America, and Christian Knights of the 
KKK; the White Aryan Resistance; and the Aryan Nations and its founder Richard 
Butler. The SPLC influenced funeral homes to provide equal services to blacks and 
whites, tried to discourage the sale and distribution of the racist book The Turner Diaries, 
and protected Vietnamese fishermen from Klan intimidation.The SPLC devotes much 
effort to raising the funds needed to help minorities litigate against civil rights abuses. It 
charges its clients nothing. Nearly all money from settlements goes to the victims, with 
less than 2 percent going to the SPLC. 

Note: Comparison of the summary generated by our system and the gold 
human summary for the documents of topic “Southern Poverty Law Center”. 
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information from different places. For example, the de-
scription of concepts “Southern Poverty Law Center” and 
“Morris Dees” includes information from several docu-
ments through concept and event co-reference resolution 
and semantic links combination. (2) Organizing sentences 
coherently. The coherence constraints in the ILP-based 
network reduction component ensure the selected event 
and concept information to be coherent. (3) Clear pro-
noun reference. The adjacent sentences with the same 
subject in the summary are post-edited by replacing the 
subjects of successor sentences with appropriate pro-
nouns. Even though we incorporate the sentences over-
generation and greedy-selection components in our sys-
tem, some sentences in the generated summaries still 
have syntax errors. Most cases are because of non-
accurate event extraction and event relation extraction, so 
more effective approaches need to be developed, which 
will further improve the summarization performance.  

5.5 The Interface 
Fig. 5 shows the main interfaces of our SLN-based text 
summarization system. The interface shown in Fig. 5 (a) 
displays the source text and the corresponding SLN 
which help users grasp overall structure of the documents. 
The top-ranked events and concepts extracted from the 
source text are also listed under the source text column, 
which help users focus on the key points of documents. 
Fig. 5 (b) shows the reduced SLN and the generated 
summary. The events and concepts in the reduced SLN 
are also listed under the text summary column. It helps 
users to obtain the main information of the original doc-
uments. The system intuitively demonstrates the SLN 
representation of documents and the main information 
extracted from documents (e.g. the reduced SLN and the 
corresponding summary), which can be developed to-
ward an auxiliary text reading system.  

6 RELATED WORK 
Various summarization approaches can be summarized in 
a multi-dimensional classification space [29].  
     Extractive approaches.  They produce a summary for a 
document set by directly selecting salient sentences. SLN 
has been used to represent documents in extractive sum-
marization approaches [12], by specializing the semantic 
nodes as language units such as words, sentences, para-
graphs and sections. An extractive MDS approach is pro-
posed by extracting event mentions and temporal rela-
tions between event mentions [30]. The extractive ap-
proaches have the advantages of generating fluent sen-
tences and preserving the meaning of the original docu-
ments but inevitably face the drawbacks of information 
redundancy and incoherence between sentences.  

Abstractive approaches. Abstractive MDS research 
mainly includes: (1) Sentence fusion-based approaches 
([24], [31], [32]), which firstly cluster sentences into sever-
al themes and then generate a new sentence for each clus-
ter by extracting the common information of the cluster. 
(2) Information extraction-based approaches ([33], [34], 
[35], [36]), which firstly extract important information 

units, such as Subject-Verb-Object triples, from docu-
ments and then generate new descriptions for them based 
on manually designed templates or patterns learned from 
corpus. (3) Paraphrasing based approaches ([37], [38], 
[39], [40]), which paraphrase the original sentences with 
sentence rewriting rules, such as sentence compression, 
phrases substitution and co-reference resolution, to gen-
erate more informative and concise summaries. These 
approaches mainly rely on statistical or syntactical analy-
sis on text rather than semantics of documents.  

Semantics-based Approaches. In recent years, there 
are a few MDS approaches attempting to use shallow se-
mantic parsing techniques, such as semantic role labeling 
[41] and abstract meaning representation (AMR) [42], to 
improve document summarization. Semantic role infor-
mation was used to enhance the graph-based ranking 
algorithm for extractive multi-document summarization 
[43]. A framework for abstractive MDS based on semantic 
role labeling was proposed [28].  Some recent works aim 
to generate abstractive summary by parsing the source 
text into AMR representation and then generate summary 
based on it [13], [44]. However, these shallow semantic 

 
Fig. 5. System interfaces. (a) The system interface with source-
SLN visualization (left-hand part) and source text (right-hand part). 
The top-ranked events and concepts extracted from the source 
text are also listed under the source text column. (b) The system 
interface with summary-SLN visualization (left-hand part) and text 
summary (right-hand part). Events and concepts in the summary-
SLN are also listed under the text summary column. 
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parsing techniques fail to capture the semantic relations 
contained in texts.  

Neural-based approaches. Sequence-to-sequence 
models with attention mechanism have been applied to 
abstractive document summarization [45] [46] [47] [48]. 
Attempts to realize abstractive MDS under the framework 
have been made, e.g., generating English Wikipedia 
through multi-document summarization [49]. Several 
works apply pre-trained abstractive summarization mod-
el of single document summarization to multi-document 
summarization task [50][51][52] to overcome the lack of 
enough train examples for MDS tasks. Unsupervised neu-
ral abstractive MDS is to leverage large nonannotated 
corpus [53]. However, these approaches lack interpretabil-
ity, controllability and tracibility.  

SLN-based approaches. Research on SLN can be 
traced to the definition of inheritance rules for flexible 
retrieval of models in 1998 [64].  It was then developed 
into a systematic theory and model for semantics model-
ing in 2004 and 2012 [4].  The distinguished characteristics 
of SLN compared with other semantic representation ap-
proaches were introduced in [2][4].  The integration of 
SLN and the multi-dimensional resource space model 
was studied for modeling complex semantics [60][62].  
SLN has been extended to support more advanced appli-
cations [3][29][61][63][65].   

The summarization approach proposed in this paper is 
based on explicit SLN representation of document, which 
supports interpretability, controllability and tracibility for 
document summarization. The characeristics of SLN such 
as richness of semantic links and connectivity of SLN 
provide the basis for improving the quality of summary.  

7 CONCLUSIONS 
This paper proposes an abstractive multi-document 
summarization approach that transforms documents into 
a Semantic Link Network of concepts and events, and 
then transforms it into a summary by summarizing the 
SLN. Experiments show that the proposed text-SLN-text 
approach outperforms relevant state-of-the-art extractive 
and abstractive baselines, which verifies the effectiveness 
of the SLN-based summarization approach. This work 
further validates that the Semantic Link Network is effec-
tive in representing and understanding the semantics of 
documents, which is the basis of document summariza-
tion and other document-based information services. 
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APPENDIX 

A   SUMMARY GENERATION 
The summary of SLN contains selected concepts, events 
and semantic links between them. To generate fluent sen-
tences based on the summary-SLN, a set of concept de-
scription templates, event description templates and sen-
tence structuring rules are extracted from the annotated 
corpus. To improve the linguistic quality of summary, we 
firstly generate large numbers of candidate sentences 
based on the extracted templates, and then use a greedy 
algorithm to select sentences with the best linguistic qual-
ity and no information overlap to compose a summary.  

A.1 Sentence Generation 
To generate a complete and correct sentence, both the de-
scription of concepts, events and the organization of sen-
tence structures are settled in the following ways:  

• For each concept that is semantically linked to other 
concepts, different expressions can be genereated by 
using the concept description rules in Table A.1.  

• For each event node, different sentences are generat-
ed based on a set of event description templates ex-
tracted from the annotated corpus. Example tem-
plates for “ATTACK” event are shown in Table A.2. 

• If two events have semantic links, they can be 
merged to generate one unified sentence by using 
the sentence structuring rules in Table A.1. If two 
events share the same or coreferential argument 
concepts, pronouns will be used to avoid repeated 
description of the same concept. 

A.2 Greedy Selection 
After the above sentence generation step, large number of 
candidate summary sentences can be obtained. Some of 
them may have information overlap with each other if 
they are generated from the same event or concept node. 
To improve the linguistic quality of the summary, we iter-
atively select a sentence with the best linguistic quality 
and delete sentences that have information overlap with 
it from the candidate set. The linguistic quality of a sen-
tence 𝑠 = 𝑤$, 𝑤w, … , 𝑤x  is defined similarly as [24]: 

                         (19) 

where 𝑊 is the total number of words in sentence s;  𝑤s 
and 𝑤$  both represent the beginning of sentence s. 
𝑃(𝑤$|𝑤s,𝑤{$) indicates the probability of 𝑤$ as the first 
word of a sentence. The 3-gram language model 
𝑃(𝑤-|𝑤-{$,𝑤-{w) is learnt from the English Gigaword cor-
pus.  

The network-flow based coherence constraints ensure 
that the summary-SLN is connected and has a flow from 
the root node to all other nodes. The selected summary 
sentences are ordered based on the direction of the flow 
to form a coherent summary.  

B EVALUATION OF SEMANTIC LINK NETWORK 
CONSTRUCTION 

B.1 Dataset 
Both the annotated exemplars and full text annotations in 
FrameNet 1.7 corpus are transformed into annotated da-
tasets for event extraction by filtering non-event frames. 
Gold relations between events in full text annotations are 
manually annotated by using brat (http://brat.nlplab.org). 
All exemplars are used as training data for event extrac-
tion model. The full text annotations are split into training 
set and test set. The training set is used for training the 
event extraction model and event relation prediction 
model. The models are evaluated on the test set. The de-
tails of the datasets are shown in Table B.1. We also eval-
uate the performance of event extraction on the ACE 2005 
corpus. To compare with state-of-the-art event extraction 
systems on the ACE 2005 corpus, we use the same evalua-
tion settings in previous work [54, 55] and use 40 news-
wire documents of ACE as our test set. 

B.2 Evaluation of FrameNet-based Event Extraction  
We compare the event schema definition in our work to 
both predefined ACE and ERE [1] (Entities, Relations and 
Events) event schemas. ERE was designed as a lighter-
weight version of ACE and a simple approach to entity, 
relation and event annotation. As shown in Table B.2, our 
event schema definition contains 655 event types with 

LQ(s) = 1 1− log2 P wt wt−1wt−2( )
t=1
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TABLE A.1 
THE SET OF CONCEPT DESCRIPTION AND SENTENCE STRUCTURING RULES 

CONCEPT	DESCRIPTION	RULES	
For	concept	𝑎 |

]}→ 𝑐$,
]~→ 𝑐w,… ,

]�→ 𝑐'�,		the	description	of	concept	a	can	be:	
1) Appositive	modifier	“a,	𝑐$, … , 𝑐'”,	for	example	“Morris	Dees,	civil	rights	lawyer,	co-founder	of	Southern	Poverty	Law	Center,	…”	
2) Attributive	clause	“	𝑎	who/which/that	𝑟$	𝑐$, … , 𝑎𝑛𝑑	𝑟'	𝑐'”,	for	example	“Morris	Dees	who	was	 the	co-founder	of	Southern	Poverty	Law	

Center	and	a	civil	rights	lawyer…”	
3) Appositive	modifier	mixed	with	attributive	clause	“𝑐+ 	𝑎	𝑤ℎ𝑜	𝑤𝑎𝑠	𝑐$, … 𝑐+{$, 𝑐+�$, … 𝑐'”,	for	example	“Civil	rights	lawyer	Morris	Dees	who	

was	the	co-founder	of	Southern	Poverty	Law	Center	…”	
SENTENCE	STRUCTURING	RULES	

if	e$
�����/������/�������
�⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯� ew,	then	generate	“e$ 	after/before/when	ew”;		if	e$

�H
→ ew ,		then	generate	“Because	e$,	ew”	and	“ew 	because	e$”;	

if	e$
��]
�� ew,then	generate	“e$to	ew”,	“e$ 	in	order	to	ew”	and	“e$so	 that	ew”;	if	e$

*��
�⎯� ew,then	generate	“e$by	ew”	and	“e$ 	by	the	way	 that	

ew”;	

if	e$
�--]+
�⎯� ew,		then	generate	“e$ 	ew”,	“e$about/on/in/with/at	ew”	and	“e$that	ew”;	if	e$

a��
�� ew,		then	generate	“e$,	ew”	and	“e$ 	and	ew”;	
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2050 argument roles (604 distinct roles) in total, which is a 
few orders of magnitude larger than the definitions in 
ACE and ERE. More definition of event types will make 
our event extraction system extract richer event infor-
mation from text, which factiates the text summarization 
process.  

The performance of event extraction results of our sys-
tem is compared with the rule-based system in our previ-
ous work ESLN [27].  We mainly evaluate the perfor-
mance of event trigger identification and event argument 
identification. An event trigger is correctly identified if its 
offsets match those of a gold-standard trigger; an event 
argument is correctly identified if its offsets and event 
trigger match those of any of the reference argument 
mentions in the document. Table B.3 shows that the re-
sults of our system obtain not only much better recall but 
also significantly higher precision on both event trigger 
identification and event argument identification. The re-
sults demonstrate that our event extraction system is able 
to extract much richer event information from text. 
Moreover, our system can recognize the event types and 
argument roles correctly, which helps both the semantic 
representation of documents and the document 
summarization process. 

We further compare the coverage of the event extrac-
tion results of our system with several ACE-based state-
of-the-art systems on the ACE 2005 test set: (1) Structure-
Joint [1]: A structured perception joint model based on 
symbolic global semantic features [54]. (2) JRNN [2]: A joint 
event extraction model via recurrent neural network [55]. 
The results of Structure-Joint and JRNN are computed by 
publicly released models. As our system and the ACE-
based models use different event schema definition, we 
cannot compare the accuracy of event type classification 
and argument role classification directly. So, we mainly 
evaluate the performance of event trigger identification 
and event argument identification. The results in Table 
B.4 show that the recall of our system on the ACE test set 
is significantly higher than the ACE-based models. The 
main reason is that our event schemas have much wider 
coverage than ACE and our annotated dataset is much 
larger than ACE annotations. 

B.3 Evaluation of Event Relation Extraction  
We compare the event relation extraction component in 
this work with our previous work ESLN [27]. Besides the 

syntactic and statistic features used in the ESLN, more 
semantic features such as event types and relations of two 
event types in FrameNet are used to help predict the se-
mantic relations between events in this work. The results 
in Table B.5 show that our system significantly improves 
the performance of event relation prediction. 

B.4 Evaluation of Concept Relation Identification 
The concept extraction process is the same as our previ-
ous work ESLN, which is able to cover 98.4% of the gold-
standard argument mentions in the test set. The precision, 
recall, and F1 score of concept extraction on the test set 
are 83.29%, 79.28% and 81.23%, respectively. The relations 
between concepts are restricted with syntactic patterns 
“be”, “be-NP-prep” and “be-AP-prep” where NP indi-
cates noun phrase and AP indicates adjective phrase. Sev-
eral dependency syntactic rules (e.g. dependency labels 
“nsubj”, “appos”, “nmod:of” and “nmod:poss”) are used 
to extract concept relations from text. Representative ex-
amples of dependency patterns for concept relation ex-
traction are shown in Figure B.1. We manually analyze 
100 random sentences, and the results show that the three 
patterns cover over 90% relations except for the relations 
represented with verbs that can be recognized as events. 
The precision, recall, and F1 score of concept relation ex-
traction on the test set are 75.12%, 69.63% and 72.27%, 
respectively. The errors during concept extraction and 
concept relation extraction mainly come from non-
accurate dependency parsing results. The error of concept 
extraction is mainly boundary error, for example “a non-
profit organization in Birmingham, Ala, tracks”. The error 
of concept extraction will also result in the error of con-
cept relation extraction. 

C FEATURE WEIGHTS LEARNING FOR SEMANTIC 
LINK NETWORK SUMMARIZATION 

We learn feature weights 𝜃 and 𝜓 by training on a set of 
source SLNs paired with gold summary SLNs. The source 
SLN is constructed from source texts whereas the gold 
summary SLN is constructed from reference summaries 
and then mapped into the source SLN by text similarity 
method [56]. We formulate our estimation problem as 
follows: 

−𝑠𝑐𝑜𝑟𝑒 𝐺∗ + 𝑚𝑎𝑥� 𝑠𝑐𝑜𝑟𝑒 𝐺 + 𝑐𝑜𝑠𝑡(𝐺; 𝐺∗)        (18) 

[1] https://github.com/Aureliu/BIU-RPI-Event-Extraction-Project 
[2] https://github.com/bishanyang/EventEntityExtractor 

TABLE B.2 
COMPARING THE COVERAGE OF EVENT SCHEMA DEFINITION 

WITH ACE AND ERE 

Data Our Event Schemas ACE ERE 
#of Event Types 655 33 38 
#of Argument Roles 2050 159 185 
#of Distinct Arg. Roles 604 28 26 

 

TABLE B.1 
THE ANNOTATED DATASET FOR EVENT EXTRACTION 

          Count 
Exemplar sentences 86962 
Full text annotations Training set Test set 
Sentences  3402 717 
Events 8079 1755 
Event Relations  2437 1003 

The details of exemplars and full text annotations after filtering non-event 
frames from FrameNet 1.7 Release. 
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where 𝐺∗ denotes the gold summary-SLN. 𝑠𝑐𝑜𝑟𝑒() is de-
fined in Equation 7. 𝑐𝑜𝑠𝑡(𝐺; 𝐺∗) penalizes each event or 
concept in 𝐺 but not in 𝐺∗, which can be easily incorpo-
rated into the linear objective in Equation 8. We optimize 
our goal using AdaGrad [57] with 𝑙w regularization (𝜆 =
0.01), with an initial step size 0.1. The ILP model is solved 
using Gurobi 6.5.2.  

D FEATURES 

TABLE B.3 
COMPARING THE PERFORMANCE OF EVENT EXTRACTION ON THE TEST SET 

Data 
Our Event Extraction System Rule-based System in ESLN [27] 

Precision Recall F1 Score Precision Recall F1 Score 
Event Trigger Identification 92.51 77.38 84.27 87.96 68.56 77.06 
Event Type Classification 82.96 69.39 75.57 N/A N/A N/A 
Event Argument Identification 80.99 58.43 67.88 67.27 44.42 53.51 
Argument Role Classification 72.72 52.46 60.95 N/A N/A N/A 

Note: the rule-based system doesn’t recoginize event types and argument roles in the FrameNet-based event schemas. 

TABLE B.4 
COMPARING THE COVERAGE OF EVENT EXTRACTION RESULTS ON THE ACE2005 TEST SET 

Data 
Our System Structure-Joint [54] JRNN [55] 

Recall Recall Recall 
Event Trigger Identification 85.38 79.48 78.30 

Event Argument Identification 47.94 32.30 23.92 
Note: as ACE has only annotated part of events in text, so only recall is compared on the ACE test set. 

 
TABLE B.5 

EVALUATION OF EVENT RELATION EXTRACTION ON THE TEST 
SET 

 Precision Recall F1-score 
Our System 0.6913 0.6732 0.6821 
ESLN [27] 0.5894 0.6222 0.6054 

 

 

Figure B.1 Representative examples of dependency patterns for concept relation extraction. 



 

IEEE Transactions on Knowledge and Data Engineering, 2019, DOI: 10.1109/TKDE.2019.2922957  

The features for event type classification, event argument 
extraction and event relation prediction are shown in Ta-
ble D.1, D.2 and D.3 respectively.  The features for SLN 
summarization are shown in Table D.4. 
 
 

 
 
 

TABLE D.4 
CONCEPT AND EVENT FEATURES FOR SUMMARIZING SLN 

Concept 
Features 

Concept Type 
Concept Frequency 
Concept Head 
Concept Position 
Concept Span 
Link Frequency 
Link Diversity 

whether it is NE, proper nouns, contains prepositional phrase, or occurs in the topic description 
one binary feature for each frequency threshold (t=0/1/2/5/10) of the concept occurring in text 
word, lemma, POS-tag and frequency of head word in text (binarized using 5 thresholds) 
average and foremost position of sentences containing the concept (binarized using 5 thresholds) 
word, lemma, POS-tag of the concept words 
total number of links from and to the concept node in SLN (binarized using 5 thresholds) 
total types of links from and to the concept node in SLN (binarized using 5 thresholds) 

Event 
Features 

Trigger Word 
Trigger Frequency 
Trigger Position 
Event Frequency 
Event Position 
Time&Loc Arg. 
Argument Roles 
Link Frequency 
Link Diversity 

word, lemma, POS-tag of the trigger word and whether it occurs in the topic description 
one binary feature for each frequency threshold (t=0/1/2/5/10) of the trigger word occurring in text 
average and foremost position of sentences containing the trigger (binarized using 5 thresholds) 
one binary feature for each frequency threshold (t=0/1/2/5/10) of the event mention occurring in text 
average and foremost position of sentences containing the event mention (binarized using 5 thresholds) 
one binary feature indicates whether it contains time argument and location argument 
event type; ratio of argument roles that are filled (binarized using 5 thresholds) 
total number of links from and to the event node in SLN (binarized using 5 thresholds) 
total types of links from and to the event node in SLN (binarized using 5 thresholds) 

 

TABLE D.1 
THE FEATURES FOR EVENT TYPE IDENTIFICATION 

Lexical features Word and lemma of the trigger word, its parent and children in dependency tree 
POS-tag features part-of-speech tags of the trigger word, its parent and children in dependency tree 
Syntactic features the set of syntactic dependencies of the trigger word; the set of dependency labels of its children;  

the dependency label connecting it and its parent 
Word vector features 100-dimensional GloVe word vector [58] of the trigger word 

All incorporate with the event type being scored.  
 

TABLE D.2 
THE FEATURES FOR EVENT ARGUMENTS EXTRACTION 

Ordering features the relative position of concept span s with respect to trigger t: before, after or overlap; the distance between nearest 
word of s and t;  

Lexical features word, lemma, and POS-tag of the first, last and head word of s and trigger word t; the number of words in s; 
Syntactic features The syntactic dependency label between head word of s and trigger t; the syntactic dependency of the first word of s 

with respect to its head; all syntactic dependents and labels of the head word of s and trigger t; sequence of labeled, 
directed edges from the head word of s to head word of t and its length. 

Word vector features 100-dimensional GloVe word vector [58] of head word of s and t; the summation and average of word vectors of all 
words in s; the summation and average of word vectors of all words in t. 

All incorporate the event type f and argument role r being scored. 

TABLE D.3 
THE FEATURES FOR EVENT RELATIONS CLASSIFICATION  

Event type features Event types of two events; Relations of two event types in FrameNet; whether two event types belong to the same 
event scenario; the common ancestor of two event types in hierarchical event schemas. 

Event arg. features Whether two events share the same concept as argument; whether the argument concepts of two events has semantic 
links with each other. 

Position features the set of features that measure the distance between event triggers (number of tokens) and their relative position 
(same sentence, adjacent sentences, adjacent event mentions) 

Lexical features word, lemma, stem, and pos-tag of both event triggers as well as features indicating whether the word forms are the 
same, the semantic similarity between trigger words, the word and lemma of each token between the trigger words; 

Syntactic features syntactic path between the triggers (dependency labels on the syntactic path between the triggers), features indicat-
ing whether one action syntactically dominates the other, features indicating whether one is a predicate of an adver-
bial clause governed by the other event, and the set of dependency relations of both triggers 

Modifier features the set of features that describe the modal, auxiliary, negation, and determination modifiers of both event triggers 
Word vector features 100-dimensional GloVe word vector [58] of both event triggers words 
Discourse features the discourse relations between event mentions. We use the text-level discourse analysis method [59] to extract the 

discourse relations between events. 

 


