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This thesis describes the design, development and testing of novel acoustic mounting methods 

for the diffraction of protein crystals for structural biology. 

Sample environment and presentation is a challenging field set within the larger subject of 

protein crystallography. The needs of researchers to achieve the highest resolution data 

collection from difficult to fabricate samples, sits alongside the need for complex experimental 

conditions, where temperature, hydration and chemistry must be altered and controlled.  A 

movement within the structural biology field away from obtaining structures at cryogenic 

temperatures, towards high resolution structures at room temperature, where proteins may 

still function, has been the driver to search for novel solutions. 

To approach this ‘solution space’ the following work draws on acoustic manipulation 

techniques, looking for self-assembly and non-contact manipulation. Thus for the first time 

acoustic standing wave crystal trapping and also acoustically induced rotation have been 

shown in situ to be viable for use with protein crystallography, a fundamental proof paving 

the way for new time resolved and high throughput methods. The methods investigated 
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included both surface acoustic and bulk acoustic waves, looking at self-assembly and flow 

induced rotation. Each demonstration addresses a fundamental need within the automation 

of room temperature crystallography, demonstrating both the technique and quantifying the 

diffraction resolution for the first time. 

Through the completion of these novel experiments acoustic sample presentation has been 

proven viable. The demonstrated method does not require crystals be removed from 

crystallisation fluid before mounting (using the acoustic trapping method), thus enabling the 

application of secondary fluids and paving the way for a fully continuous and microfluidic 

technology. Moreover acoustic goniometry lends itself to the automated mounting and 

collection of small batch crystal data by removing the need for delicate spine mounting. Both 

methods constitute a significant extension in the ability of researchers to utilise non-contact 

methods to control and interact with their proteins and crystals at room temperature. 
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Glossary 

Acoustic Physics concerned with the propagation of mechanical of waves. 

Anti – Node The point of maximum amplitude change in a wave. 

Macromolecule 

IUPAC definition: ‘A molecule of high relative molecular mass, the structure of 

which essentially comprises the multiple repetition of units derived, actually or 

conceptually from molecules of low relative molecular mass.’[1] 

Mesophase A state of matter in between liquid and solid 

Node The point of minimum amplitude change in a wave. 

Radiation Damage 

The degeneration of a molecule and/or crystal during diffraction, 

typically presenting as an exponential decay in the number of diffraction 

spots visible in stills. 
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Spine A small needle-like rod used in the mounting of protein crystals. 

Self-assembly 

A system in which elements have an affinity for a particular 

arrangement. 

Transducer 

The devices used to convert electrical signal energy into mechanical 

strain energy. 

Ultrasonic 

Sound frequencies beyond the audible range of human hearing 

(typically above 20 000 Hz). 
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1. Introduction 

The work in this thesis investigates two acoustic manipulation methods for presenting protein 

crystals for X-ray diffraction, and structure determination. Structural biology is tasked with 

describing the molecular structure and function of macromolecules, structures which are 

responsible for the wide diversity of life, from viruses to flora and fauna. Recent advances 

have shown that structures are physically different dependent on the temperature at which 

they are imaged, and since structures determine affinity for molecules and availability of 

binding sites work in the field has moved to image significantly more crystals at room 

temperature. A challenge that arises from this move is an increase in radiation damage, 

effectively shortening the lifespan of crystals in beam due to the absence of protective 

cryogenic effects. A natural direction is an increase in the number of crystals imaged, typically 

using smaller and harder to handle crystals, a move which increases demand at state of the art 

microfocus beamlines. The following work investigates two methodologies which circumvent 

current mounting practices, instead using acoustic fields within the crystallisation fluid itself 

to mount samples, demonstrating the potential for lab on a chip techniques to create a 

paradigm shift in the handling of protein crystals. 

The aims of the work were to specify design and test acoustic mounting methods, the specific 

aims were to: 

• Describe the protein crystal handling environment. 

• Specify the operating needs for acoustic manipulation. 

• To demonstrate the acoustic effects within crystallisation fluid and protein crystals. 

• To demonstrate diffraction whilst acoustic power is applied to the sample. 

• To assess the suitability of crystal motion for protein crystal diffraction, considering 

the quantity of data achievable.  
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• Design, manufacture and test an acoustic protein-crystal mounting device. 

• Design, manufacture and test an acoustic alternative for goniometry. 

Of the current frontiers in science, perhaps the most interesting and possibly most important 

are found within biology. Biological building blocks, such as amino acids and proteins make 

up complex life, are key to aging, disease and even our ability to think. Proteins exist and 

function at a length scale we have yet to master despite our technological progress. Recent 

work has highlighted the need to expand our understanding beyond snapshots of proteins at 

extremely low temperatures to include images of them in multiple states and in multiple 

conditions. Thanks to advances in technology that include advances in X-ray detectors and 

diffraction techniques, data processing (both calculation power and the algorithms) the way 

has been paved for significantly higher throughput systems. Within this work self-organising 

techniques were investigated, testing their suitability for automating presentation of protein 

crystals in for X-ray diffraction for the first time.      

 

1.1 Proteins and macromolecular crystallography 

1.1.1 What is a protein 

Introducing proteins as topic it is useful to look at the smaller sub-units make up a protein and 

then some of the functions that proteins perform. Proteins are polymers made up from 

molecular building blocks called amino acids.[2] 

There are 20 types of common amino acids found in humans (selenocysteine being relatively 

rare [3]). Amino acids are made up of 6 elements, C, O, N, H, S, Se. The amino acids are formed 

of a standard group which when linked into a protein (a linear polymer, or a chain) form ‘the 
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protein backbone’. Attached to the standard group is a further functional group that gives the 

amino acid its properties and in all but one case, chirality. [2], [4], [5]  

It is apparent that the complexity seen in the living world requires more than a linear polymer 

chain. The chain naturally collapses or folds into a shorter three-dimensional arrangement 

called a secondary structure, self-organising to form so-called ‘secondary’ shapes such as an ‘-

helix’ (where the protein backbones form a spiral) or a ‘β-sheet’ (where the linked amino acids 

form a more planar ribbon-like molecule).[2] 

Once the basic units have been assembled, further complexity exists as tertiary and quaternary 

structures. The tertiary structure being a grouping of the -helices and β-sheet (more exotic 

structures have been omitted for brevity). Finally, the quaternary being a cooperative group 

of tertiary structures.[6] 

To summarise and simplify the above: the folding of the amino acid chain gives a protein its 

complex structure. The three-dimensional structure prevents or encourages molecular 

interactions, often called the ‘Lock and Key’ model where the protein is a lock and the 

additional molecule is the key illustrated in Figure 1.1. 
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Figure 1.1 Lock and key model of protein substrate interaction. 

Proteins are a three dimensional assembly of groups of atoms, so when another molecule or 

substrate ‘bumps’ into a protein it would do so at a length scale where the atomic configuration 

is relevant. The atomic length scale can be described as the angstrom (Å = 10-10 m), maps of 

proteins are also made at the angstrom scale. Since proteins are three dimensional, and interact 

with a high number of degrees of freedom (parts of the protein may translate or rotate), 

analytical techniques must be able to resolve the position of constituent atoms in space at the 

highest resolution possible to determine the action and affinity of the protein. 

1.1.2 Protein Crystals 

To diffract X-rays successfully, the molecule must be stacked in an ordered and periodic 

structure much like pool balls are arranged at the start of a game. This is the crystalline form 

of the protein, and the packing pattern the protein takes on is referred to as the unit cell. A 

significant amount of effort is required to encourage and optimise the protein crystallisation 

process, and often it is an even greater the challenge to create enough protein to form a crystal 
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in the first place.[7]–[9] Protein crystals are typically < 200 µm and may be < 1 µm.[10] Figure 

1.2 shows two examples of proteins found in humans, with the unit cell representing the 

crystallised state. 

 

Molecule Unit Cell 

 

De-oxyhaemoglobin 

 

PDB  ID: 1HHO, (Shaanan, 1983) 

 

 

Keratin 5 and 14 

 

PDB ID: 3TNU (Lee et al, 2011) 

Figure 1.2 De-oxyhaemoglobin molecule structure and unit cell (top, and keratin complex and unit cell, (bottom) 

 

1.1.3 Why use X-rays  

Atoms and molecules are significantly smaller than the wavelength of visible light, if human 

vision is assumed to only be able to see light above 380 nm (4.2 Å) for scale, the visible (violet) 

light would fit one thousand glycine-amino acids into a single wavelength, with glycine being 
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0.42 nm in length.[11]  A single protein molecule may be made up of 10 or more amino acids, 

and the position of each atom and group is important to the folding it undertakes, as such a 

light source that produces a wavelength much shorter than visible light is needed.[5] Light 

with a short enough wavelength to examine proteins with sufficient resolution occurs in the 

X-ray spectrum and is produced at specialist facilities called synchrotrons. Synchrotrons 

typically outperform lab based X-ray experiments through higher photon flux, better 

monochromation, all at shorter wavelengths (Figure 1.3 illustrates monochromation and 

brilliance). Photon wavelengths correspond with their energy by the relationship in equation 

(1.1). 

 

𝐸 =  
ℎ𝑐

𝜆
 (1.1) 

Where E is energy in joules per photon, h is Planck’s constant, c is the speed of light and 𝜆 is 

the wavelength. Comparing the energy in a photon at the centre of the visible light spectrum 

(500 nm wavelength), and a photon arriving at a beamline (1 Å wavelength), the beamline 

photon has around 5000 times more energy in every photon. 
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Figure 1.3 Schematic describing monochromation (top), and beamline-brilliance (bottom). 

 

1.1.4 About Diamond  

Diamond Light Source is a third generation synchrotron, operating with a storage ring energy 

of 3 GeV, pictured in Figure 1.4. The work contained within this thesis made use of beamline 

i24, which is a world leading micro-focus beamline dedicated to the study of structural 

biology. It is able to supply over a trillion photons per second focused into a 5 µm diameter 

beam when run at full intensity. This gives the beamline the title of ‘high brilliance’, which 
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coupled with state of the art Pilatus 3 X-ray photon detectors provides a leading experimental 

environment. Of current experiments undertaken at Diamond, approximately 50% are 

dedicated to life-science as can be seen from the breakdown of beamlines in Figure 1.5. [12]  

 

Removed due to copyright restrictions 

 

 

 

Figure 1.4 The Diamond Light Source Campus (© Diamond Light Source Ltd [13], 2018)  

 

 

 

Removed due to copyright restrictions 

 

 

 

Figure 1.5 The Diamond Light Source Beamlines (© Diamond Light Source Ltd [14]) 
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1.1.5 Creation of a useable X-ray beam 

The production of high frequency, high brightness, collimated X-ray light requires significant 

infrastructure: 

“Synchrotron radiation occurs when a charge moving at relativistic speeds follows a 

curved trajectory”[15] 

The creation of a consistent ‘light-source’ for science-users currently requires a particle 

accelerator, to raise the speed of electron bunches to a significant fraction of the speed of light. 

This phenomena can be seen in nature, in the bremsstrahlung (radiative braking of charged 

particles) around black holes and other astronomical bodies. [16] X-ray radiation is achieved 

by constructing a polygon more than a hundred metres in diameter, 24 sided in the case of 

DLS. The corners of the polygon have high strength magnets positioned at the corners, creating 

the radiative emittance on every circuit. The generation of a usable X-ray beam can be broken 

down into the following steps (Figure 1.6 is included for clarity):[17] 

 

Figure 1.6 Schematic structure of a synchrotron. 
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• An electron gun produces small bunches of electrons which are passed into a linear 

accelerator. 

• Electron bunches are passed from a ‘linac’ (linear accelerator) into a booster 

synchrotron, a smaller version of the final storage ring.  

• In the booster ring, electrons are accelerated up from 0.1 GeV to match the energy of 

the storage ring (3 GeV at the time of writing). 

• Once in the storage ring the electrons are maintained at a constant energy level, and as 

such a constant speed.  

• As an electron bunch approaches a vertex of the polygon (typically having enough 

sides to approximate to a circle), a bending magnet redirects the electron bunch onto 

the next side of the polygon. It is at this point that radiative braking occurs, causing X-

ray emission in the direction of original travel (i.e. at a tangent to the ring). 

• In modern synchrotrons radiation output is enhanced through the use of undulators 

and wigglers, a linear and periodic arrangement of magnets that sits within each 

straight section. When this light is used, it leaves the straight section continuing in a 

straight line. 

• The resulting light is then mono-chromated, filtered, and focused to achieve a usable 

beam. 

Note, further power and beam features can be added through the use of undulators and 

wigglers, however are omitted for brevity, however both components serve to increase the 

radiation output of the synchrotron. 

The relationship between the energy of the accelerated electron bunches, the radius of the 

turn the electrons take and the emitted power is shown in Equation (1.2) - (1.3). 
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∆𝐸 =  𝑃
2𝜋𝑅

𝑣
≈  

𝑒2𝛾4

3𝜀0𝑅
  

(1.2) 

𝛾 =
1

√1 −
𝑣2

𝑐2

=  
𝐸

𝑚0𝑐2
 

(1.3) 

 

Where ∆𝐸 is the change in stored energy at the turn, 𝑃 is the power of the storage ring 

(kW), 𝑣 is the relative speed of the electron bunch, 𝑒 is the charge of the electron bunch, 𝛾 

is the relativistic constant, 𝜀0 is the magnetic permeability of a vacuum, 𝑚0 is the resting 

mass of the electron bunch and 𝑅 is the radius of the turn the electron bunches pass 

through. 

It is possible to see that the power is proportional to the square of the stored energy (e) 

(equivalent to ring current). The radius of the turn provides a linear change to the intensity 

of the emitted light. The stored energy in the ring, 3 GeV for example, is shown to have 

affect the final radiative output at the fourth power, making it the dominant factor in a 

synchrotrons output. 

1.1.6 X-ray diffraction 

X-ray diffraction is the elastic scattering of light demonstrated by Laue in 1912. Laue formulated 

equations which describe the conditions required for diffraction to occur, defining a geometry often 

termed ‘Laue cones’ as set out in equations (1.4)-(1.6).[18]  

𝑎 cos(𝜇𝑎) + 𝑎 cos(𝑣𝑎) =  𝑛1𝜆 (1.4) 

𝑏 cos(𝜇𝑏) + 𝑏 cos(𝑣𝑏) =  𝑛2𝜆 (1.5) 

𝑐 cos(𝜇𝑐) + 𝑐 cos(𝑣𝑐) =  𝑛3𝜆 (1.6) 
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Where a, b and c are spacings along the A, B and C unit cell vectors respectively, 𝜇 is the angle 

of incidence, 𝑣 is the angle of in plane scattering, and n 𝜆 is the integer path difference.  

The Laue conditions are important to this work as they underpin the need for goniometry, 

stating that the constructive interference occurs when the lattice periodicity when considered 

from the incident and scattered angle is equal to a multiple of the lights wavelength. By 

rotating a crystal lattice, different lattice elements are translated into positions which are n 𝜆 

apart, and so the projected pattern is altered.  

Ewald further described diffraction using the surface of a sphere to show that reciprocal lattice 

points which intersected a sphere of radius 1/𝜆 caused constructive interference to occur and 

Bragg spots would be visible, as shown in Figure 1.7.[19] For a reciprocal lattice point to lie on 

the surface of the sphere, such as k’ in Figure 1.7 it must satisfy the Laue equations, and so the 

Ewald sphere forms a geometric solution to Laue’s equations. The position of the reciprocal 

lattice point follows Bragg’s law, where: G has the length 1/d (d is the original lattice spacing); 

k is the incident beam and k’ is the scattered beam; the Ewald sphere is shown as a circular 

dotted line and points satisfying the Ewald sphere (making them visible in a diffraction 

pattern) are shown in blue. Once the lattice is rotated new reflections constructively interfere 

and would be recorded on a second diffraction pattern.    
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Figure 1.7 A schematic diagram of the Ewald sphere. 

 

When considering an automated goniometer, experimental strategies attempt to ensure 

sufficient multi-axial rotation in order that a complete to record a complete set of reflections 

by sweeping the crystal lattice through the sphere. The elastic reflection of X-ray waves by 

atoms sums both constructively and destructively (via super position) to project a spot pattern.  

In single crystal diffraction, with an ideal crystal, there is a single pattern of spots presented 

for each rotational orientation of the crystal being struck by X-rays. [20]   

If the crystal is ground up into many smaller crystals then all of these rotations are seen 

simultaneously (as the crystals, on average no longer possess orientation), and the diffraction 

appears as rings on the detector. For some proteins it is not possible to form a crystal, where it 

is possible, reconstruction of the protein from its crystal reflections allow for extremely high 

resolution models of the structures to be produced.[6] Both amorphous and crystalline 

diffraction are seen in protein crystallography, due to the presence of water and / or cryo-

protectants, in and around most protein crystals. 

The angle of reflection is determined by the inter-planar distance of a crystal, as described by 

Bragg’s law, which is discussed in Section 2.3. 

 

1.2 Current crystallography and synchrotron sample handling 

With synchrotron time in high demand for structural biology and drug discovery the 

throughput of handling techniques becomes a limiting factor. The need for high throughput 

methods is driving research in macromolecular sample environments. The field is developing 
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at a rapid pace, with recent techniques already forming a part of standard beamline offerings 

on an international scale. 

1.2.1 The Stanford Auto Mounting system 

The Stanford Auto Mounting System (SAM), depicted in Figure 1.8, is a robotic-arm based 

beam-side sample retrieval method and the methodology is the workhorse of modern 

crystallography. The SAM system consists of: a beam-side dewer to hold pucks; pucks in turn 

hold assembled samples (which are composed of bases, spines, cryogenic loops shown in 

Figure 1.9); a handling robot; and a goniometer on which retrieved samples are mounted.[21] 

The system developed an international consensus on the size and shape of components 

reducing the complexity for researchers dispatching samples to synchrotrons. The variations 

on the standard are in use globally: MARVIN at DESY – P13; RoboDiff at ESRF – MASSIF-1; 

BART at Diamond. [22]–[25] The design philosophy behind the system is the reverse 

engineering of the human process for the hand mounting of crystals. The approach was 

developed by Stanford as the name suggests and has been in place for 13 years at the time of 

writing, the first paper published on the early development and prototyping of the system in 

2002 [24].  

The process begins with the screening of crystals, identifying those that are viable for 

diffraction characterisation.  This involves inspection by eye, with birefringent imaging or 

Second Harmonic Generation microscopy and two-photon-UV-fluorescence (in SHG the light 

frequency is doubled in chiral regions, providing high contrast) to look for salt crystal, or to 

gain some sense of the protein content of the crystal.[26]–[28]  This step is very much based on 

experience and ‘know-how’ despite technologies available to assist with this selection, 

typically due to cost or availability.[6], [29] A ‘bad’ crystal may still appear glassy and have 
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clearly defined edges, however the internal ordering may produce poor diffraction results. 

[30] 

Once the crystals have been selected they are packaged and sent to the synchrotron for beam-

side mounting, or they are mounted locally. An illustration of the SAM methodology pipeline 

is included in Figure 1.8. 

 

Figure 1.8 Schematic describing the SAMS methodology. 

I. A selected crystal is hand mounted into a cryo-loop sized for the crystal to be 

examined (Figure 1.9 shows the loops which form the spine tips and is used to ‘fish’ 

for crystals). 
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II. The loop is mounted in to a spine (Also shown in the left of Figure 1.9), this is a 

standardised loading unit that is typically magnetic and can have a QR code on the 

underside for automated sample recognition. 

III. The crystal mounted in to the spine is now loaded in to a puck, the pucks serve two 

purposes.  The first is to safely hold the samples, the second is to provide a known 

position for the handling robot to retrieve the pucks from in the next step.  The 

puck, when each of its bays have been filled, is placed in to a liquid nitrogen dewar 

adjacent to the beamline and in reach of the handling robot (Figure 1.10 shows 

pucks loaded into the presentation dewar at positions 36 ad 37). [31]    

IV. In the next stage the beamline robot places a spine selected from a 

cryogenically-cooled puck onto the magnetic base on the goniometer.   

At this point the mounting process has finished and the researcher takes back control 

from the machine and defines a ‘collection strategy’; selecting a target site on the crystal 

for the beam to scan, the centre of rotation for the crystal and which angles the 

goniometer will pass through during scanning. 

 

Figure 1.9 Mitegen, various crystal cryogenic-mounting loops.  
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Figure 1.10 Operational beam-side LN2 cryogenic-dewar containing Uni-puck spine holders in positions 36 and 

37.  

 

1.2.2 Establishing the opportunity for new sample mounting methods 

There are a number of available sample mounting robots, used to provide a measure of 

automation typically for cryo-experiments. Commonly found systems include the Irelec CATS 

system, the Rigaku ACTOR and the Diamond Light Source developed BART system.  

 

 



Page | 38  

 

Figure 1.11 An example robotic systems available to researchers at DLS. 

Simplifying the auto-mounting system routine to the robotic motion steps: 

I. Retrieve a single sample from a puck held in the dewar. 

II. Position the sample on a goniometer for inspection 

III. Retrieve the sample and place it back in the dewar. 

The BART system, operates on a similar cycle to each of the alternative robotic systems, 

however employs a cover over the dewar, along with an alignment calibration detail on the 

surface of the cover to reduce the complexity of the handling task for the robot.[32]  

In one particular experiment, approximately 50 samples were scanned in 8 hour periods can 

be seen from the progress of the using the ACTOR (I02) and CATS (I04) system, and the data 

are shown in Figure 1.12.  [33] 

 

Figure 1.12 Data gathered by the BART project at Diamond (© Diamond Light Source Ltd [Ibid])  
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The BART system designers quote two achieved timescales for switch over, with 20.3 s during 

their first run, and 18.3 s during their current research run.  This translates to an increase in 

the number of scans as is indicated by Figure 1.12. 

The systems are sophisticated, composed of many parts, the significant dissimilarity between 

robot sample handling and fluid transport limits discussion to the total number of samples 

screened and the achieved change over times.   

 

Table 1.1 Quoted change over times for operational robotic systems. 

System Location Quoted Change Over Time 

IRELEC CATS [33] Diamond Light Source Ltd I04 Circa 90 seconds 

Rigaku ACTOR [34] Diamond Light Source Ltd I02 Circa 90 seconds 

SPACE [35], [36] Spring-8 40 Seconds 

BART [Ibid] Diamond Light Source Ltd I03 18-20 seconds 

BESSY[37] EBML BW7B >60 seconds 

TOMCAT [38] Swiss Light Source 

Not noted, however total data 

collection time > 5 mins 

suggesting circa 60 seconds 

 

 

Spring-8 high throughput protein crystallography SPACE (SPring-8 Precise Automatic Cryo-

sample Exchanger), demonstrates a significant gap between the found first and second place 

systems, when ranked by changeover speed.  

To conclude a discussion of robotic methods it is important to highlight how well the systems 

currently serve the needs of the community, enabling ‘mail-in’ services and automated data 



Page | 40  

 

collection. Since the crystals are neatly mounted they are also able to act the end point of a 

robust mechanical linkage, and achieve a small sphere of confusion (the radius of a spherical 

volume through which the beam is swept). For smaller crystals that are more prone to 

radiation damage however there is a shorter collection time and so more crystals are required. 

If those numbers began to approach 1000 crystals, then the idle time caused by machine motion 

(taking 18 s as the nominal change over time) would  be approximately 18 000 s or 5 hours. If 

the time it takes a researcher to mount a crystal on a spine is also taken in to account (assuming 

a crystal is mounted every 30 s, which is likely significantly faster than practical) then the 

researcher must continuously mount crystals for over 8 hours. As detector speeds increase and 

smaller protein crystals with shorter lifetimes are imaged, the interactions with each 

individual crystal will become a bottleneck at both in the lab and at beam-side. 

1.2.3 Cryogenic and dehydrated sample handling 

A current debate within the field of crystallography centres on whether or not to hold sample 

crystals at cryogenic temperatures or in dehydrated states during imaging. The debate is 

important as shows the need for multiple approaches to sample handling alongside unique 

benefits of lab-on-chip systems for macromolecular crystallography. 

If a protein is thought of a bundle of hydrophilic and hydrophobic amino acids it follows that 

the molecule would be subject to differing forces and interactions (allostery) based on the 

presence of absence of water.[39], [40] Authors report that the presence and absence of water 

is sufficient to affect shape changes in molecules. [41] Given that protein molecules often 

remain in fluid throughout their working span it also follows that by holding protein in media 

or solution similar to the working conditions it would experience would produce the shape 

and structure it occupies ‘normally’. [42] 
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A trade off occurs however, since dehydration improves crystal packing (mosaicity), which in 

turn improves diffraction.[43], [44] Improving mosaicity reduces the smear of Bragg spots, 

effectively sharpening the diffraction image. 

An argument similar to that of dehydration exists for cryo-cooling crystals. Again the 

mosaicity is reduced, and a significant benefit arises in terms of radiation damage. In addition 

to the improved mosaicity, the crystal also experiences a longer lifespan in beam. 

Cryogenically cooled crystals experience radiation damage proportionally to the dose 

exposure. Whereas a room temperature crystal additionally experiences damage based on the 

length of time between the first and last dose.[41], [45] A crystal may have it’s life extended by 

up to one hundred times the room temperature lifespan in a cryogenic state, at the cost of a 

change to the natural conformation. The reduction comes as a result of reduced mobility for 

radicals formed during irradiation as a result of Compton scattering.[46] Challenges arise in 

the hand-mounting techniques of cryo-cooled crystals as damage to crystals can occur and 

mosaicity can increase. [47]  

1.3 Synchrotron sample environment research 

A short review into current crystal mounting research is included here to give context to the 

variety of approaches that exists. An important result is a general lack of ‘active’ methods, as 

most rely on a secondary mechanism to bring crystals to an interaction region. 

A range of materials have been investigated, typically focusing either on an extremely low 

thickness or a low X-ray attenuation coefficient, one particular study made use of cyclic olefin 

copolymer layers to create a micro diffusion experiment, an in a fashion similar to currently 

marketed crystallisation trays, enabled structure determination through in situ diffraction. 

Other studies also work with a similar concept, demonstrating the potential for a system that 
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integrates the crystallisation steps. [48]–[50]  Graphene has been demonstrated as an excellent 

candidate for low background scatter screening, however supply of suitable material is limited 

at the time of writing. [51] In another work, authors grew crystals on vertically oriented slides, 

in 8 × 4 exposed droplets which were mounted inside the currently used puck and base 

arrangement. The droplets were held in position by hydrophobic coatings and oil (named the 

XCHIP). [52] This largely removed any housing material, however gave a longer path length 

through the drop than is otherwise achievable.  

Axford and Aller et al specifically looked at the achievable background scatter within from 

current materials, helping to provide a standard for researchers to assess designs.[53] The 

work forms part of a body of work looking at thin film crystallisation, an attempt to move 

away from traditional crystallisation platforms towards single use, and X-ray compatible 

laminates.[54], [55]  

Micro-electromechanical systems (MEMS) have been trialled for mounting crystals in an effort 

to automate the human aspect of the procedure, making use of computer vision and diffraction 

compatible ‘micro-shovels’ which were later mounted using the goniometer method.[56] A 

different approach trialled to increase the overall parallelisation was the inkjet deposition of 

hydrogels onto the protein crystal after mounting. The aim of the work was to bind the crystals 

in a chemical environment that reduced chemical stress which is a central concern as chemical 

and thermal stress can increase mosaicity and lead to the destruction of crystals.[57]   

Lipidic cubic phase (LCP) is a technique that has moved from being a novel technique to a 

staple offering for hard to crystallise or synthesize proteins, requiring lower volumes of 

protein (< 10 µg ml-1) as the lipidic-meso-phase provides an ordering structure for the proteins. 

The resulting gel contains microcrystals that are suitable for serial crystallography due to the 
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short lifespan of small (< 5 µm) crystals under diffraction. [58], [59] Mounting takes place using 

‘toothpaste’ type extruders and adapted spine mounts.[60] 

Fixed targeting as a technique for MX, but in particular for serial crystallography is rapidly 

approaching maturity, and gaining use for routine use at XFEL facilities. For this technique, 

many crystals are mounted by depositing a drop of slurry onto an etched silicon chip. Excess 

fluid is wicked away and a backing is applied to prevent dehydration and to shorten path 

lengths.[61]–[63] A key advantage of this method is the small volume of crystals required 

when compared to liquid injection methods that are the norm at XFELs. A variant on fixed 

targeting is the hydrodynamic trap, where crystals are pulled into known locations by fluid 

forces. [64] 

In situ crystallisation trays allow sitting drop vapour diffusion and have been shown to 

function in microgravity. [65] Trays are made of a low X-ray attenuating material and replace 

the 96 well plates crystallographers may have otherwise used. [66] A direct challenge to the 

use of diffraction compatible trays is the trade made between ruggedness of the tray and the 

amount of material X-rays must pass through. [53]  

 

1.4 Acoustic manipulation methods 

Acoustic manipulation forms the core work within this thesis, it is the direct or indirect 

application of force through an oscillating pressure field. In the case of this work the field is 

initially generated from a standing wave in both cases and two separate effects are leveraged 

to produce direct acoustic trapping and acoustic fluid coupling to produce rotational motion. 
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Acoustic manipulation is an active research area that is across many fields.  A key question is: 

what is the effect of the acoustic field on the sample being processed? Within this work and 

also within the life sciences as a whole, the question of damage gains extra importance as often 

samples are fragile, small and are being evaluated on the nanometre or in the case of proteins 

Angstrom, length scale. 

Reported methods for acoustic manipulation include acoustic beaming, ejection, a trapped 

array of particles in a horizontal tube (namely a Kundst tube), one, two and three dimensional 

standing wave fields, two and three-dimensional phased arrays which have variously been 

achieved with surface and bulk wave excitation.[67]–[69] Three-dimensional fields are 

challenging for X-ray crystallography because of phenomena including sphere of confusion, 

and the attenuation and background scattering caused by the crystallisation fluid. Acoustic 

beaming, one and two-dimensional fields however offer significant promise for rapid sample 

mounting. One and two dimensional fields may be switched on and off within a fraction of a 

second, and since they exist within a narrow volume, they may be constructed without 

creating a large volume for an X-ray to travel through, thus enabling high quality data capture. 

Within the field of cell separation and analysis, trapping has been achieved directly and 

through the use of microspheres with higher acoustic contrast and an affinity for the cells. 

Cells were shown to be viable afterwards through culture and biomarkers, demonstrating that 

the technique may interact with soft matter at an appropriate length scale. [70]–[72] Selectivity 

based on the acoustic contrast (discussed in Section 2.6), and the use of fluorescence labelling 

has been shown to give greater specificity in final sorted populations, which may be leveraged 

in  a pure salt crystal would likely have a different acoustic contrast to a protein crystal, as 

salts are likely to have a density approximately double that of protein.[73], [74] More complex 
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organisms (C-elgans) have been demonstrated as viable after exposure to manipulation in 

acoustic fields for periods exceeding one minute, providing further biological evidence of 

minimal or absent damage.[75], [76] When considering current techniques with respect to 

throughput, authors report half wavelength, single wavelength and multi-wavelength 

trapping, generating sorting based throughputs in the low KHz range (two to three orders of 

magnitude faster than required by current generation X-ray detectors).[77]–[80]  

Narrowing the acoustic manipulation to work in which protein crystals are manipulated finds 

significantly fewer works actively manipulating crystals during diffraction, demonstrating an 

opportunity for further innovation. In the excellent work by Huang et al protein crystal were 

manipulated in a fashion similar to that of the Kundst tube, the work further extended its scope 

to demonstrate crystals responded to a two-dimensional field. All work was conducted 

horizontally and in direct contact with a SAW transducer which poses a challenge for X-ray 

diffraction due to shadowing, and attenuation. [81]  However the work did demonstrate that 

there was no appreciable effect to the structure of actuated crystals, by removing them from 

the system and diffracting them using traditional goniometry.  

Oberti et al also made use of acoustics to pattern of protein crystals, arraying them into a line, 

and passing them under an extraction hole, where the crystals were once again taken for 

mounting in loops and diffracted using the goniometer method.[82]   

Driven by the dual needs of free electron laser facilities, and rapid fluid handling, work is 

ongoing, incorporating the ability for acoustic waves to eject small volumes of liquid droplets 

from larger drops into current methods (acoustic droplet ejection, ADE). Excellent benefits are 

available through acoustic ejection, the ability to deposit drops around three orders of 

magnitude smaller than for pipette methods; the ability to pattern crystals onto a substrate; 
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the ability to deposit chemicals into an existing drop quickly and with low fluid volume. The 

technology is used both on and off beam, within the XCHEM project using the commercially 

developed ECHO system, and an acoustically mounted tape drive working both with the 

Polypico system and in-house developments.[83]–[86] Authors also used ADE to mount 

samples onto micro-meshes for routine fixed target methods, providing convincing evidence 

that an acoustic goniometer may be integrated into a larger process for throughput..[87], [88] 

 

In summary, current methods have mainly focused on cells, with few works considering the 

automation of protein crystal handling. Demonstrated methods appear to be sufficiently 

gentle to avoid crystal structure damage, and this has also been shown in an offline 

experiment. Further, the technology to allow simplified loading of crystal slurry drops into an 

on-chip goniometer or into an acoustic trap are obtainable commercially and would readily 

form part of a crystal presentation pipeline. The work contains within this thesis moves to 

depart from literature and to add to the current state-of-the-art methods by: trapping an array 

of crystals in a vertically oriented acoustic field; diffracting a crystal within an acoustic field; 

demonstrating effective X-ray-compatible acoustic-enclosures; using an acoustically vortexed 

fluid to rotate a crystal and generate a sufficiently complete dataset to process into a structure. 

Each technique adding to literature by demonstrating novel methods which may be readily 

purposed for high throughput methodologies. 

 

1.5 Design inputs and the case for acoustic self-assembly 

Summarising the challenges arising from current methods into design inputs gives the 

following: 
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▪ Synchrotron time is limited and in demand (time pressure). 

▪ Methods are required for handling protein crystals in crystallisation fluids. 

▪ Methods are required for handling protein crystals at room temperature. 

▪ Protein crystal mounting is a time consuming step throughout the research pipeline. 

▪ Any technique must be capable of producing high resolution data. 

▪ Protein crystals under consideration will typically be under 200 µm. 

 

Acoustic ordering and microfluidics match these requirements excellently. Acoustic fields are 

capable of influencing crystals without direct contact, removing the need for mounting. 

Standing wave acoustic fields have also been demonstrated to facilitate trapping and 

actuation. 

This thesis describes the prototyping and performance of two acoustic techniques for the 

collection of protein crystal diffraction datasets. The first technique demonstrate trapping of 

small protein crystals within a vertically oriented standing wave field allowing them to be 

targeted for diffraction. The second technique makes use of acoustic wave interaction with 

fluid to cause a vortex in a droplet, which was used to capture a rotational-diffraction-dataset. 

Both techniques are presented for the first time. 

1.6 Thesis Outline – Chapter by chapter 

The thesis is comprised of six chapters: 

Chapter One, the reader is introduced to the interdisciplinary topics of protein crystal 

diffraction, sample presentation and acoustic methods. Current challenges are outlined and 

the need for lab-on-a-chip techniques is described. 
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Chapter Three, describes the parameters and operating environment for protein crystal 

manipulation in fluid. Also included are engineering considerations which were the 

incorporated into the works of Chapter Four,  Five and Six. 

 

Chapter Four, details the specification, design, fabrication and testing of an acoustic standing 

wave mounting system for protein crystals. The system is evaluated on beam, and a 

measurements of diffraction compatibility and crystal motion are discussed. 

 

Chapter Five, covers the specification, design, fabrication and testing of an on-chip acoustic 

goniometer. The system is evaluated on beam, crystal motion is described and a structure is 

successfully determined from the recorded data. 

 

Chapter Six, discusses conclusions drawn from the work and envisioned future steps, devised 

from experience gained during the project. 
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1.7 Acoustics and acoustic methods 

To develop a successful system for the presentation of protein crystals for synchrotron 

diffraction, context is important. The following chapter sets out to describe the key acoustic 

and fluidic theory, reviewing it with respect to current practices in X-ray crystallography. The 

following section goes on to introduce the methods and theory for effective acoustic trapping 

of protein crystals.   

1.7.1 Acoustics 

Acoustics is the branch of physics that describes the propagation of mechanical waves through 

solids, liquids, gases and plasma. The term ultrasonic is used to refer to those mechanical 

waves which exist outside the range of human hearing, and all frequencies used as part of this 

work can be considered ultrasonic. The first part of this chapter is formed of an overview of 

the acoustics and piezo electrics that were relied upon in experiment. The second half of the 

chapter is composed of physical concepts and material properties that describe the 

requirements for the standing wave trap. 

1.7.1.1 Acoustic wave types 

Two distinct types of waves were used to manipulate protein crystals within this work: Bulk 

waves, and surface waves. Each of the two wave types were used based on the need to create 

specific phenomena in fluid.  Bulk waves are familiar within everyday experience in the form 

of speech and sound from speakers. Surface waves can come in the form of ripples on a pond 

or waves on the ocean, and exist at the boundaries between acoustic regions (e.g. liquid and 

gas, or solid and vacuum). Bulk waves radiate from an ideal point source in all directions, as 
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permitted by boundaries as shown in Figure 1.13. The key difference being that the bulk wave 

is spherical, pro and surface waves are relatively confined to a surface (elastic-half-space). 

 

 

 

Figure 1.13 Graphical representation of an ideal acoustic-point-source (left), and a surface wave point source 

(right).  

The propagation of waves through a continuous medium follows the general equation (1.7), 

where ∇2 is the three-dimensional Laplacian, 𝑝 is pressure, 𝑐 is the thermodynamic speed of 

sound and 𝑡 is time.[89] 

∇2𝑝 =  
1

𝑐2

𝜕2𝑝

𝜕𝑡2
 

(1.7) 

Surface waves as the name suggests are confined to the boundary between regions.  When 

viewed from the normal to the surface they radiate in a similar way to a cross section of the 

ideal bulk wave, however for lithium niobate, an anisotropic material typically used for 

surface acoustic wave sensing and manipulation the penetration of the wave into the solid is 

minimal.[90] In lithium niobate (YZ, 128°), and indeed other materials the attenuation of a true 

surface wave requires only a few wavelengths in the through thickness direction. In contrast 
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along the direction of propagation losses are around 0.01 dB µs-1.[91] Surface waves however 

have a relatively small amplitude with the height of a surface wave is typically of the order of 

10 Å. [92] 

Huygens-Fresnel principle states that for a propagating wave front, each point along the wave 

front should be considered the source of circular or spherical wavelets. [93] It is therefore 

possible to excite a plane wave (equivalent to a wave some distance from a point source as in 

Figure 1.13, by using a linear conductive strip, as found in the design of an interdigitated 

transducer. The Huygens-Fresnel principle is represented in Figure 1.14 (left), with an 

equivalent surface wave also shown (right). 

 

  

Figure 1.14 Graphical representation of Huygens principle (left) and the resulting surface-plane-wave (right) 

 

1.7.1.2 Bulk wave transducers for acoustic ordering 

To generate bulk wave excitation, as used to excite the standing wave phenomena in Section 

3, a commercial through-thickness piezoelectric transducer was selected. Bulk wave 

transducers, typically used to generate bulk motion are ceramics, commonly made of lead 

zirconate titanate (PZT) or barium titanate. [94], [95]  Once the ceramic is formed, a disordered 
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piezo electric effect exists, an electric field of the order of kV mm-1 is applied to create a device 

with a strong directional piezoelectric effect. [91] A typical acoustic coupling factor (the 

conversion from electric energy to mechanical strain) for commercially available piezo 

elements is > 0.4.[96] 

One of the earliest demonstrations of wave and solid microparticle interaction was achieved 

by August Kundt in 1866, where  a standing wave in air was excited within a tube and was 

used to order particles, Figure 1.15 shows the experimental setup in schematic form.[97]  

 

Figure 1.15 Kundt's tube schematic. 

Work by Huang et al developed the concept for use with protein crystals, applying the 

technique to create one-dimensional crystal arrays in capillary tubes.[81] Since capillary tubes 

are currently manufactured in a way that is suitable for diffraction experimentation, the idea 

of creating a particle ordering effect inside the tube, lends itself to microfluidic integration. 

[20] The work did not extend to diffraction of crystals whilst undergoing acoustic ordering, 

but did succeed in showing crystals successfully survived the process. 

The benefits of bulk acoustic regimes, include low cost of manufacture and the potential for 

higher power output than with surface waves. Sensibly, the central requirement should be the 
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sound reflectivity between the acoustic chamber and the medium. To achieve this, the speed 

of sound should be as different as can be realistically achieved between the medium and the 

chamber. This optimises the acoustic reflection inside the resonance chamber, allowing the 

excitation to create the streaming effect with minimum input power. BAW fields create an 

ordering force of around 10 nN [20]. Given the fragile and temperature sensitive nature of 

protein crystals, the need for, and benefit of, the larger distance separation distance achievable 

through bulk waves was apparent. The separation distance would provide opportunity for 

cooling remove bulk components from the region of interest. 

At the time of writing, no papers were found that measured the effect of radio frequency (RF) 

vibration on the measurement of the crystal lattice structure of protein crystals undergoing 

X-ray diffraction. This is a challenging but rich topic for investigation, the challenge primarily 

stemming from the significant difference present in each of the crystals morphology and 

crystallinity, and an inability to repeatedly scan a sample twice. This is due to the severity of 

the X-ray light that the crystal is exposed to.  

While the absence of this data raises questions, a paper was produced by Ding et al [21], that 

discussed the trapping of a live organism, namely Caenorhabditis elgans (also referred to as C 

elgans). In the paper the authors describe, not only being able to confine a living C elgans but 

being able to stretch it using their focused acoustic beam micro trapping technique. The ability 

of a living organism was capable of withstanding the forces involved in acoustic trapping, 

suggests protein crystals are likely to survive at a macro level. 

1.7.1.3 Surface waves 

Within the category of devices that deal with surface waves, there exist subdivisions based 

on the type of surface-wave. Acoustic plate mode, Lamb wave, Love wave, Rayleigh wave, 
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leaky SAW wave, Pseudo SAW (PSAW), High velocity pseudo SAW (HVPSAW). [98]–[100] 

Within this work the Rayleigh or SAW waves were used, which are a true surface wave, 

made possible by the orientation of the crystal substrate.[91] Surface waves are confined to 

the boundary between acoustic regions and lose little energy to bulk excitation. 

1.7.1.4 Surface acoustic wave transducers 

Surface acoustic wave transducers differ in construction to bulk type piezo elements, where 

the positive and negative electrodes are on opposing faces, ignoring the wrap-around-

electrode which is purely for connection convenience. For a surface wave transducer the 

electrodes are adjacent and on the same surface as shown in Figure 1.16. This arises because, 

for a surface wave the high and low amplitude points on the wave must both be excited on the 

same surface and do not travel through the elastic half space. To achieve the excitation a set of 

interlocking electrodes that occupy the standing wave antinode positions are patterned onto 

the desired substrate.  

 

Figure 1.16 Electrode position schematic for PZT and Lithium niobate 

Complex patterns have been investigated by authors of work considering SAW transducers 

for signal, sensing and particle manipulation applications, including single sided electrodes, 

apodised, tapered, split and orthogonal transducers as shown in Figure 1.17, with further 

variations typically used for generating complex waveforms which fall outside the scope of 
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this discussion. [76], [101]–[103] Split, apodised and single sided electrode configurations find 

use used within the field of signals and sensing, with designs affecting changes to the 

resonance peak and amplitude envelope.[91] Orthogonal transducers have been used by 

authors to excite a two-dimensional field and create grid type arrays of particles. [104] Single-

Single electrodes (type A) were used throughout this work, since the wider electrodes gave 

greater manufacturing tolerances thanks to electrode thickness and the spacing between them. 

The need for X-ray compatibility prevented the use of designs that would require the lithium 

niobate to be present in the beam path (as it would fully attenuate the beam). Of the remaining 

designs, tapered electrodes (Figure 1.17 - F) would have allowed a wide range of input 

frequencies, and (Figure 1.17 – C) would have allowed the application of orthogonal waves, 

perhaps offering control over rotation. 

 

 

Figure 1.17 Image of a single-single transducer (Left) and Schematic of types of interdigitated transducers 

(Overlay): A) Single-Single B) Split electrode C) Orthogonal pairing D) Apodised electrodes E) Single Sided 

F) Tapered/chirp electrode. 
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Surface acoustic wave transducers make use of crystalline materials rather than the baked 

ceramics used within bulk-transducers. The crystalline form of a material is selected and a 

particular plane is selected from the crystal as sound propagation in crystalline materials is 

orthotropic. [105] Materials typically used for surface acoustic wave manipulation are laid out 

in Table 1.2.  [106], [107] For the purpose of this work, the strength of acoustic coupling and 

the surface wave velocity were the key parameters.  

Surface wave velocity is the speed of wave (sometimes referred to as phase) propagation 

across the surface. The cut refers to the angle a crystal is cut at relative to the unit cell and is 

typically quoted by manufacturers. Finally the coupling constant is the ratio at which electrical 

energy is converted into mechanical energy. 

For the work described in Section 5 lithium niobate 128 ° YX was selected, as the higher 

coupling constant allows a reduced power input and therefore also reduction in heat 

generated. 
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Table 1.2 Material properties for candidate surface wave substrates 

Material Cut 

Surface wave 

Velocity 

Coupling 

Constant 

Quartz YX 3159 - 

 ST 3158 0.045 

Lithium Tantalate YZ 3230 0.05 

 112 YX 3288 0.0075 

Lithium Niobate YZ 3488 0.045 

 128 YX 3992 0.053 

Langasite  2600 - 

1.7.1.5 Acoustic reflection and transmission 

When acoustic waves meet boundaries, particularly in the case of enclosed fluid volumes as 

in Section 3A bulk-acoustic standing wave protein crystal mount, a portion of the wave is 

reflected, and a portion is transmitted into the second medium as shown in Figure 1.18.  
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Figure 1.18 Transmission and reflection of a sound wave at a surface. 

Typically the greater the mismatch between acoustic impedances the greater the reflection. A 

notable exception however is the half wave phenomenon. Using the Fresnel equations for the 

reflection of a non-polarised wave as shown in Equations (1.8) – (1.11), it is possible to calculate 

the ratio of reflection to transmission: [108] 

𝑉 =  
√𝜌1𝐸1 − √𝜌2𝐸2

√𝜌1𝐸1 +  √𝜌2𝐸2 
=  

𝑛 − 𝑚

𝑛 + 𝑚
 (1.8) 

𝑛 =  
𝑐1

𝑐2
 (1.9) 

𝑚 =  
𝜌1

𝜌2
 (1.10) 

𝑐 =  
𝐸

𝜌
 (1.11) 

 

Where V is the reflectance, 𝜌  is density of medium 1 and 2 respectively, E is Young’s modulus, 

n is the index of refraction and m is the density ratio. 

The equations are also frequently rearranged in terms of admittances of the media as 

reproduced in Equations (1.12) - (1.14): [109]  

 

𝑌1 = 𝐴1(𝜌1𝑐1)−1 (1.12) 

𝑌2 = 𝐴2(𝜌2𝑐2)−1 (1.13) 

The reflected wave g whose solution is: 

𝑔(𝑡)

𝑓(𝑡)
=  

𝑌1 −  𝑌2 

𝑌1 + 𝑌2
 

(1.14) 
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Where 𝑌 is the admittance, A is the area, is the density, c is the speed of sound, 𝑔 is the reflected 

wave and 𝑓 is the incident wave. 

Equations (1.8) and (1.14) are used for estimating one-dimensional interactions between 

material regimes.  The topic of reflection and power transmission is developed further in 

Section 2.6.2. 

 

1.7.2 Piezo Materials 

Two piezo electric materials were used during the project. Bulk transducers often called ‘soft’ 

or ‘baked’ ceramics are formed from a compacted powder which is later baked and subjected 

to a high strength magnetic field to align the poles of the unit cells. Crystalline piezo electric 

materials including quartz, lithium niobate, lithium tantalate, are grown in large boules, 

typically based around a seed crystal of a known orientation, later to be diced and polished 

into useable wafers. To give the reader context for the following chapters some information 

and comparison is offered for the materials used. Given that piezo materials often find use at 

the forefront of precision movement and sensing applications, there is unsurprisingly a 

significant amount of theory to describe behaviours and phenomena, relevant theory is also 

presented. 

1.7.2.1 Piezoelectricity 

Piezein is the Greek word for to press, coined by Hankel in 1881 the term piezoelectric describes 

materials where strain within the material induces a charge, also the reverse is true and a 
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charge may induce a strain.[110] Piezo materials were used as part of this project to excite the 

acoustic waves used to actuate and trap crystals. 

1.7.2.2 Complex impedance in piezo elements 

Reactance arises from opposition to oscillation in a circuit and is present in both electronic and 

mechanical components. Reactance is described in terms of complex impedance () obeying 

Equations (1.15) - (1.17).[111] 

𝑋𝑐 =
1

2𝜋𝑓𝑐
 (1.15) 

𝑋𝑙 = 2𝜋𝑓𝑙 (1.16) 

𝑍𝑠 =  √𝑅2  + (𝑋𝑙 − 𝑋𝑐)2 (1.17) 

 

Where 𝑋𝑐 is the capacitive reactance, 𝑋𝑙 is the inductive reactance, 𝑓is the frequency, 𝑐 is the 

capacitance, 𝑙 is the inductance, 𝑅 is the resistance, and 𝑍𝑠 is the complex impedance in a series 

circuit. As 𝑍𝑠 approaches the purely resistive value, the circuit is said to be in resonance. Figure 

1.19 shows and equivalent circuit for a transducer, for the purpose of clarity the mechanical 

components of resonance have been separated from the electrical.  The equivalent circuit 

describes the frequency that optimal transfer takes place. If a load is purely resistive then 

power transfer (at a given frequency) is resonant, or optimal. If a load shows capacitance or 

inductance some measure of power factor correction is required and a matching circuit should 

be constructed to reduce amplifier load and prevent amplifier damage through voltage-

standing-wave-ratio (VSWR). VSWR is the amount of power which remains in physical 

connection between the amplifier and the piezo electric. For the work described in Section 3 

and 5 matching circuits were not required as impedance matching (power factor correction) 
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had been conducted by the manufacturer in Section 3, and in Section 5 the power being applied 

low and the resonance quality was sufficiently high to avoid the additional complexity. 

 

 

Figure 1.19 An equivalent circuit for a Transducer showing R1 which is the mechanical impedance, which acts 

as an offset resistance. 𝐶1 is the capacitance of the mechanical circuit,  𝐶0 is the capacitance of the transducer 

below resonant frequency less the capacitance 𝐶1, 𝐿1 is the inductance of the mechanical circuit, Adapted from 

[112] 

 

1.7.2.3 Electro-mechanical coupling factor 

The electro-mechanical coupling factor is the conversion between applied electrical power and 

the resulting mechanical power (transduction). It is relevant to acoustic work as it defines the 

input power to a system and that typically affects both form factor of a system and the heat 

created during operation. Heat which may be problematic if located adjacent to a sample such 

as in the case of a SAW device. An applied stress creates a charge within a piezo-electric 

material, and an applied electric field creates a stress and therefor strain. All three parameters 
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are linked and have properties which vary based on the orientation of the piezo electric unit 

cell to the applied stress or strain and it’s Young’s modulus (E). Considering the simple case 

of a disc transducer, not dissimilar to the device used in Section 3, equations (1.18) - (1.19) 

describe the relationship between stress and strain. The subscripts denote the axis of stress 

application and the axis of field measurement as shown in Figure 1.20:[113] 

 

𝑘33 =  
𝑑33

√𝜀33
𝑇 𝑆33

𝐸
 (1.18) 

𝑘𝑡 =  ℎ33√
𝜀33

𝑆

𝑐33
𝐷  (1.19) 

Where 𝑘33  is the coupling coefficient for an axial-planar stress along the 33 (z) axis,  𝑑33 is the 

piezo electric strain constant in m V-1, 𝜀33
𝑇  is the permittivity at constant stress in F m-1, and 

𝑆33
𝐸  is the elastic compliance under a constant electric field m2 N-1. 𝑘𝑡 is the thickness mode 

where all strain is normal to the top and bottom surface of a disk. ℎ33 is the piezo electric 

stiffness constant in V m-1, 𝜀33
𝑆  is the permittivity at constant strain in F m-1, 𝑐33

𝐷  is the elastic 

stiffness under constant electric displacement in C m-2.  

 

Figure 1.20 Polarisation axis 
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The coupling equations however begin to differ significantly as more complex modes are 

considered. However for practical applications the coupling constants are well established and 

provided by manufacturers so they may be found in reference tables. [114]  

1.7.3 SAW uses and fabrication 

Surface acoustic wave technology uses the Rayleigh surface wave, exciting it on a substrate 

capable of sustaining a true surface wave. Typically true surface waves attenuate the 

subsurface component of the wave within a few wavelengths (within the high frequency 

region), but will propagate a surface wave two or more orders of magnitude further. In the 

case of the piezo-ceramic crystals used within this work (lithium niobate 128 ° Y rotated, X 

propagating) the material is also orthotropic within the elastic-half space surface; this means 

that waves travel much like a light ray, with minimal spread. The dominant use for the 

technology include: telecoms as a delay line, chemical sensing as a mass sensor and gas sensor 

and also as a signal filters. The ability to create narrow resonance bands and strongly coupled 

fluid interactions has led to their use for particle manipulation covered in section 1.4).  
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2 Development of a standing wave protein-crystal 

mount 
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2.1 Chapter Summary 

To develop a standing wave protein crystal mounting method, key specifications, parameters 

and constants were required. This chapter details the parameters as they were taken from 

literature, developed using analytic equations or approximated from calculated values. Where 

appropriate explanations have been included to assist the non-specialist in following the 

requirements which are drawn from acoustics, sedimentation mechanics, x-ray physics, and 

structural biology. The chapter concludes with a developed specification enabling the success 

of the device to be described. 
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2.2 Introduction 

The first stage of a design process is to establish the requirements for the finished system. The 

following chapter sets out to identify and bring to the attention of the reader, properties and 

parameters that a successful standing wave based protein crystal X-ray presentation system 

will be subject to. By the nature of the work subjects from several fields are touched upon, 

including: 

▪ Settling 

▪ Crystallisation 

▪ Acoustics  

▪ X-ray Diffraction 

 

For clarity, some of the background information on these subjects has been omitted and the 

reader is directed elsewhere for further discussion. 

2.3 Geometric Constraints – The diffraction cone 

Of the design inputs that need to be considered in the successful design of a protein crystal 

handling system, the angle at which diffracted light will leave the protein crystal is one of the 

most important. As the crystal is a 3D object, the light leaves the crystal at a solid angle, which 

is an angle that has been rotated around a central axis to form a cone as shown in Figure 2.1.  

 

Figure 2.1 Conic and conic frustrum shown, rotated out of plane for clarity 
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It is important to understand and incorporate this angle as if the resulting cone intersects, some 

solid part of the device geometry, data will not arrive at the detector, an occurrence referred 

to as ‘shading’. To establish the exit angle for the diffraction cone, the Bragg diffraction, 

Equation (2.1) to can be solved. [93] 

𝑛 𝜆 = 2 𝑑 𝑠𝑖𝑛 𝜃 (2.1) 

Where n is the order of diffraction, typically a value of one is used here due to the significant 

reduction in the power of higher order reflections for complex molecules; d is the inter-planar 

distance of the crystal; λ is the wavelength of light; θ is the diffraction angle. Taking the first 

order reflection (n = 1) one obtains a simplified version of Equation (2.1) for the inter-planar 

distance (resolution) in Equation (2.2): 

𝑑 =
𝜆

2  𝑠𝑖𝑛 𝜃
 

(2.2) 

Using Equation (2.2) it is possible to determine the conical region of 3D space that X-ray light 

travels through between the crystal and the detector. Entering the wavelength of light 

generated at I24 (𝜆), and the target resolution of 1 Å (d): 

𝑑 = 0.1 𝑛𝑚 

𝜆 = 0.07 𝑛𝑚 

𝜃 = 20.5 ° 𝑜𝑟 41 ° 𝑠𝑜𝑙𝑖𝑑 𝑎𝑛𝑔𝑙𝑒 

The Bragg diffraction angle results gives and exit cone of 41 degrees, from this result any 

device must have an unobstructed exit cone to obtain data with resolution up to 0.1 nm. 

During the design phase, the exit cone should be considered for any position where a crystal 
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may reside; for a perpendicular flat channel, a conical-frustrum serves as a simple design 

guide provided all locations where a crystal may sit reside on the top plane. 

2.3.1 Geometric Constraints – The beamline apparatus 

The second set of geometric design constraints are the physical dimensions, interfaces and 

requirements of the beamline being used for studies and prototypes, pictured in Figure 2.2. 

 

Figure 2.2 I24 beamline end-station apparatus 

 

Figure 2.3 shows a three-dimensional CAD model of the I24 end-station. The model has been 

false coloured to identify specific systems:  Pink shows the beam entrance point, with hole in 

the centre of the online beam optics; Orange shows the scatter guard, a tube positioned 

between the sample and beam optics designed to attenuate any diffraction (termed air scatter) 

that occurs before the beam hits the sample and useful data is generated, ultimately reducing 

background noise at the detector; Green shows the beam stop, as the name implies it is 

important to prevent the full intensity of the beam striking the detector as such an overload 

would cause damage to the pixels; Blue denotes the current sample holder arrangement, a 
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turret which forms a mount for a spine and pin as discussed in section 1.2;  Teal describes the 

translation stages, incorporating x and y translation, Q rotation (the in-situ goniometer not 

shown) and vertical z axis (not shown)  Finally yellow highlights a simple model of the HC1 

humidity controller used in Chapter  to prevent dehydration of small liquid drops, or more 

typically crystals. 

 

Figure 2.3 False coloured CAD model of I24 end-station – Models provided by Diamond Light Source 

 

▪ Design inputs coming from existing physical apparatus are geometric and optical.  

▪ Firstly a need for any device to fit around the beam stop and scatter guard 

▪ A need to interface with the upper translation stage (teal) 

▪ To allow any device to be moved into the on axis microscope’s focal plane (pink) 
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▪ To be sufficiently transparent to allow sample observations to be taken by the on axis 

microscope (pink). Particularly important as due to the presence of ionising radiation, 

no-one may be in the room during operation.   

▪ X, Y, Q and Z (vertical) translations comprising 20 mm, 20 mm 180 ° and 200 mm 

respectively. 

 

2.4 Settling  

2.4.1 Buoyancy of crystals 

Settling and buoyancy are naturally linked, with the relationship being the prime factor in a 

system that has no flow. The buoyancy of crystals, size of the crystal and the properties of the 

working fluid determine the speed of settling and so the rate at which any imaging system is 

able to monitor them, and the force which must be overcome by the acoustic system. 

Buoyancy is defined as: 

𝐹𝑏𝑢𝑜𝑦𝑎𝑛𝑐𝑦 =  
𝐷3

6
(𝑝 − 𝑓) 𝑔 (2.3) 

 

Where D is the diameter of a sphere equivalent to the particle, g is gravity,  is the density of 

the particle (p) and fluid (f) respectively. 

Several assumptions help to calculate buoyancy forces and settling: (i) the crystal will always 

be heavier than the surrounding fluid. (ii) the density of proteins is an active topic within the 

field of protein crystallography, with an approximately inversely proportional relationship 

between density, the unit cell structure, and molecular weight, however for the purpose of 

developing a general set of criteria an upper and lower figure of 1.32 – 1.45 g / cm-3 has been 
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used. [11], [115] (iii) density and viscosity of the working fluid is set by typical crystallography 

formulations, given the delicate nature of protein crystallisation substitutions are not possible.  

Investigating the possible working fluids further, they are formed of water based solutions 

used as ‘mother liquor’ (precipitation fluid) in hanging and sitting drop experiments. While 

the fluids are water based they are altered to include salts, polymers, ‘crystal glue’ and cryo-

protectants, all of which alter the density and viscosity.  

Crystallographers develop and tune the crystallisation parameters for proteins of interest use 

a screening panel of common conditions. During the course of this project, a 96 well index 

produced by Hampton Research was selected as a test case for characterising devices, the 

screen contains a wide array of parameters. Without direct measurement of the solutions 

precise viscosity values were not available, however density figures could be readily obtained 

for the Hampton Research “Index Screen” [116]. 

Analysing the variability across solutions shows a density range for the 96 conditions of 

0.236 g cm-3, with an average, maximum and minimum of 1.072, 1.231, 0.995 g cm-3 

respectively. Figure 2.4 is a histogram plotting the densities of all 96 solutions in the Hampton 

Research index screen. 
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Figure 2.4 Density histogram of trial crystallisation conditions 

 

The density data provides three important results, the density of the settling medium is higher 

than water, with the maximum being 127% of the minimum. Secondly, the assumption of 

crystals always being heavier than solution appears correct, with a difference spanning 0.089 

to 0.455 g cm-3 depending on the value used for protein and solution respectively. From these 

figures an approximate range for buoyancy force can be calculated as shown in Figure 2.5. 
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Figure 2.5 Buoyancy force of particle sizes 25 – 100 µm calculated using current approximations for protein density and 

crystallisation-condition-solution density, the 96 crystallisation conditions are arranged by decreasing density from left to 

right 

 

After calculating the buoyancy force as plotted Figure 2.5, Table 2.62.1 and Table Figure 2.72.2 

provide descriptive statistics on the buoyancy force as plotted in Figure 2.5. The source of the 

greatest difference, the particle size, is readily apparent causing a change that spans 4 orders 

of magnitude. Particle and the solution density combined effects typically lying within a single 

order of magnitude. 

Table 2.62.1 Buoyancy force for particles 25-200 µm at the higher estimate for protein density 

Particle Size 

(µm) 
25 50 75 100 125 150 200 
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Protein 

Density 

(g cm-3) 

1.45 1.45 1.45 1.45 1.45 1.45 1.45 

Min -0.018 -0.141 -0.475 -1.125 -2.197 -3.797 -8.999 

Max -0.037 -0.292 -0.986 -2.337 -4.565 -7.888 -18.697 

Range 0.019 0.152 0.511 1.212 2.368 4.091 9.698 

Average -0.030 -0.243 -0.819 -1.942 -3.792 -6.553 -15.534 

 

Table Figure 2.72.2 Buoyancy force for particles 25-200 µm at the lower estimate for protein density 

Particle Size 

(µm) 
25 50 75 100 125 150 200 

Protein 

Density  

(g cm-3) 

1.32 1.32 1.32 1.32 1.32 1.32 1.32 

Min -0.007 -0.057 -0.193 -0.457 -0.893 -1.543 -3.657 

Max -0.026 -0.209 -0.704 -1.669 -3.260 -5.634 -13.355 

Range 0.019 0.152 0.511 1.212 2.368 4.091 9.698 

Average -0.020 -0.159 -0.537 -1.274 -2.488 -4.300 -10.192 

 

As the working fluid and diversity of crystal sizes found in crystallography can be expected 

to affect a change spanning orders of magnitude, it is apparent that any crystal handling 

system oriented either vertically or horizontally, will experience multiple settling velocities, 

and would be at risk of settling induced blockage. This result is key to understanding the likely 

performance of a microfluidic system for protein crystals, and requirements for a complete 

system to include either automatic or manual sample selection by size prior to acoustic 

manipulation if consistent response is sought. 

2.4.2 Settling – velocity 

The need to consider settling velocity is one of the more unique elements of acoustofluidics 

for crystallography. Typically a microfluidic device is a 2.5D device, i.e. the device geometry 
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is formed of one or more flat layers. An advantage of flat construction is that gravity can be 

considered a constant in all X and Y coordinates (in plane), and so can be ignored, simplifying 

operation. Conversely, devices that take advantage of the ability of different size particles to 

settle at different rates, typically keep a constant flow rate, using fluid velocity to prevent 

settling in undesired regions of the device. In this project there is a need for almost stationary 

crystals, due to detector limitations and data requirements. Since a device must be oriented 

vertically (to avoid blocking) with a horizontal X-ray beam, a challenging design constraint 

arises as crystal velocity becomes a variable that is not governed by channel position (as would 

be typical in analytic and sorting devices). 

An assumption and limitation of this work is that the particles are all spherical. This 

assumption is a known limitation, however given the diversity present within crystal 

precipitation fluids, and also the interesting and varied shapes that crystal may take on it was 

falls beyond the scope of this work. To add further context, crystal settling has a practical and 

appreciable effect in modern crystal handling often requiring innovation to ameliorate (For 

more detail on this see ‘crystal shakers’ at use for XFEL [86]). 

Within the trapping portion of this work, extremely low Reynolds numbers occur, as such 

Stokes law may be applied, and the terminal velocity of the particles calculated using Equation 

(2.4). [117] 

 

𝑉𝑡 =
𝑔 𝑑2(𝜌𝑝 − 𝜌𝑚)

18 µ
 (2.4) 
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Where 𝑉𝑡 is the terminal velocity, g is gravity, d is the particle diameter, 𝜌𝑝 and 𝜌𝑚 are the 

density of the particle and medium respectively, and µ is the dynamic viscosity. 

Equation (2.4) may also be easily re-arranged to estimate the dynamic viscosity of the working 

fluid as shown in Equation (2.5). 

µ =  
𝑔 𝑑2 (𝜌𝑝 − 𝜌𝑚)

18 𝑉𝑡 
 (2.5) 

In expectation that crystals are likely to be large enough that they occupy a significant fraction 

of the channel and so reduce the overall settling rate, it is appropriate to introduce the ‘Francis 

wall factor’, a coefficient that models the decrease seen in narrow enclosures with low 

Reynolds numbers. The Francis coefficient was calculated using Equation (2.6) and applied 

using Equation (2.6). Figure 2.8 shows the impact that the wall factor has dependent on particle 

or crystal size for the range of sizes expected. 

 

 

(2.6) 

 

(2.7) 

 

𝑓𝑤 = 1 − (
𝑥

𝐷
)  

2.5

 

𝑉𝑠𝑒𝑡𝑡𝑙𝑖𝑛𝑔 = 𝑓𝑤 (
𝑔𝑑2(𝜌𝑝 − 𝜌𝑚)

18𝜇
) 
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Figure 2.8 Francis wall factor settling chart for particles 0 - 250 µm in a 525 µm channel. 

The viscosity of water was used to generate Figure 2.8 using the dynamic viscosity at 20 °C as 

an estimate for the properties of the crystallisation fluids 

2.5 Speed of actuation 

To provide an early estimate for the appropriate actuation speed for crystals within an active-

mounting system, key parameters include: (i) frame rate of the detector; (ii) photon flux of the 

beam; (iii) beam cross sectional size and (iv) target number of images per crystal. 

The first three parameters are to some extent selectable. The frame rate of the detector used 

(Pilatus 3  X 6M [118]) has a maximum full image capture rate of 100 Hz. The photon flux of 

the trial beamline was 3.0 x 1012 photons s-1 and the beam size was controllable between limits 

of 7 x 6 to 50 x 50 µm (i24 at Diamond Light Source, Didcot, Oxford - ibid). The photon flux 

may be reduced to achieve an acceptable power level for experiments. 

Given the brightness of the beam, the photon flux does not form a limiting factor, and in-fact 

is capable of significantly higher brightness than protein crystals are able to sustain without 

significant radiation damage. Creating a simple model for the time spent in the beam path:  
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Captured Frames =  (
Length of Crystal + Beam Width

Crystal Translational Velocity
) ∙ Frame Rate (2.8) 

   

Using equation (2.8 and taking frame rate as 100 Hz, beam width as a fixed 6 µm and 

evaluating for crystal sizes 0 – 200 µm (denoted by the grey shading between maximum and 

minimum lines), in Figure 2.9: 

 

Figure 2.9 Plot showing possible data capture for crystal sizes ranging from 5 - 100 µm vs crystal velocity relative to the beam. 

 

Figure 2.9 demonstrates that despite the desire for high throughput sample holders, there is a 

limiting factor in the detector sampling rate. Given a target number of images per crystal of 

over 1000, dependent on crystal size and radiation resistance, the desired translational velocity 

may be considered nil for single crystal techniques, and around 20 µm s-1 for serial methods.   
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2.5.1 Material attenuation 

Of significant concern for any device is the effect that the materials and method of construction 

used will have on the quality of data attainable. This is exceptionally important in X-ray 

diffraction as beam attenuation and / scattering is often a limiting factor in the performance of 

a method.[53] The Beer-Lambert Equation (1.14), allows the calculation of the absorptivity of 

a given material, anticipating the impact that construction methods will have: 

 

𝐼 =  𝐼0𝑒−𝑥  2.9) 

  

Where I is the resulting intensity, 𝐼0 is the incident intensity, µ is the mass attenuation 

coefficient  is the material density and x is the path length through the material. For many 

compound materials the mass attenuation coefficient is not known, in this case a useful 

approximation is made by summing the atomic absorbance of the atoms present in the 

compound [15]: 

µ =  
𝑁𝐴

𝑀𝑊
=  ∑ 𝑥𝑖𝜎𝑎𝑖

𝑖

 (2.10) 

  

Where 𝑁𝐴 is Avogadro’s number, 𝑥𝑖 is the number atoms of type i in the compound, 𝜎𝑎 is the 

absorbance cross section. 

Evaluating Equations (2.9) and (2.10) for common construction materials and comparing with 

photon energy (which is equivalent to wavelength) produces Figure 2.10. A region has been 

marked in grey showing values found in practice. Naturally the desire to maximise the signal 
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to noise ratio at the detector leads to a decrease in the path length of even the best performing 

material between a crystal and the detector. 

 

Figure 2.10 Plot showing extinction length vs photon energy, the grey region denotes typical construction. 

 

The data in Figure 2.10 shows that three bands of materials with PMMA, polyimide (such as 

Kapton) and Mylar being good candidates for thick construction with the longest extinction 

path length of approximately 4 to 15 mm in the relevant energy range; PDMS and Teflon with 

excellent ease of construction and antifouling properties respectively, having an extinction 

path length of approximately 2 to 5 mm; Finally silicon nitride appears to significantly 

underperform other materials with < 2 mm extinction path for all relevant photon energies. 

Current MX methods frequently make use of silicon nitride however, by chemically etching a 

down to a ≤ 1µm thick layer of this hard and glass like material, several orders of magnitude 

thinner than its competitors. Windows can be purchased commercially and can be found in 
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transmission electron microscopy (TEM). Each of the materials included in Figure 2.10 

possesses practical characteristics such as availability, ease of manufacture and anti-fouling.  

 

2.6 Acoustics 

The following sections detail estimates for the operational conditions for driving the acoustic 

phenomena. Ultrasound was used throughout the experimental portion of this thesis, any 

frequency beyond the range of human hearing is encompassed by this term. The frequencies 

discussed in Sections 3, 4 and 5 are described properly as ‘high-frequency’ category in radio 

terminology, being between 3 - 30 MHz.[111]  

 

2.6.1 Change in the speed of sound in water due to temperature 

Speed of sound in water at various temperatures, the speed of sound in water varies with 

temperature. The variation arises from a change in the viscosity of water due to temperature. 

The range of the speed of sound can be seen in Figure 2.11 adapted from work conducted at 

NIST [119]: 

 

Figure 2.11 Speed of sound in water plotted against temperature. 
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The minimum and maximum being 1402 and 1555 m s-1 respectively give a percentage change 

 11 %, and a range in wavelength at 25 MHz of 56 – 62 µm. this range can be narrowed in the 

context of macromolecular crystallography as the low and high temperature regions would 

create challenging conditions for crystal survival. However even for a single wavelength this 

suggests a movement from the optimum n ∙ λ/2 positions as discussed in section 1.7.1, for wall 

sections spanning distances equivalent to multiple wavelengths it risks the resonance moving 

to an antinode. Because of this constant change the need for a swept signal is necessary until 

such a time as calibrated-temperature feedback can be incorporated into the control loop.  

2.6.2 Transmission and reflection of the proposed system 

The transmission and reflection coefficients for the wave arriving at the silicon for the near-

optimal arrangement X-ray transmission arrangement used in section 3 have excellent 

reflection properties due to the contrasting acoustic impedances of selected silicon and 

crystallisation fluids. 

2.6.3 Speed of sound calculation for compressional waves in a silicon lattice. 

Sound travelling through crystalline media has a wavelength which is determined by the 

direction of propagation, due to the anisotropic elastic constants. The constants   
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Figure 2.12 Cubic lattice notation. 

The speed of sound in the 110 direction, as pictured in  is calculated using Equations (2.11) to 

(2.13).[19] The directional stiffness constants used were 𝐶11 =  1.66, 𝐶12 = 0.639,  𝐶44 =0.796 

(all × 1011 N m2), and density was taken as 𝜌 = 2328 kg m-3. 

𝜔2𝜌 =  
1

2
(𝐶11 + 𝐶12 + 2𝐶44)𝐾2 (2.11) 

𝑈110 =  
𝜔

𝐾
=  √

1
2

(𝐶11 + 𝐶12 + 2𝐶44)

𝜌
 

(2.12) 

𝐾 =
2𝜋

𝜆
 (2.13) 

The result gives the longitudinal wave speed in the (110) direction as significantly faster than 

the (100) direction at 9141 m s-1 and 8430 m s-1 respectively. [120] The calculated velocities are 

used in Section 2.6.4.  

2.6.4 Acoustic reflection 

The dominant concern for acoustic interaction with a fluid volume is the ability to have 

acoustic power arrive at the volume in sufficient quantity to achieve the desired ‘work’. A 

useful tool to evaluate the likely performance of the silicon chambers are the transmission and 
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reflection equations. The governing equations for reflection are restated as outlined in Section 

1.7.1.5 are reproduce as Equations (2.14) - (2.17) for clarity. 

Amplitude (also giving the phase at the point of reflection): 

𝑡𝑠 =  
𝑝𝑡

𝑝𝑖
 =  

2 𝑍2

𝑍1 + 𝑍2
 =  

2 𝜌2 𝑐2

𝜌1 𝑐1 + 𝜌2 𝑐2
 (2.14) 

𝑟𝑠 =  
𝑝𝑡

𝑝𝑖
 =  

𝑍2 − 𝑍1

𝑍1 + 𝑍2
 =  

𝜌2 𝑐2 −  𝜌1 𝑐1

𝜌1 𝑐1 + 𝜌2 𝑐2
 (2.15) 

Power: 

𝑡𝑝 =  
𝑝𝑡

𝑝𝑖
 =  

4 𝑍1 𝑍2

(𝑍1 + 𝑍2)2
 =  

4 𝜌1𝑐1  𝜌2 𝑐2

(𝜌1𝑐1 + 𝜌2𝑐2)2
 (2.16) 

𝑟𝑝 =  
𝑝𝑡

𝑝𝑖
 =  

(𝑍2 −  𝑍1)2

(𝑍1 + 𝑍2)2
 =  

(𝜌2 𝑐2 −  𝜌1 𝑐1)2

(𝜌1 𝑐1 + 𝜌2 𝑐2)2
 (2.17) 

 

Where 𝑡𝑠 and 𝑡𝑝 are the transmission constants for amplitude and pressure respectively, 𝑟𝑠 and 

𝑟𝑝 are the reflection constants for amplitude and pressure respectively, 𝑍 is the acoustic 

impedance of medium 1 or 2 as denoted by subscript, 𝜌 is the density and 𝑐 is the speed of 

sound for the medium also denoted by subscript. Figure 2.13 shows the power transmission 

and reflection for silicon (100) and (110) and water for a normally incident wave: 
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Figure 2.13 A Sankey diagram showing the first three transmissions through a water-silicon-water boundary for a normally 

incident wave.  

While silicon nitride makes an outstanding X-ray compatible chamber, the ≈75% reflection at 

the boundary suggests that an impedance matching layer would be a significant improvement 

to the experimental arrangement, it was not possible to develop one as part of this project 

however. 

 

2.6.5 Sound interaction with the silicon nitride layer 

Since sound is propagating from high speed of sound region to a low speed of sound region, 

total internal reflection does not occur in spite of the strong aspect ratio. However to evaluate 

the loss to air through the silicon nitride membrane at  maximum (a normally incident wave), 

and taking the value for the speed of sound in PEVCD silicon nitride to be 9900 m/s and a 
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density of 2500 Kg m-3 gives a reflection coefficient of  >99% against the air boundary (PEVCD 

stands for plasma enhanced vapour chemical deposition).[121]–[123] This result is expected 

due to the significant differences in the relative acoustic impedances. 

2.7 Operational-design inputs 

Through consideration of the macromolecular crystallographic sample environment the 

following list of design requirements for the standing wave trap were generated: 

▪ Sufficient acoustic pressure to enter the fluid cell to allow the excitation of a standing wave 

within the fluid. 

▪ Multiple wavelengths contained within a single window, allowing for an array of crystals 

to be trapped. 

▪ The presence of sufficient acoustic force to cause the trapping of protein crystals. 

▪ The retention of crystals within a stable trapping position for a duration allowing their 

targeting and diffraction. 

▪ A stable form of trapped-crystal motion allowing effective beam targeting. 

▪ The arrangement of a fluid cell which was capable of sustaining a standing wave. 

▪ The arrangement of a fluid cell which was sufficiently transparent to X-rays to allow 

scattering data to escape enabling < 2 Å data collection. 

▪ Developed fluid cells must be inert relative to the crystallisation fluid and the crystals 

themselves. 
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3 A bulk-acoustic standing wave protein crystal mount 
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3.1 Chapter Summary 

The following chapter details a fabricated bulk standing wave protein crystal, where work was 

undertaken to trap protein crystals in a vertically-orientated acoustic field, while they remain 

at room temperature and in crystallisation fluid (also referred to as a crystallisation condition, 

or mother-liquor). The chapter includes details of the specification, fabrication and testing of 

the device. During the work, challenges specific to the acoustic trapping were identified and 

discussed for the first time. Topics presented cover: Acoustic transducer performance, 

examining the design with respect to operation, data acquisition quality and type, wavelength, 

and the crystal response to the applied acoustic field. Finally, the discussion covers the 

integration and operation of the device on a beamline. 
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3.2 Introduction  

Self-ordering systems offer a way to overcome many significant challenges present at the sub-

micrometre length scale. Many techniques require the presence of fluid and so are a natural 

choice for incorporation into lab-on-chip technologies. High throughput methods require the 

ability to find analytes quickly, incorporation of a self-ordering system can be a step towards 

this. In protein crystallography, the need to expand understanding of how protein structures 

look and act at room temperature has placed developmental pressure on current high 

throughput methods, which typically rely on robotic handling of single crystals. A natural 

consequence of the move towards higher temperature diffraction is an increase in radiation 

damage that would have previously been prevented under cryogenic conditions. The 

increased damage implies that more crystals must be imaged and for less time to achieve a 

high quality structure. Macromolecular Crystallography (MX) is also concerned with the 

resolution of data achieved, affected by crystal quality, attenuation by any surrounding 

material and background scatter caused by material in and around the crystal undergoing 

diffraction. In recent years, significant work has been undertaken to optimise background 

scatter and investigate mounting methods. High frequency acoustics (1 < ω < 30 MHz) have 

wavelengths comparable to the crystal size and have been shown to be capable of exerting 

sufficient force to manipulate objects within their field. Bulk acoustics developed from ‘soft’ 

piezo types offer a wider frequency response to surface-acoustic-wave transducers, and can 

readily be adapted and operated to produce a high power output thus making any final system 

more resilient. 

To generate a complete set of diffraction patterns, an electron density map (and from this a 

molecular structure) a crystal, or multiple crystals must be oriented and rotated to capture 
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reflections on a two-dimensional detector. This is routinely achieved through hand mounted 

crystals, ancillary equipment and mechanical goniometer (conforming to the Stanford Auto 

Mounting System standard, SAMS or similar). [21] An alternative approach to data collection 

utilises serial methods where single detector snapshots of large number variously oriented 

crystals (1000s).[124] Higher resolution structure determination available from third 

generation synchrotrons and enhanced data processing, and the ability to undertake hydration 

studies has led to renewed interest in room-temperature structures.[125], [126] Manufacturers 

now produce a series of in situ crystallisation plates that are diffraction compatible, enabling 

room temperature and native environment screening.[66] these method have been extended  

by authors who have optimised the material construction and developed the field of fixed 

target data acquisition.[61], [127], [128] The following work remains within this vein but 

attempts to simplify components and take advantage of acoustic phenomena. The work also 

focuses on room temperature techniques to help to avoid artefacts or structure degradation 

induced by cryo-cooling. [126],[129] 

The self-assembly potential of bulk-driven standing wave acoustics has been widely 

demonstrated, most heavily in high-throughput cell sorting applications.[71], [130]–[132] 

Device operation is governed by mode shape, which is the position of the high and low 

amplitude points of a standing wave, and may form a one, two or three-dimensional field. 

Common modes demonstrated include horizontal half, single and multiple wavelength one-

dimensional acoustic fields, and two-dimensional multiple wavelength fields.[133]–[135] One-

dimensional vertical bulk-standing-acoustic fields have also been trialled to levitate protein 

crystals for diffraction in air.[136] A study was conducted on the effect and practicality of 

acoustic manipulation of protein crystals in an offline setting, providing further evidence that 

acoustics are suited for rapid crystal mounting. [137] 
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Authors have demonstrated it is possible to offset and rotate the excitation source from the 

target of the standing-wave field, allowing the use of lower cost generic transducers. [138] 

Acoustic trapping and manipulation has been demonstrated on delicate samples including: 

mammalian cells, fluid droplets and living worms, with no adverse effects reported.[139]–

[141]  

The following work demonstrates and describes the diffraction of protein crystals which have 

been trapped in a two-dimensional vertically oriented acoustic field. A bulk acoustic 

transducer is used to initiate the self-assembly by exciting a standing wave within a fluid cell 

optimised for X-ray transmission, and containing protein crystals. Diffraction has been 

demonstrated while crystals are subject to the acoustic trap and analyse the devices 

performance has been assessed using both X-ray and lab-based methods. 

 

3.3 Methodology 

3.3.1 Acoustic Design 

One-dimensional chamber resonance was evaluated with respect to temperature and 

wavelength in section 2.6, producing the characteristic wavenumbers shown in Table 3.1. 

Several assumptions were made within the calculation: the speed of sound was assumed to be 

within the range of 1466 and 1509 ms-1 based on the speed of sound in pure water.[119] 

Incident soundwave was selected as vertical as it negated the refraction caused by the silicon 

nitride walls.  Table 3.1 then lists the maximum and minimum frequency required for a simple 

one-dimensional resonance. Further, the results can be used to ensure that a transducer is 

suited to either directly driving the required frequency or is capable of working at a higher 

harmonic that may excite the lower mode. Further use of Table 3.1 in defining the sweep range 
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is required to ensure persistence of the resonance as temperature changes and small changes 

to alignment alter the natural frequency. As described in section 2.6, the sweep range was set 

to 0.5 MHz. Equation (3.1) restates the relationship between wavenumber, chamber dimension 

and the speed of sound. 

 

𝜔𝑟𝑒𝑠𝑜𝑛𝑎𝑛𝑐𝑒 =
𝑛 ∙ 𝑈𝑎𝑐𝑜𝑢𝑠𝑡𝑖𝑐

𝑙
 (3.1) 

 

Where 𝜔 represents frequency, U is the acoustic velocity, 𝑛 is the wavenumber, 𝑙 is the 

characteristic length of the cavity. The resonance modes available within the selected fluid cell 

are approximated to Table 3.1: 

 

Table 3.1 Table of maximum and minimum wave numbers possible between angled walls of a 4 mm 

silicon/silicon nitride chamber. 
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3.3.2 Fabrication 

Figure 3.1 shows the device offline without labelling or obscuring features. A schematic of the 

experimental arrangement is shown in Figure 3.2 with exaggerated relative size of 

components, separation distance between the transducer and the fluid cell, and also the 

thickness of the silicon nitride layer scaled for clarityFigure 3.3. The beam mount comprised 

of a bulk acoustic wave transducer (Videoscan, 25 MHZ, Olympus, JP) secured into a 3D-

printed housing, designed to locate fluid cells directly above the transducer and in line with 

the focal plane of the on-axis optics. Further, the silicon nitride trap was aligned with an 

unobstructed path for the x-ray light. Silicon nitride membranes (Silson 525 µm 1000 nm) were 

paired to form a small volume capable of maintaining a fluid seal. Membranes were bonded 

to a mounting wand. The completed arrangement is pictured in Figure 3.3, with labels added 

for clarity. 

 

Figure 3.1 Un-mounted device 
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Figure 3.2 Schematic representation of bulk wave excited acoustic trapping experimental setup. Note the 

1000 nm nitride layer is significantly enlarged to aid visualisation and is 1 / 500th of the thickness of the silicon 

layer in practice. 
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Figure 3.3 Excitation apparatus and sample mounted on a goniometer, scatter guard is in position, with the 

beam stop removed. 

3.3.3 Determination of Background Scatter 

To determine the effect of device construction on the ability to obtain data during diffraction 

experiments, individual diffraction frames were taken from and processed to find detector 

pixel background intensity levels. Data were processed using ALBULA (Version 3.3), a 
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proprietary software written by the detector manufacturer (Dectris, SWI). 2D scattering 

patterns, as shown in Figure 3.4 were processed by averaging the pixel intensity at a given 

radius from the recorded centre of the image. A 1D plot can then be produced from the 

resulting averages as shown in Figure 3.5. 

 

 

Figure 3.4 (a) Example diffraction frame (captured during study NT 14493-100) showing a typical background 

scatter pattern.  

 

The X-ray must be normalised to allow comparison between data collected at different times 

(sometimes this can be many months apart). Further, it is useful to draw a baseline to describe 

the effects of any experimental construction. Given the varying methods trialled a simple air 

scattering background was chosen for comparisons. The air scatter demonstrates the 

background noise that would be seen if no sample were present in the beam path. Air scatter 
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is a weak effect when compared to the scattering behaviour of solids and liquids, so the relative 

increase of background scatter is not concerning. 

All X-ray data on background scattering in this thesis have been presented as normalised plots 

showing background scatter against the solid angle (the angle that describes a cone starting at 

the sample and finishing at the detector at a given radius). 

 

 

Figure 3.5 Plot showing data as pixel counts using air scatter as a baseline and the background scatter collected 

during the experiment as normalised to the air scatter collection conditions 

 

It is common for key parameters to be varied during typical data collection, particularly when 

collection periods are separated by a period of months. These parameters include: 

▪ Flux (the number of photons per second). 
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▪ Exposure time (length of time a pixel may receive photons e.g. for a framerate of 

100 Hz, approximately 0.009 s, with a shutter time of 0.001 s). 

▪ Filter, where the beam is directly attenuated rather than reducing power at the 

undulator stage. 

To normalise the scattering data each of the above factors were included, essentially providing 

a ‘normalised at sample’ radially averaged pixel intensity count as shown in Equation (1.8). 

 

(3.2) 

The result of (3.2 gives a pixel intensity value that is very high in comparison to typical 

experimental conditions. A scaling factor was then added resulting in Equation (3.3 which 

gives the normalised observed background scatter for each detector still when full beam power 

is used and the detector is run at 100 Hz, this was done to make numbers more comparable 

with literature. 

 
(3.3) 

 

Finally, it should be noted that in the background scatter analysis, full range plots are shown, 

the region of interest is the < 5 Å region, which is shown in sections 3.6.2 and 5.5.2. 

Of experimental interest is the relative inability to remove air scatter from the background 

noise in experiments conducted in air. It is possible to improve the signal-to-noise ratio by 

incorporating helium atmospheres or vacuum [142]. Practically the use of a tungsten scatter 

guard and beam-stop offers some reduction in air scatter. Incorporation of these components 

into a microfluidic device may allow for further improvement by precisely locating a tungsten 
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beam stop at an optimal distance from the sample exit and a pinhole scatter guard at < 50 µm 

from the sample. 

3.3.4 Crystal-acoustic interaction 

Crystals are attracted to either the standing wave node or anti-node depending on the affinity 

of the crystal. The affinity of the crystal for either nodes or anti-nodes (minimum and 

maximum pressure amplitude, respectively) depends on the density and compressibility of 

the crystal and medium as shown in Figure 3.6. 

 

Figure 3.6 Example of node, and anti-node of a standing wave with particle preference shown below. A positive 

acoustic contrast factor is shown in blue with a preference for the node position, a negative acoustic contrast 

factor is shown in green with a preference for the anti-node. 

 

The analytic solution to acoustic radiation force on a particle (which includes the acoustic 

contrast factor) produced by Yosioka and Kawasima provides an analytical model for the force 

experienced by a particle in an acoustic field, reproduced here in Equations (3.4 and (3.5.[143] 

As noted in several works, the acoustic contrast factor [𝜙(𝛽, 𝜌)] is linked to the speed of sound 

difference between the medium and particle. [144]–[146] The sign (+/-) of Equation (3.5) gives 

the affinity of a particle to a node or anti-node.  
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𝐹𝑟 = − (
𝜋𝑃𝑜

2𝑉𝑝𝛽𝑚

2𝜆
) 𝜙(𝛽, 𝜌) ∙ sin(2𝑘𝑥) (3.4) 

𝜙(𝛽, 𝜌) =
5𝜌𝑝 − 2𝜌𝑚

2𝜌𝑝 + 𝜌𝑚
−

𝛽𝑝

𝛽𝑚
 (3.5) 

 

Where 𝐹𝑟 is the radiation force, 𝑃𝑜 is the acoustic pressure, 𝑉𝑝 is the volume of the particle, 𝛽𝑚 

and 𝛽𝑝 are the compressibility of the medium and particle respectively, 𝜆 is the wavelength of 

the standing wave, 𝜙(𝛽, 𝜌) is the acoustic contrast factor  and 𝜌𝑚 and 𝜌𝑝 are the density of the 

acoustic medium and particle. 

Despite no values being published for the acoustic contrast factor or the compressibility of 

protein crystals, it is possible to interrogate Equation (3.5). Equation (3.5) may be alternatively 

expressed as follows in Equation (3.6): [139] 

 

Φ =  
𝜌𝑝 +  

2
3 (𝜌𝑝 − 𝜌0)

2 𝜌𝑝 + 𝜌0
−

1

3

𝜌0𝑐0
2

𝜌𝑝𝑐𝑝
2 (3.6) 

 

Where Φ is the acoustic contrast factor, 𝜌𝑝 and 𝜌0 are the densities of the particle and the 

medium, and 𝑐𝑝  and 𝑐0  are the speed of sound in the particle and medium respectively. The 

advantage of such a change is the substitution of the compressibility term, whilst the speed of 

sound is also challenging to measure for small and variable samples, it is perhaps easier to 

estimate. 

Trialling bulk keratin (the protein forming hair) as an indicative substitute for the unknown 

values (which are expected to vary according to protein and crystal type) offers useful 
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insights.[147] Keratin has a reported density of keratin   1300 kg m-3 and Uacoustic  2800 m s-1 

(note the density value for keratin is comparable to the stated density for the protein in Section 

2.4.1 and the speed of sound is comparable to PEEK and PMMA [148]). The resulting contrast 

factor in bulk water (Uacoustic  1500 m s-1 and water   1000 kg m3) is Φ = 0.343. A positively 

signed contrast suggests an affinity for nodal positions and, within the limits of the 

approximation, further demonstrates a value that is three times larger than the recorded 

acoustic contrast for successfully manipulated mammalian cells (Φ ≤ 0.11).[139] Extending the 

approximation to include the highest density crystallisation fluid described in Section 2.4.1 

(fluid   1220 kg m-3 and Uacoustic  1500 m s-1) yields Φ = 0.271. As such, the acoustophoretic 

contrast factor is expected to remain positive and the affinity to be towards a position of lowest 

pressure amplitude. 

3.3.5 Fluid cell and acoustic field interaction 

Experimental verification of acoustic paths is experimentally challenging, therefore the 

following work makes the assumption that the acoustic path theoretically offering the most 

efficient power transfer would be the dominant mode of operation in practice. The verification 

of the acoustic path was achieved through the subsequent trapping wavelength observed 

within the trapped volume, recommendations for the analysis of waveforms, and for the 

improvement of acoustic power transfer are included in Section 6. A schematic of the 

experimental arrangement is shown in Figure 3.2. A swept sinusoidal excitation wave is 

generated using a commercially available ultrasonic transducer (25 MHz Olympus Videoscan, 

Olympus, JP). The wave is incident to the bottom of the paired silicon nitride cells. A portion 

of the wave is then reflected at the boundary, the remainder of the energy passes into the 

silicon wafer and goes on to meet the internal 54.2 ° boundary of the etched silicon nitride 
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where a further portion of the wave energy is dissipated. Once the acoustic wave has reached 

the inside of the fluid cell, the wave is carried by the fluid (crystallisation solution) within the 

cell to the far wall where once again a portion of the wave travels into the wall and a portion 

is reflected. The tapered walls of the cell ensure that for a range of frequencies there is a 

wavelength where the distance between the walls is equal to 
nλ 

 2
. When this condition is met, a 

standing wave is able to develop within the cell. If the settling force of the crystal is lower than 

the force of the standing wave it becomes possible to trap the crystal in position enabling 

diffraction. Constructing the cell from etched silicon nitride membranes gave extremely flat 

sealing surfaces allowing effective fluid trapping and an X-ray path which is controlled, short 

and uniform. 

3.4 Sample Preparation 

Protein crystals were prepared by in-house biologist Tracey Keates at Diamond Light Source. 

Commercial insulin (Bos taurus) was resuspended to a concentration of 15 mg ml-1 in a 

solution of 10 mM of EDTA and 50 mM disodium hydrogen phosphate to a pH of 10.5. The 

reservoir solution consisted of 25% w/w ethylene glycol. Sitting drops were made by mixing 

2 µl of protein solution and 2 µl of reservoir solution.  Wells were filled with 300 µl of reservoir 

solution and equilibrated against the siting drops in sealed trays, at 20 ˚C. Crystals 

approximately 40 µm in diameter grew during the following week.  
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Figure 3.7 PDB ID: 4ihn, Belmonte, L., Pechkova, E., Bragazzi, N., Nicolini, C., High Resolution Insulin by 

Langmuir-Blodgett Modified Hanging Drop Vapour Diffusion. 

 

 

Figure 3.8 Bovine insulin crystal sample approximately 50 µm in diameter- test sample provided by Diamond 

Light Source 

 

3.5 Sample Mounting 

In order to present samples to the beam a novel 3D printed mounting system was developed. 

The design used kinematic principles to reduce the changeover time during experiments that 

often occurs in synchrotron-type experiments given the need for work to take place in a sealed 

https://www.rcsb.org/pdb/search/smartSubquery.do?smartSearchSubtype=AdvancedAuthorQuery&exactMatch=false&searchType=All%20Authors&audit_author.name=Belmonte,%20L.
https://www.rcsb.org/pdb/search/smartSubquery.do?smartSearchSubtype=AdvancedAuthorQuery&exactMatch=false&searchType=All%20Authors&audit_author.name=Pechkova,%20E.
https://www.rcsb.org/pdb/search/smartSubquery.do?smartSearchSubtype=AdvancedAuthorQuery&exactMatch=false&searchType=All%20Authors&audit_author.name=Bragazzi,%20N.
https://www.rcsb.org/pdb/search/smartSubquery.do?smartSearchSubtype=AdvancedAuthorQuery&exactMatch=false&searchType=All%20Authors&audit_author.name=Nicolini,%20C.
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room and in front of a small and precisely focused X-ray beam. The sample mounting 

procedure is depicted in Figure 3.9, and may be summarised as follows: 

i. A silicon nitride window is placed on the alignment fixture, locating pegs are used to 

ensure that the window is horizontal. 

ii. Cyano-acrylate (Loctite 401, Farnell, UK) is sparingly applied to the mounting wand, 

ensuring any excess is removed. 

iii. The mounting wand is located in the socket features of the window alignment tool. 

iv. Gentle pressure is applied between the mounting wand and the silicon nitride window 

by rotating the wand in a hinge-like manner, depicted in Figure 3.9. 

v. The bond is almost immediate and the wand may now have a thin layer of silicon 

grease applied around the edge of the window to act as a sealant. 

vi. A second window is placed on the window alignment tool and approximately 5 µl of 

crystal laden solution is deposited into the well. 

vii. As before the mounting wand is located in the window alignment tool and carefully 

rotated into planar contact with the second window. 

It is important to note that the mounting wand is deliberately asymmetric to prevent 

misalignment when using it with the window alignment tool or the acoustic mount. A 

mounting study was conducted, and is described in Appendix 0. In summary, the study 

identified key parameters of angular and vertical location were repeatable. Angular 

repeatability for a single wand was found to have a two standard deviation (2 σ) value of < 3 °, 

and 57 % of trialled samples achieved 2σ < 1.5 °, allowing for improvements by process 

control. Further details and discussion are in Section 0. 
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 Figure 3.9 Mounting method designed to restrain and position silicon nitride on silicon frame windows. 

 

3.6 Results and Discussion 

Work was undertaken at Diamond Light Source, beamline i24, as part of Beam Access Group 

Session 14493-100 September 2017, the acoustic trapping was successfully trialled and 

diffraction and fluid cell compatibility was demonstrated. 

3.6.1 Transducer operation 

The transducer was driven by an RF amplifier (20B, Henry Radio, USA) with gain  x 60. The 

device was characterised by a Sark-115 network analyser (Seeed, CHI). Series and resistive 

impedance were measured, along with a voltage drop measurement taken during operation, 

as shown in Figure 3.10 and Figure 3.11, respectively. 

In Figure 3.10, two traces are plotted, the purely resistive response of the transducer (shown 

in black) and the series circuit equivalent reactance (shown in blue). To recap for the non-
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specialist, the reactive portion of complex impedance consumes power but does no useful 

work. The significant increase in the resistance in the 25 MHz region arising for the purely 

resistive load (black trace) is due to the mechanical losses caused by radiation from the device. 

The increase gives an indication of how the device performs as an excitation source at a given 

frequency. [112] The device can be seen to also have broad peak centring at 24.63 MHz slightly 

off from the zero crossing of the reactance (blue trace, 24.22 MHz).  

 

 

Figure 3.10 Olympus Videoscan 25 MHz transducer frequency response measured by network analysser. The 

complex impedance curve is shown in black, the reactance phase (serial) is shown in blue and the zero crossing is 

marked by a dashed line at 24.22 MHz. 
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Figure 3.11 Olympus Videoscan transducer in operation. Background trace shown in grey is raw voltage drop 

data, the black line shows a 100 period average. 

3.6.2 Background scattering performance of the standing wave trap 

Within the portion of the device that contributed to scattering was formed of a silicon nitride 

and silicon sandwich. The beam path comprised of a 1000 nm thick silicon nitride layer 

chemically deposited on silicon wafer (the silicon wafer did not form part of the beam path) 

and the fluid volume of 6.3 µl of bovine insulin crystallisation solution having a through 

thickness of 525 µm. All trials were conducted using bovine insulin crystallisation solution as 

the acoustic medium. 

Eight stills taken during the experiments were processed in accordance with Section 3.3.3, an 

example still is included Figure 3.12. The Pilatus 3 detectors records counts when sufficient X-

ray photons reach a pixel. Each pixel performs this cycle many times a second, providing 
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significant information ‘depth’ (or, more accurately, intensity resolution). The counts are 

referred to as counts per second (CPS).  

 

 

Figure 3.12 Diffraction still captured during 14493-82. 

 

The custom-designed sample holding arrangement performed in a fashion commensurate 

with the state of the art. [149] Shown in Figure 3.13 (blue trace), the average background scatter 

across the detector was < 10 CPS. Air scattering is also plotted in Figure 3.13 for comparison 

(shown in black). Evaluating air scatter provides a useful benchmark as it is the minimum 

background scatter obtainable, without modifying the gas environment around the detector. 

Within the high resolution (2 Å) region fewer than 5 CPS were observed. While direct 
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comparison is challenging due to the availability of data, it is probable that this arrangement 

outperforms in situ crystallisation trays that are currently utilised simply through significantly 

reduced material in the beam pathway.  

 

 

Figure 3.13 Plots showing averaged background scatter as a function of solid angle (top) and resolution 

(bottom), normalised background scatter (blue), and normalised air scatter (black). 
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It is evidently impractical, however, to construct lab-ware from 1000 nm thick silicon nitride. 

Two areas may be considered to improve the background scatter, the first being thinner silicon 

nitride, and secondly, a reduced fluid volume. It is entirely practical to reduce the membrane 

thickness to 500 nm. The fluid volume is more challenging, as it is only possible to buy 525, 

381, 200, 100 µm thickness frames, and customisation is a lengthy procedure. A 381 µm 

arrangement may be plausible, however, as fluid cells reduce in volume, there is a marked 

increase in user difficulty, stemming from small volume fluid handling and crystal sizing prior 

to the experiment.  

Figure 3.14 shows a section of a diffraction still taken during nt14493-82, with clear Bragg spots 

in evidence against a low-noise background scatter.  

 

 

Figure 3.14 Section of a diffraction still taken during beam time nt14493-82, showing diffraction spots in 

comparison to background scatter. 
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3.7 Crystal Motion 

During experiments, crystal motion was observed to be affected by the applied acoustic 

radiation. The diversity of crystal size, shape and starting position gave rise to several 

responses. Types of crystal motion observed during the experiment include: 

• Switchable-slowing of crystal sedimentation, 

• Crystal trapping, 

• Upwards translation. 

In a vertical trapping arrangement, crystal motion is dominated by gravity and sedimentation. 

A crystal will very quickly reach terminal velocity (taking less than 1 s) when no acoustic force 

is applied, a velocity which is dependent on the working fluid, and the distance from the wall 

of the fluid cell and other crystals as discussed in Section 1.7.1. Figure 3.15 (top) shows the 

trajectory of a crystal held in an acoustic field (period t: 0 – 7 s). In the later time period the 

trapped crystal almost immediately reaches terminal settling velocity after the transducer is 

switched off (period t: 8 – 11 s).  A sharp response to the presence of the acoustic field can be 

seen, with the crystal rising to the trapped position. A rising motion demonstrates that a 

careful balance of forces must be preserved between a primary force (quartz wind), a 

secondary force (standing wave trapping), the acoustic streaming effect and the sedimentation 

effects caused by gravity, to achieve a steady state position. 
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Figure 3.15 Sections from captured frames showing a trapped insulin crystal rising to stable a trapping position 

(top) and a line graph describing the motion (bottom). 
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Figure 3.16 Crystal falls to a stable trapping position. 

 

Figure 3.17 shows the course of an insulin crystal where the balance was not met. After an 

initial fall that was arrested by the acoustic field, the crystal accelerates upwards being trapped 

at two separate nodes: height 20 µm and t: 7 – 9 s; height 60 µm t: 12 – 16 s. The distance 

between nodes is comparable to the equivalent wavelength in pure water where λ / 2  30 µm. 

At the time of writing data was not available on the speed of sound in common crystallisation 

solutions, nor was the viscosity data making wavelength calculations challenging, however, 

assuming a standing wave at 25 MHz, the wavelength corresponds to a speed of sound of 

2000 ms-1 which is a realistic estimate for crystallisation fluid. 
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A further trial with a drop containing a higher number of insulin crystals were diffracted. 

Shown in Figure 3.18 are approximately 18 crystals. Crystals were effectively trapped for 

sufficient time to allow safe exit of the experimenter from the X-ray enclosure, targeting and 

diffraction. A grid has been placed over the images, taken from video at 1 s intervals, and 

assembled to give context to the motion observed. Overall, the crystals were seen to experience 

minor translation while ‘trapped’, despite the vertical orientation. Crystal-to-crystal coupling 

(flocculation) did occur but did not immediately cause the pair or group to descend. 

 

 

Figure 3.17 Line plot showing crystal motion when the forces did not balance, where crystal descent is arrested 

and the crystal proceeds upwards through two trapping nodes. 
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Figure 3.18 Multiple crystals held in vertical position during beam-time, with sufficient stability to enable 

targeting. 

3.8 Hit rate 

DISTL plots, produced by IsPyB (DISTL: Diffraction Image Screening Tool and Library IsPyB: 

Information System for Protein Crystallography Beamlines, a multi-facility experiment 

management tool [150], [151]), showing the diffraction data collection rate for crystals held in 

standing waves during experiments, are shown in Figure 3.19. Each plot represents a single 

experiment. During all experiments, the detector (Pilatus 3M) was run at a frame capture rate 

of 100 Hz, giving an experimental duration of 50 s.  During the experiment, targeting of 

trapped crystals was achieved manually, and with delayed X-ray feedback. While manual 

targeting is perfectly adequate for proof-of-concept trials, automation of stage motion would 

be a worthwhile investigation.  

 



Page | 116  

 

 

A) 

Sample Ins01  

Run: Data01 

 

B) 

Sample: Ins02 

Run: Data01 

 

C) 

Sample: Ins02 

Run: Data02 

Figure 3.19 Diffraction acquisition data for vertically acoustically trapped bovine-insulin crystals, DISTL plots 

created during two diffraction experiments, each lasting 50 s where Yellow is the spot count, blue is the Bragg 

candidate count and Red is the resolution of the count shown on the right hand axis (e.g. closest to zero is the 
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highest resolution) A) A scatter plot showing discrete hit events, B) A scatter plot showing a higher frequency of 

discrete hits. C) A scatter plot showing approximately continuous data capture. 

In the generated DISTL plots: Left axis represents total spots with an intensity greater than the 

cut-off (𝐼(𝑋) > 𝛾𝑙  {typically tested at 1.5, 2, and 2.5}, yellow), and Bragg candidate spots 

(𝐼(𝑋) > 𝛾𝑢 {typically 3.8}, blue), where I(X) is calculated as shown in Equation(3.7). The right 

hand axis of the DISTL plot represents the resolution ring the spots were present in (red). 

Where the resolution count reads -1, the resolution is > 5 Å. 

 

𝐼(𝑋) =  
𝑋 −  𝑚𝑛×𝑛

𝑆𝑛×𝑛
 (3.7) 

 

Where 𝐼(𝑋) is the pixel signal height, X is the digitized pixel value,  𝑚𝑛×𝑛 is the average of the 

n sized square window around the pixel, and 𝑆𝑛×𝑛 is the standard deviation of the same 

window. 

Unfortunately, as can be seen from the resolution typically remaining around 3 Å, crystal 

quality was insufficient to allow the accumulation of data. The careful material selection and 

assessment of the background scatter of the cell in Section 3.6.2 suggests that data were not 

lost due to attenuation below the background scatter level. 

Positions A and B, in Figure 3.19, show regions where crystals were manually targeted, with 

clear targeting ‘hit’ events. Figure 3.19 Position C was recorded with a higher number of 

crystals present in the targeted region, where clustering meant individual crystal ‘hits’ were 

less distinguishable. However, it is possible for any overlapping crystal data to be 

deconvolved at a later stage, so multiple hits may be considered innocuous. 
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3.9 Conclusions and further work 

The virtual trap method designed and developed in this work shows strong experimental 

evidence for the ability to efficiently trap and diffract protein crystals at room temperature 

and in situ without the need for involved and time consuming single crystal mounting 

procedures. The diffraction data acquired from the study was limited by sample quality. 

However, background scattering measurements indicate that high quality data acquisition 

is possible with the current arrangement. The level of stability shown in trapped crystals 

is highly applicable to the problem of crystal mounting, and observed acoustically-induced 

crystal rotation removes the need for goniometer collection strategies, suggesting that the 

technique may form a ‘complete’ mounting method. The translation speed (and by 

inspection the rotation speed) appear appropriate to the detector frame exposure time of 

10 ms. Crystal ‘hit’ rates appeared to decline after initial targeting, therefore further study 

is needed to determine if this is due to crystal degeneration attributable to radiation 

damage, or the beam locally affecting the crystal trap (radiation damage at room 

temperature should be anticipated). The sealed environment succeeded in creating a long 

sample life, with multiple collection runs possible with a single cell, no evaporation was 

evident. Going forwards, incorporation into a microfluidic environment would be of 

significant interest, allowing the introduction of new crystals for investigation without the 

need for users to enter the experimental chamber. Secondly, the additional automation of 

targeting tasks would likely allow for a practically continuous data collection. In summary, 

acoustic trapping has been demonstrated in situ as a technique with significant potential 

for room temperature protein crystallography. The ease of target acquisition for 
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unmounted samples is a clear advance towards automating sample handling in a room-

temperature, fluidic and non-contact manner, and further investigation into the mounting 

of irregular and non-spherical crystals is a promising next step.  
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4 Development of the on-chip goniometer 
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4.1 Chapter Summary 

In this section operational parameters are developed and discussed which were used in the 

design of the on-chip goniometer. Amplifier linearity, droplet acoustic absorption, droplet 

vibrational modes and vortex modes were considered in light of input frequency and working 

fluids. The results suggested that the On-chip goniometer would be suited for use with the full 

range of crystallography fluids at the selected driving frequency.  
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4.2 Introduction to the on-chip goniometer concept 

To reconstruct a 3D lattice via diffraction, diffraction images taken throughout rotation of the 

lattice is required. This is traditionally achieved through the use of planned rotation of a 

goniometer. The advent of serial crystallography data processing techniques which allow for 

diffraction patterns with unknown rotation of the crystal lattice to be reconstructed into a 

crystal structure gives the opportunity to test acoustic field actuation of drops on a simple 

surface. This may be simply described as a single drop containing a crystal or multiple crystals 

on a piezo electric device. The benefit arising from this is that a droplet based mounting 

technique would be readily automated via droplet ejection techniques. The following chapter 

describes the development considerations and operating goals for an on-chip goniometer, 

which was then realised and tested in Chapter 5. 

4.3 Theoretical considerations for an on-chip goniometer 

4.3.1 Crystal settling rate 

As described in Section 2.4, the ability to target a crystal requires stability of position. The 

vertical component of which is dominated by the settling velocity for low fluid velocity. The 

settling rate for a given crystal is given by Stokes law, which is reproduced in equation (4.1) 

𝑉𝑡 =  
𝑔𝑑2(𝜌𝑝−𝜌𝑚)

18𝜇
 

(4.1) 

Where 𝑉𝑡 is the terminal velocity, 𝑔 is gravity, 𝑑 is the crystal diameter, 𝜌 is the crystal density 

and the fluid density respectively and 𝜇 is the viscosity of the fluid. 

Restating the previously discussed result, for crystals suspended within a fluid between 50 

and 200 µm a crystal would have traversed the entire height of a proposed droplet within a 



Page | 123  

 

timespan consistently less than two seconds. equation (4.1) is plotted in   to illustrate the ability 

of the device to use the horizontal surface of the transducer as a locating feature for crystal 

targeting. 

 

Figure 4.1 Settling velocity for a crystal 

The settling velocity result is important for evaluating the translation and rotation 

requirements for the goniometer. 

4.3.2 Speed of translation 

The limiting factor for the crystal translation is the ability for the user to target the crystal with 

X-rays and the quality of data which will be produced. Translation of the crystal does not affect 

data beyond targeting as rotationally invariant translation does not alter the lattice orientation 

and so the pattern produced at the detector remains constant. 

However, restating the previous result, for a beam of approximately 10 µm width, a detector 

capable of 100 Hz capture, and a crystal of 100 μm length Figure 4.2 depicts the number of 

images produced assuming the translation is consistent. 
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Figure 4.2 Crystal images produced during a single consistent translation. 

The result, as before, shows that translation of a crystal should be largely minimised as even 

small crystal velocities would require that the beam be retargeted. 

4.3.3 Absorption of a surface wave by a drop 

Attenuation due to radiative power loss, as energy transfers from the surface wave to the fluid 

Attenuation or radiative loss of a wave travelling along a surface fluid interface may be 

described by equations (4.4)-(4.5). The equation is formed of an exponential decay and the 

acoustic impedance for the fluid and the substrate. [152] Comparing water and lithium niobate 

evaluates to: ≈  
0.09

𝜆
. It is apparent that as the wavelength decreases towards zero (indicating 

that the frequency is rising) the attenuation of the wave by the fluid occurs in a shorter 

distance. Given a design wavelength of 160 µm (or 160 × 10-6 m at 24 MHz) equation (4.3) 

evaluates to an attenuation coefficient of 𝛼𝐿 =  568.4. Equation (4.2) is then evaluated for a 
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range of wavelengths and plotted in Figure 4.3, showing that after 10 wavelengths over 50 % 

of the incident power is transferred to the fluid. 

𝑄𝑥 =  𝑒−𝛼𝐿𝑥 (4.2) 

𝛼𝐿 =
𝜌𝐹𝐶𝐹

𝜌𝑅𝐶𝑅𝜆𝑅
(𝑚−1) 

(4.3) 

Where Qx is the ratio of energy lost (m-1), x is the distance which a wave has travelled along 

the solid-fluid interface (m-1), 𝛼𝐿 is the attenuation coefficient, 𝜌𝐹 is the density of the fluid, 𝐶𝐹 

is the speed of sound of the fluid, 𝜌𝑅 is the density of the substrate, 𝐶𝑅 is the speed of sound of 

the substrate and 𝜆𝑅 is the wavelength (m-1).  

 

Figure 4.3 Attenuation of a 24 MHz Rayleigh wave by a surface water layer. 

 

4.3.4 Acoustic resonance of a sessile drop 

The resonance of a sessile drop was calculated to ensure that it was possible to reliably excite 

vortex motion within a droplet. The works of Vukasinovic et al, and separately Noblin et al 
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was used for calculations as shown in equation (4.4) and (4.5) and Figure 4.4 is included for 

clarity: [153], [154] 

 

 

Figure 4.4 Diagram showing the relationship between contact angle and profile length (L), where R is the radius of the spherical 

cap, and Q is the contact angle, the droplet area is shown in grey. 

 

 

𝑓2 =  
𝑛3𝜋𝛾

4𝜌𝐿3
𝛼2 (4.4) 

𝛼 =  
𝑛𝜋𝑑

𝐿
 (4.5) 

 

Where f is the frequency of surface oscillations, n is the wave number, 𝜌 is the fluid density, 𝛾 

is the surface tension of the liquid, and L is the length of an arc describing the drop surface.     

This is an approximated method adapted from the depth of a fluid filled bath (d), as such 𝛼 

may be approximated by the following: 

𝛼2 =  tanh (
𝑛𝜋ℎ

𝐿
)  (4.6) 

Where ℎ is the average height of the sessile drop. 
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Using Equation (4.4) the range of mode numbers (n = 0 : 5000) shown in Figure 4.5 Plot showing 

the full range of resonant modes of a sessile drop up to n = 5000. were determined for pure water (a linear fit is 

included to help make the roundness of the curve more obvious). A further assumption was 

included as the element 𝛼 was approximated to 0.89 in accordance with work done by Sharp 

et al.[155] An interesting point of note is that although the droplets are of millimetre scale, the 

first resonance has an equivalent longitudinal wavelength of 0.14 m, a result that is in good 

agreement with literature.  In Figure 4.6 the curve demonstrates the range of mode numbers 

with similar wavelengths (+/- 5 µm) to the selected excitation frequency (24 MHz gives 𝜆 ≈ 57 

µm). 

 

Figure 4.5 Plot showing the full range of resonant modes of a sessile drop up to n = 5000. 

 

4.3.5 Acoustic vortex mode 

Surface acoustic waves have been shown to produce distinct internal flows dependent on the 

size, voltage and symmetry of the sessile drop and transducer arrangement. Voltage and drop 
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size have been shown to affect the speed, offering a method to modulate the rate of crystal 

presentation which was relied upon in Section 5.[156], [157] Rotational modes occur within a 

sessile drop in respond to the refraction of an acoustic wave into the fluid from the underlying 

boundary. The type of rotation generated may be selected by positioning the drop relative to 

the transducer, or through the addition of a secondary transducer.[104] The resultant flow 

patterns are provided in Figure 4.6. The rotational (acoustic streaming) component of the flow 

is what recommended this technique for use as within an on-chip goniometer device, since 

rotation of the crystal lattice is required for a complete dataset. 

 

 

Figure 4.6 Rotational modes within a surface-wave-excited droplet. 

 

4.3.6 Amplifier output 

The amplifier 20B (Henry Radio, USA) was attached to a 60 MΩ ceramic ballast resistor load. 

A Rigol DG4102 (Rigol, CHI) signal generator, was used to create an electric signal composed 

of 25 MHz sine waves of various amplitudes. The resulting output voltage was measured 
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using a Picoscope 2000 oscilloscope (Picotech USA) the True RMS / DC RMS of the signal to 

give a post amplification voltage. The amplifier was evaluated into and beyond the range used 

for the operation of the surface acoustic wave device as shown in Figure 4.7.  

 

 

Figure 4.7 Amplifier linearity - input vs output, the red dotted line shows a linear fit of the results and the blue is 

the measured data. 

 

The results of the test gave a linear gain approximation of 6410 % (× 64) across the test range, 

although non-linearity was apparent, the approximation gave a tolerance of +/- 12 %. In 

calculating the current and power being supplied to acoustic devices it was possible to refer 

to the specific gain as tested, which had a range of 17.89 – 18.57 dB. 
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4.4 Device Targets 

Device targets provide a useful range of criteria against which the success or need for 

development of the demonstrated device can be assessed. For the on-chip-goniometer the 

following criteria were identified. 

▪ To produce sufficient rotation to enable the collection of a complete dataset. 

▪ To avoid excessive application of heat to the crystal sample 

▪ To allow user control of the rate of rotation 

▪ To avoid excessive crystal translation, allowing the effective collection of data 

▪ To generate minimal background scatter during diffraction 

▪ To generate sufficient acoustic force to excite a vortex within a drop. 

▪ The presence of sufficient vortex force to produce rotation of the target crystal. 

▪ The retention of crystals within a stable trapping position for a duration allowing their 

targeting and diffraction. 

▪ A stable form of trapped-crystal motion allowing effective beam targeting. 

▪ To allow scattering data to escape enabling < 2 Å data collection. 

▪ Developed arrangement must be inert relative to the crystallisation fluid and the crystals 

themselves. 
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5 A Surface Acoustic Wave Vortex: The On-Chip 

Goniometer 
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5.1 Chapter Summary 

The following chapter describes the use of surface acoustic wave vortexing to create an on-

chip goniometer.[158] The chapter details the specification, design, fabrication and testing of 

the device. As part of the development cycle of the successful prototype device, specific 

challenges in physical technology and method of operation were identified. Important design 

choices and obstacles encountered are discussed in greater detail than in previously published 

work. Topics included: investigations into acoustic transducer design, thermal performance, 

crystal response to acoustic vortex, data quality and type, and humidity / contact angle issues. 

Further, observations are made on the integration and operation of the device on the beamline.  
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5.2 Introduction for the study 

Lab-on-a-chip technology provides significant advantage in handling micro-particle 

suspensions. High throughput sorting, chemical treatment and analysis become possible 

because of dramatic system simplification. Advances in detector technology and X-ray optics 

means synchrotron-based macromolecular crystallography (MX) can now take advantage of 

new methodologies such as lab-on-a-chip. MX has an experimental pipeline that relies on the 

coordination of many complex, precision processes both human and mechanical. MX 

laboratory processes typically culminate with a single crystal isolated by hand onto a standard 

loop, representing considerable researcher effort. In recent years a diverse set of techniques 

have been developed for increased throughput in MX crystal handling, including: 

hydrodynamic traps, high density grid mounting, graphene microfluidics and acoustic 

levitation to name but a few.[21], [51], [66], [159]–[161] In order to determine the structure of a 

macromolecule by X-ray crystallography a complete set of the specifically oriented scattered 

X-rays (reflections) needs to be captured by a two-dimensional detector. Traditionally this is 

achieved by orienting and rotating the sample with a mechanical goniometer. However serial 

methods, pioneered at X-ray Free Electron Laser (XFEL) sources, rely instead on collecting a 

single detector image from a large number (1000s) of randomly oriented crystals.[124] As such 

XFEL sample presentation methods are typically much more dynamic, and include injectors 

that encompass gas virtual dynamic nozzles, lipidic cubic phase (LCP) extruders, acoustic 

droplet ejection (ADE), or concentric-flow electrokinetic injectors.[162]–[165] Alternatively, 

fixed target sample delivery methods include ADE coupled with a conveyor belt and various 

types of fixed targets wherein stationary samples are brought rapidly to the interaction 

region.[63], [164] All of these room temperature methods avoid structural artefacts that may 
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be induced on cryogenic cooling and in certain cases samples, such as viruses, can suffer 

significant degradation in crystal quality when cryo-cooled.[126],[129] 

Our approach utilises a surface acoustic wave transducer to generate chaotic rotation of 

crystals within a fluid environment during X-ray diffraction. The approach occupies a 

uniquely small footprint and is able to maximise the amount of data from individual crystals, 

particularly with respect to serial methods, reducing the amount of sample required for 

structure elucidation.[162] Device specification was driven by the need for room temperature 

operation, ensuring the opportunity to resolve dynamic protein elements. Further, as there is 

no need to mount the crystal, nor remove it from precipitation solution, the induced rotation 

resolves a key challenge, namely >90° crystal rotation in microfluidic and crystallisation tray-

based diffraction. As such the method is able to maximise the amount of data from individual 

crystals particularly with respect to serial methods, reducing the amount of sample required 

for structure elucidation. 

 

 The following work describes the hand mounting of a single drop containing traditionally 

sized protein crystals (>100 µm) onto a surface acoustic wave device. A prototype device is 

used to actuate the crystals, one of which is trapped and imaged at the centre of a ‘low speed 

vortex’. Successful diffraction of a crystal under acoustic excitation is demonstrated, along 

with the potential of vortex entrapment for high throughput microfluidic crystallography 

techniques and successful data processing for structure determination despite the limitations 

of existing methods made apparent. 
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5.3 Methodology 

The standing surface acoustic wave (SSAW) actuation system comprises a 3D printed 

kinematic ‘chip’ and a fixed mount, a piezo electric wafer section and a patterned hydrophobic 

layer for fluid deposition. Generation of a surface wave was achieved through patterned 

titanium and gold interdigitated electrodes (IDT) excited by a pulsed sine wave of 24 MHz 

and 50% duty cycle which was further cycled on and off at 1 Hz. To form the IDT, titanium 

was sputter coated to form a compatible and conductive base layer on the surface of the 

lithium niobate. This was then coated with gold to form an electrically conductive layer. A 

photolithographic ‘lift off’ process produced a periodic structure of an IDT on the surface of 

128° rotated y cut, x propagating lithium niobate (LiNbO3).  

 

 

Figure 5.1 Velocity of the crystals in solution once the SSAW wave is applied. Error bars indicate standard 

deviation of measurements, and voltage level is shown pre amplification, where amplification is approximately 

linear x 64. Voltage level and mean velocity were correlated approximately exponentially, this trend is indicated 
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by the dashed line. Measurements were taken using digital image correlation using telecentric imaging apparatus. 

Overlay shows illustrative view of an IDT, with the arrow showing direction of propagation for the SSAW wave. 

The hydrophobic locating pattern is shown in black and the hydrophilic locating spot shown in blue beneath the 

fluid drop. 

 

 

Figure 5.2 Chrome on quartz IDT photomask 

 

For the photolithographic patterning, S1813 (Microposit, Dow) was used, along with a chrome 

mask from (JD Photo Data, UK) as shown in Figure 5.2. The transducer was designed as a 

single-single type, with periodicity set to 160 µm, for 30 periods (N = 30) . To excite the SSAW 

device, a signal generator (DSG4102, Rigol) was coupled to an amplifier (Henry Radio 20B, 

USA). Velocity of the samples within the drop was controlled by amplitude of the signal 

waveform, with pulse duty cycle being used to limit the power added to the device. A 24 MHz 

50% duty cycle pulsed sine waveform was used, which was additionally globally cycled at 1 s 

intervals. Velocity was calculated by digital image correlation. 

5.3.1 Device mount 

The beamline mount was 3D-printed using Accura – 60 resin and a 3D Systems Viper SLA 

printer. The mount is composed of two parts: a removable chip to allow device transducer 
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swapping; a base designed to secure the transducer within to existing mounting points at the 

beamline. Figure 5.3 pictures the experimental arrangement (offline) and is included for clarity 

alongside Figure 5.4 which is an expanded view of the chip arrangement. The chip was 

additionally formed of LiNbO3 which was patterned with the IDT fingers, two laser cut 

contact restraints, and thread inserts to avoid thread issues from the soft SLA material and 

finally a thick copper foil was trimmed to allow connection. 

 

Figure 5.3 Assembled goniometer device 

 

Figure 5.4 Close-up view of the IDT-chip arrangement. 
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5.3.2 Contact Angle Modification 

A hydrophobic surface was fabricated by Scientific Device Laboratory (Scientific Device 

Laboratory, USA), an inkjet-printed fluorinated ink was selectively patterned onto a Kapton 

substrate. Composed of a solid block of colour except for a small hydrophilic dot in the centre 

designed to locate the crystal laden drop, see Figure 5.5. Fixing was achieved using material 

was fixed using ethyl cyanoacrylate glue (Loctite 401) to enable effective transmission of the 

surface wave through and into the film and fluid. Measured sessile water drop contact angle 

for a located drop was measured at 84°, compared to 64° for Kapton Hn Cole-Parmer, UK) 

alone, illustrating its more hydrophobic character.  

 

 

Figure 5.5 Digital microscopy image of the printed hydrophobic ink locating pattern. 
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5.3.3 Thermal Characterisation 

Infrared measurements were taken to evaluate the heating experienced by the drop during 

stirring using a Fluke Ti400 on a fixed mount over a period of 1 minute. This is comparable 

with the length of time a single drop was exposed to the X-ray beam and SSAW stirring.  

5.3.4 Sample preparation 

Protein crystals were prepared by in-house biologist Tracey Keates at Diamond Light Source. 

Commercial thermolysin from Bacillus thermoproteolyticus (~40U/mg, Sigma-Aldrich) was 

resuspended to a concentration of 50 mg ml-1 in a solution of 45% dimethyl sulfoxide, 0.5 M 

NaCl and 50 mM 2-(N-morphlino)ethanesulfonic acid (MES buffer) to a pH of 6.0. Sitting 

drops were made by mixing 2 µl protein solution and 2 µl reservoir solution, consisting of 1.2 

M ammonium sulfate in 18.2 MΩ water, and equilibrated against 300 µl of this reservoir 

solution at 20 ˚C in sealed trays. Crystals approximately 50 x 50 x 200 µm in dimension grew 

within 7 days as shown in Figure 5.7. Immediately prior to data collection 2 µl of a sitting drop 

was manually transferred by pipette to the chip surface.  

 

Figure 5.7 Thermolysin crystals under white light (left) and polarised white light (right). 
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5.4 Synchrotron data collection 

It is important to note that the processing of the X-ray data was carried out by Dr D Axford, 

beamline scientist at Diamond Lights Source. Experiments took place at beamline i24 at the 

Diamond Light Source, Harwell, Oxford. The X-ray beam was defocused to 50 µm2 to best 

match the dimensions of the crystal within the drop (between 50 and 200 µm).  During studies 

the drop was approximately 1800-2500 µm diameter dependent intersection point of the beam 

with the drop. Diffraction data were recorded with a Pilatus3 6M operating at its maximum 

frame rate of 100 Hz. Using an on X-ray beam axis camera, the beam was aligned to a point 

approximately consistent with the vortex centre in and at a height of approximately 3/4 of the 

total drop to limit shadowing on the detector from the edge of the chip. 

To prevent the sample-containing droplet from evaporating in the dry air of the beamline 

(ambient humidity recorded at 17% by portable device) the HC1 sample humidity control 

device was used.[44] This provided a constant flow of 96% humidity air over the drop at 293 

K, it is important to note that no contribution to sample motion was observed from the airflow.  

5.4.1 Bragg spot diffraction data processing 

Table 5.1 Summary statistics for diffraction data processing and refinement. 

Data collection Exposure Time (ms) 10 

 Beam size (µm) 50 x 50 

 Wavelength (Å) 0.9686 

 Incident flux (photons s-1) 6 x 1011 

 No. integrated frames 2796 
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5.4.2 Structure solution 

The crystal structure was solved using molecular replacement with protein data bank (pdb) 

entry 5UU9 truncated to polyalanine. Model building was completed using Phenix autobuild 

and Coot and refinement was performed with Phenix refine. Statistics for data collection and 

refinement are presented in Table 5.1. 

 No. scaled & merged frames 2670 

Scaling Space group P6122 

 Unit cell parameters (Å) 93.6, 93.6, 129.8 

 Resolution range (Å) 44.0 – 2.0 (2.2 – 2.0) 

 Rsplit 0.092 (1.038) 

 CC1/2 0.993 (0.290) 

 (I/σ(I)) 2.19 (0.19) 

 Multiplicity 61.20 (42.1) 

 Completeness (%) 99.2 (99.8) 

Refinement No. reflections 26888 

 No. non-H atoms (Protein) 2480 

 No. non-H atoms (Water) 108 

 R/Rfree 0.201/0.256 

 R.m.s.d, bond lengths (Å) 0.010 

 R.m.s.d., bond angles (°) 1.11 

 Ramachandran outliers (%) 0 

 Side chain outliers (%) 0.8 

 PDB code 5O8N 
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5.5 Results and Discussion 

The SSAW transducer was designed to achieve a resonant frequency of 24 MHz which gave a 

short wavelength while allowing for a high device yield during production. The sharp 

frequency response of the device can be seen in Figure 5.8 Fabricated SSAW transducer 

frequency response. where the -3dB bandwidth was 0.02 MHz (-3 dB is the point that 

corresponds to a 50% received signal power reduction).  

 

Figure 5.8 Fabricated SSAW transducer frequency response. 

Off beam trials showed that after 30 s of SSAW actuation no significant droplet reduction 

occurred via evaporation or ejection. The switching pattern was determined through 

observation of the inertia of the moving crystals and fluid needed to maintain sufficient 

rotation. 

5.5.1 Thermal Imaging 

Results of thermal imaging, partially reproduced in Figure 5.9 showed the drop experienced 

a heating rate of approximately 42 mJ s-1. In context the heating rate was equivalent to 0.1 K s-1, 
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with both the drop and piezo temperature benefitting from reduced heating due to the 

waveform described in section 5.3. At the time of writing, the typical period for continuous 

diffraction was approximately 50 s. 

 

Figure 5.9 Infrared imaging of the surface acoustic wave device during operation. The dashed region highlights 

the IDT, and the darker blue region is the crystal drop. 

5.5.2 Amorphous type background scatter 

Assessing the experimental arrangement with respect to background scatter, Figure 5.10 

shows a single diffraction still taken during experiment, and gives a qualitative perspective on 

the level of background scattering occurring during the experiment. Some shading occurred 

as a result of the non-X-ray transparent lithium niobate. Region (A) shows no shading and 

region (B) shows that the approximately symmetric amorphous scattering ring (wide angle X-

ray scattering) pattern is partially attenuated. Defective pixels are shown in white. During 
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operation only the drop and any crystals within the drop intersected the incident beam. For 

the duration of the study, the drop was composed entirely of thermolysin crystallisation 

condition. After striking the drop some shading occurred that was dependent on the distance 

between the beam and the lithium niobate transducer. The shading is a side effect of a totally 

un-restrained drop, particularly those containing poly(ethylene glycol), which when subjected 

to ultrasound experiences a gradual increase in wetting [155], [166]. 

 

 

Figure 5.10 Diffraction static used for background scatter determination, captured during the acoustic rotation 

of thermolysin. Region (A) shows a significant different in amorphous scatter when compared to region (B), 

attributed to shading by the lithium niobate chip.  
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Eight statics taken during background scattering experiments were processed in accordance 

with Section 2. The Pilatus 3 detector (Dectris, Switzerland), records a count each time 

sufficient X-ray photons reach a pixel, recorded as counts per second (CPS). The detector is 

capable of doing this well in excess of 1 MCPS. It was found that the sample holding 

arrangement gave < 35 CPS across the detector, typically < 20 CPS and < 15 CPS, in the 2 Å 

region as shown in Figure 5.11 in blue. However, these figures must be adjusted upwards to 

compensate for the reduction in average radial intensity coming from shading, an estimate of 

a 30% shading factor was used and the adjusted results are also shown in Figure 5.11 in grey.  

The air scatter trace is provided for comparison and represents the minimum achievable 

background scatter, while providing context for the contribution to scattering made by the 

sessile drop. 
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Figure 5.11 Plots showing averaged background scatter as a function of solid angle (top) and resolution 

(bottom), shading-adjusted normalised background scattering (grey), normalised background scatter (blue), and 

air scatter (black) 

The background scatter was anticipated at a high level, as the drops were not restrained, and 

gave a beam path of 1 mm or more through crystallisation fluid. Despite this disadvantage 

high quality diffraction data was observed as seen in Figure 5.12.  
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Figure 5.12 Section of a diffraction still taken during beamtime 14493-42, showing diffraction spots in 

comparison to background scatter.  

 

Diffraction created Bragg spots may strike the detector, and produce a pixel intensity from the 

minimum the detector may record upwards, with Bragg spot intensity typically reducing at 

higher resolutions. The background scatter demonstrates plausibility of the technique even in 

sub optimal configurations. Integration of this method into a complete microfluidic system 

would almost certainly shorten the path length to a level comparable with state-of-the-art on 

the field.[128] 

5.5.3 Crystal motion 

Crystal translation during operation was monitored using custom telecentric video imaging 

with an arrangement to give optimal depth of field. Various mountings were used to achieve 

a birds-eye view of the drop, and a 1.7x high resolution lens for optimised depth of field and 

resolution (#63-232, Edmund Optic UK). Motion of crystals within the drop ranged between 

gentle rocking of a crystal (mimicking the small rotation method of a goniometer) to greater 

than 15 000 µm s-1 at high signal amplitudes, which is markedly faster than current detector 

frame rates and gave rise to increase in drop heating.  
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Figure 5.13 A 3 dimension scatter plot of Euler x,y,z rotation angles (in degrees) derived from the orientation 

matrix from 1709 diffraction images across which a consistent and  unambiguous indexing solution could be 

tracked, thus illustrating the motion of the sample. The colour map indicates the sequence of observations from 

blue to red. The in-laid schematic describes the beamline coordinate system with the X-ray beam (dashed arrow) 

along the Z axis and the angles X,Y,Z representing rotations about the respective x,y,z axes. The black arrow 

indicates a gap where the crystal briefly moved out of the beam. An animation of the rotation is included in 

supplementary information ESI 5 

 

The widening velocity ranges in Figure 5.1 (indicated by error bars) are due to the centre and 

the edge of a rotating system having different velocities. This implies that a vortex or other 

complex rotation is induced by the SSAW interacting with the drop. Differences in 

translational velocity between the drop centre and edge naturally increased with rotational 

speed. During diffraction SSAW power was applied to achieve an actuation speed range of 

approximately 0-800 µm s-1 in the XY plane. This velocity implies that a single crystal within a 

multi-crystal drop could intersect the beam for between 6 and 25 detector frames (at 100 Hz) 
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with the full crystal while in pure translation. However, in the instances when the crystal 

arrives at the centre of a vortex within the drop, the crystal may be imaged in a stream of 

consecutive frames, as illustrated by the tracking of incremental changes in the rotation matrix 

for each processed diffraction image. A video showing stirring motion is included in the 

supporting information ESI 3. 

Whilst acoustic sample manipulation has seen prior application via a levitating droplet, we use 

a surface-based method, compatible with a continuous microfluidic on-chip device, with the 

potential for high sample throughput and initiation of enzyme reactions for dynamic 

studies.[81], [167] In comparison to more conventional microfluidic sample handling systems, 

acoustically induced sample orientation enabled the acquisition of a complete set of reflections 

without the need to move the device itself.[168], [169] 

The thermolysin crystal structure (pdb 5O8N) was determined from a collection run of 5000 

images, 2670 of which made up the final dataset, and statistics are presented in Table 5.1. The 

dataset is from a single drop and likely from a single crystal however there is a gap of ~200 

frames within the block of useful images where no diffraction is seen and the possibility of an 

exchange of crystals at this point cannot be completely ruled out. An example of electron 

density is provided in Figure 5.14.  
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Figure 5.14 Example of electron density map to 2.0 Å resolution around the thermolysin model 5ON8. In this 

case the occupancy of two calcium atoms has been set to zero and a 2Fo-Fc map is shown (contoured at 1 σ) and 

a Fo-Fc difference map (contoured to 5σ) which highlights these atom sites in green, indicating scattering in the 

data not accounted for in the reduced occupancy model. 

 

Using Raddose-3D and assuming a single crystal consistently illuminated, average diffraction 

weighted X-ray dose was calculated at 0.6 M Gy.[170] This is of the order of the maximum 

dose from which useful diffraction data can be collected at room temperature and there was 

no obvious decrease in diffracting power seen in the later diffraction images.[59] Data confirms 

the ability of the device to produce useful structures from acoustically perturbed µl volumes, 

without moving parts or crystal mounting. The dataset reflects a crystal captured at the centre 

of the vortex and rotating relatively slowly (Figure 5.13). Processing via a serial method 

assumes each detector frame to be an individual experiment and refines an independent 

crystal lattice orientation for each instance. Refined crystal lattice orientation for adjacent   

detector frames with consistent indexing from the dataset is plotted in Figure 5.13. The 

continuous line indicates a single lattice is being tracked and the plot displays the motion of 

the crystal during the data collection. A break in the line (arrow) indicates where the crystal 

has temporarily moved out of the beam. The predominant motion is a ~180˚ rotation about the 
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z axis (beam axis) accompanied by ~60˚ about the x axis (horizontal) and ~35˚ about the y axis 

(vertical). The speed of rotation can be seen to vary during the collection. The plot represents 

a time series of ~17 s equating to an average rotation speed about the dominant axis of ~10˚s-1 

or ~0.1˚ per detector frame. The ability to measure a complete set of crystal reflections is most 

likely enhanced by the fact that rotation of the crystal is not about a single fixed axis. However, 

there is currently no software able to properly handle such a goniometer-based experiment. 

Therefore, in this case, serial crystallography methods were needed to analyse detector frames 

on an individual basis. Routines are currently under development to correctly model the 

varying motion of the sample from frame to frame with the expectation of improving data 

analysis from this type of experiment. 

 

5.6 Conclusions 

The on-chip crystal rotation method designed and developed in this work enables efficient 

room temperature in situ X-ray data collection of protein crystals without the need for multi-

axis goniometry and complex precision motion systems. The diffraction data acquired from 

the device are of good quality, despite a sub-optimal X-ray background and scattering cone. 

The wide range of speed control achieved by varying input power allowed sample translation 

and rotation at speeds appropriate to the 10 ms detector read out time, boosting data collection 

efficiency and quality. Precise X-ray dose quantification for the experiment is difficult since 

the relatively unconstrained motion of the sample is likely to be bringing fresh sample volume 

in and out of the beam. Although crystal diffracting power was not seen to dramatically 

decline over the dataset, the chance of radiation-induced changes should always be anticipated 

at room temperature. Going forward, the incorporation of microfluidics into the experimental 
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design is planned. A full lab-on-a-chip system is envisioned, moving towards automated 

sample delivery without the need for costly and complex robotics or time consuming user 

mounting. A sealed environment would be a valuable addition, preventing liquid loss via 

evaporation and removing the need for humidity control. In summary this technique has been 

proven for the first time to meet the demanding needs of macromolecular protein 

crystallography, and by achieving a high resolution structure the device makes a significant 

stride in automating sample handling.  
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6 Discussion, Conclusions and Further Work 

6.1 Discussion 

Considering acoustic goniometry and acoustic trapping, it is evident that both techniques 

contain significant potential. The marketplace within crystallography has seen a trend looking 

to increase the capacity of fixed target methods, and has made great progress in arraying 

multiple samples in diffraction compatible plates or micro-arrays. A comparison between 

protein crystal mounts which have space for one hundred microcrystals in a neatly ordered 

grid provides a high bar for entry for acoustic systems. To contrast a fixed target grid with a 

standing wave acoustic trap, it is important to reflect on the speed of individual crystal 

targeting, the speed of changeover between crystals, the speed of change of any device, the 

experimental flexibility, the researcher time required to achieve the method, and finally the 

likely quality of data achieved.  

Acoustic trapping may improve the experimental flexibility over fixed target methods, as the 

microfluidic arrangement lends itself to the addition and removal fluid volumes around a 

trapped crystal this would however seriously challenge the architecture of a fixed grid or 

crystallisation plate target since each individual cell would require a fluid path. Unless crystals 

were to be exposed to a substrate on-mass then fixed target methods require as many fluid 

ports as chambers, quickly becoming complex. 

With respect to targeting, it is unlikely that an acoustic trap would match the speed of fixed 

target methods, since the crystal positions are moveable within the acoustic system. There is 

potential to use fluid actuation of crystals, avoiding any need to move a positioning stage 
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between crystal locations or moreover removing the need for secondary devices as is the case 

of fixed target crystallisation plates. In contrast the acoustic trapping system may be adapted 

to handle crystals numbering over a thousand through simple fluidic tubing arrangements. 

Comparing cost with existing systems, a value-engineered single acoustic chamber is likely to 

be an order of magnitude lower than similar fixed target system, since chambers may be made 

of X-ray compatible polymer such as a polyimide or cyclic-olefin-copolymer. Fixed target 

methods may make use of such systems but since components are essentially disposable, an 

acousto-fluidic system, with small form factor, of the order of 10 mm for the acoustic system 

vs. 100 mm for crystallisation plates, perhaps favours the acoustic method. 

6.1.1 Device performance relative to operational design inputs 

Although both techniques were produced as proof-of-concept devices it is important to 

evaluate them with respect to design inputs. 

6.1.1.1 On chip goniometer 

To produce sufficient rotation to enable the collection of a complete dataset. 

The on-chip goniometer was able to capture a complete dataset using a simply pulsed 

excitation. It is probable that the rotation speed could be effectively and accurately controlled 

using a more complex excitation. In this respect the device is capable of meeting data collection 

needs 

To avoid excessive application of heat to the crystal sample 

The generation of acoustic power can produce significant heat in target zones, however due to 

the low speed requirements the device was shown to avoid excessive  heat build up and may 

be said to meet data collection needs. 
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To allow user control of the rate of rotation 

Rotation speed was observed to be a function of vortex speed, which was in turn observed to 

be a function of the input power, as such the speed was user controllable and it is anticipated 

that more refined control would be possible in an expanded system. 

To avoid excessive crystal translation, allowing the effective collection of data 

In operation it was found that the use of the minimum power required to produce crystal 

rotation allowed a crystal to remain centred in the beam path, in this regard the method 

showed itself as capable of effectively collecting data.  

To generate minimal background scatter during diffraction 

Background scattering data was collected and the device showed that it did not produce 

excessive noise within the high resolution diffraction region. 

To generate sufficient acoustic force to excite a vortex within a drop. 

A vortex was successfully excited therefore the device performed ably. There is scope however 

to consider lower frequency transducer design as this may reduce the subsequent heating and 

offer an expanded range of operation, e.g. high power signals for shorter periods. 

The presence of sufficient vortex force to produce rotation of the target crystal. 

The crystal was successfully rotated in the study. 

The retention of crystals within a stable trapping position for a duration allowing their targeting 

and diffraction. 

Crystals were observed as stable in both the vertical and horizontal planes however the 

stability is likely to be affected by the crystal content of a drop. A higher number of crystals 

would likely force collisions to occur, as such further study into crystal laden drop 

optimisation would be needed to fully describe expected operational conditions. 

A stable form of trapped-crystal motion allowing effective beam targeting. 

The beam remained relatively motionless once it had been aligned to the center of the vortex 

within the drop. It should be noted that the stability is reliant on crystal contact with the 

transducer surface. 
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To allow scattering data to escape enabling < 2 Å data collection. 

Bragg spots were identified from scattering- data  collected within the < 2 Å, as such the system 

meets this criteria. 

Developed arrangement must be inert relative to the crystallisation fluid and the crystals 

themselves. 

The crystal and fluid showed no sign of interaction and the resolved structure was not shown 

to have any ligand binding in effect, to this extent it can be considered inert and suitable for 

use. 

In summation the on-chip goniometer served as a useful proof of concept and similar 

arrangements would be an effective starting point for further device developments. 

6.1.1.2 Standing wave-trap 

Sufficient acoustic pressure to enter the fluid cell to allow the excitation of a standing wave 

within the fluid. 

The device was capable of creating a strong enough acoustic field to enable crystal trapping 

in-situ. Analysis of the experimental arrangement suggests that a redesign of the acoustic 

connection between the transducer and the chamber to include a matching layer would 

dramatically reduce the required input power for the study. 

Multiple wavelengths contained within a single window, allowing for an array of crystals to be 

trapped. 

An array of stable trapping positions were observed to capture crystals. A study of the modes 

produced within the acoustic chamber would further characterise the system and allow for 

predictive trapping positions. 

The presence of sufficient acoustic force to cause the trapping of protein crystals 
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The retention of crystals within a stable trapping position for a duration allowing their 

targeting and diffraction, as such the system can be considered effective. 

A stable form of trapped-crystal motion allowing effective beam targeting. 

The crystal motion was measured and found to be sufficient for trapping. 

The arrangement of a fluid cell which was capable of sustaining a standing wave. 

The fluid cell successfully sustained a standing wave / resonant mode for the duration of the 

study. 

The arrangement of a fluid cell which was sufficiently transparent to X-rays to allow scattering data 

to escape enabling < 2 Å data collection. 

Background scatter data was collected and suggested that it would be possible to collect data 

within the < 2 Å region however crystal quality was not sufficient to allow this to be verified 

through Bragg spot identification. 

Developed fluid cells must be inert relative to the crystallisation fluid and the crystals themselves. 

Fluid cells were composed of silicon-nitride which is well studied and has been demonstrated 

inert. 

 

In summary the device was shown to be functional and to enable the practical trapping of 

crystals in-situ. Further development into trapping modes which ay be excited within the 

acoustic chamber, and the effect of crystallisation fluid on these modes, combined with the 

inclusion of an acoustic matching layer would be an able start point for further development 

of this system. 
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6.1.1.3 The standing-wave trap  

A precision angle mount to allow the matching of the (111) plane of the silicon nitride to the 

output of the transducer. Such a mount would enable the removal of the water connection and 

significantly improve the efficiency, thus reducing the power requirement for operation. Such 

an arrangement would likely be best manufactured using electro-discharge machining and 

highly specific alignment is entirely practical. 

6.2 Conclusions 

Within this thesis two separate acoustic methods have been studied to demonstrate 

applicability for macromolecular protein X-ray crystallography. The outcome for each method 

studied included diffraction stills, background noise profiles and Bragg spot counts, as such 

the experiments themselves succeeded in generating novel data. The acoustic goniometer 

created sufficient data to allow a structure to be determined, a major milestone. This pushes 

the system towards a next milestone where speed and efficiency of operation may be brought 

to the fore. Whilst proof of concept work should not be compared with fully developed 

systems, it is useful to seek indications of how a final version may perform.  Since mounting 

and external rotation were not involved during the diffraction process, it was definitively an 

unsupervised process. The practical experimental considerations mean that in the present 

form the technique is not suited for routine use, as the hand mounting and pipette methods 

required both practice and a steady hand. However, further iteration, where drop mounting 

and removal methods were automated would create a device capable of exciting and high 

throughput protein studies. The technique is reliant only on the propensity of protein crystals 

to sink, and the ability of surface-acoustic-waves to interact and form vortices in droplet the 
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technique leaving scope for a wide range of optimisation. Further, since acoustic streaming is 

present within micro channel confines also, the experiment described herein offers proof of 

concept for a parallel study in microfluidic acoustic goniometer also.  

Acoustic mounting of protein crystals was able to create a dataset that included background 

noise quantification, X-ray beam attenuation and crystal motion, so as a study it may be 

considered a success. However the lack of sufficient data to reconstruct the protein structure 

means that the technique requires further study before it is considered to have passed the 

proof of concept stage. Anecdotally the trapping produced a pleasant gentle rotation from 

crystals around at around one Hertz as a result of acoustic streaming. In practical terms this 

suggests that the technique may be particularly well suited to crystal data capture.   

6.3 Further Work 

Given that protein crystals have a different density to salt crystals, acoustic sorting technology 

would also be a natural progression in the study of high-throughput protein crystal analysis. 

The acoustic contrast of a single crystal sample would be sufficiently different based on salt 

content to allow selectivity. Crystals would however need to be pre-sorted based on size to 

avoid overlap between larger protein laden crystals and smaller but denser salt laden crystals. 

To advance the on-chip goniometer towards a point where it would be a useable beamline 

tool, the incorporation of an off the shelf acoustic droplet ejection mounting system in 

combination with a form of compressed air jet to remove a diffracted droplet from the stage, 

would allow for a mount free throughput test.  

The experimental determination of wave patterns is challenging to achieve, authors have 

recently reported the ability to detect pressure wave through the use of refractive index 
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changes which are the result of the pressure variations induced by a standing wave. Properly 

called ‘Synthetic-Schlieren Optics’, an image of known black and white geometry is viewed 

through the pressure variations, the resultant distortion is mathematically calculated from the 

implied refractive index shift and the pressure distribution may be visualised.[171], [172] At 

the time of writing this had only been achieved at the macro scale and not within the sphere 

of microfluidics. Such a system would enable users to assess the operation of an acoustic 

device without the need for the contamination or disassembly, moreover the results would be 

readily apparent to a non-specialist. 

The development of machine-learning control for the controlled rotation of a crystal would 

develop the on-chip goniometers ability to ensure a dataset included a complete set of 

reflections. Any system would however, need to adapt to the rotation of the crystal being the 

result of a relatively continuous vortex, moreover the position of the crystal within the drop 

also significantly alters the force it would experience. 

Finally, the collection of a further dataset to demonstrate acoustic trapping would allow the 

technique to be considered in its fullness and pave the way for more complex studies involving 

time resolved substrate binding. 
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