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Abstract

We report experience in requirements elicitation of domain knowledge from experts in clinical and cognitive neurosciences.
The elicitation target was a causal model for early signs of dementia indicated by changes in user behaviour and errors appar-
ent in logs of computer activity. A Delphi-style process consisting of workshops with experts followed by a questionnaire was
adopted. The paper describes how the elicitation process had to be adapted to deal with problems encountered in terminology
and limited consensus among the experts. In spite of the difficulties encountered, a partial causal model of user behavioural
pathologies and errors was elicited. This informed requirements for configuring data- and text-mining tools to search for
the specific data patterns. Lessons learned for elicitation from experts are presented, and the implications for requirements
are discussed as “unknown unknowns”, as well as configuration requirements for directing data-/text-mining tools towards

refining awareness requirements in healthcare applications.
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1 Introduction

Healthcare systems are often large scale, complex, with
uncertain knowledge', and consequently pose considerable
problems for requirements engineering (RE). Although co-
design or participatory design with domain experts has been
advocated as a means of dealing with these problems, evi-
dence for the success of such approaches! is sparse. In this
paper, we report experience adapting requirements analy-
sis techniques to address the problems which emerged in
a healthcare system. The objective of the SAMS (Software
Architecture for Mental Health Self-management) project
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was to detect early signs of dementia by analysis of record-
ings of computer activity and e-mail text [1, 2] to detect
changes in behaviour that may indicate onset of pathology.
If potentially significant changes are detected, the system
should send an alert to the users urging them to contact their
doctor for follow-up tests. The terms of reference for SAMS
implied requirements for monitoring and interpreting com-
puter logs of human—computer interaction and then connect-
ing analysis of computer logs to clinical models of human
behaviour which might indicate early signs of dementia.
The terms of reference suggested two initial approaches
for requirements analysis. First was eliciting knowledge
from clinical domain experts specifying behaviours which
are diagnostic of dementia. This implied requirements in
the form of a causal model elicited from experts in clinical
and cognitive neuroscience that linked behavioural meas-
ures to diagnostic signs of dementia. Paper-based diag-
nostic tests [3, 4] provided the starting point for analysis
that might embed similar knowledge in an expert system.
The second approach was motivated by logging keyboard
use, mouse actions and e-mails to enable interpretation
of user behaviour and, more importantly, any changes in
behaviour which might indicate early signs of dementia or
progressive cognitive decline. This involved requirements

! http://www.health.org.uk/sites/health/files/Complex AdaptiveSyste
ms.pdf.
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for data mining: what sort of patterns and trends should be
investigated by data-mining computer logs of user behav-
iour? Data-mining tools may be used in hypothesis-discov-
ery mode [5], suggesting requirements questions such as
“how can the patterns and trends discovered be interpreted
in terms of their medical implications?”, or in data-driven
mode when data and text-mining tools might discover
aberrant patterns in logs of human—computer interaction
that indicate possible medical problems. Synthesising
these two approaches appeared at the onset of the project
to offer good prospects for a solution. These questions
revisit the “unknown unknowns” perspective in RE [6, 7]
for two reasons. First, there were several partially known
goals perceived by requirements analysts, in particular the
need for hypotheses to direct data mining and the need for
a diagnostic causal model. Second, there was uncertainty
about the degree of “knownness” of domain knowledge
held by the expert medical practitioners.

Elicitation techniques either in the field of classic
requirements [8—10] or in knowledge engineering [11]
have been extensively researched and reviewed, conclud-
ing that a variety of techniques (e.g. interviews, work-
shops, expert conversations, scenarios and prototypes) may
be appropriate, but choice depends on matching techniques
to the problem and stakeholders. The majority of stud-
ies conclude that possession of some domain knowledge
by requirements/knowledge engineers can help to bridge
the communications gap. In the knowledge framework
perspective for RE [7], eliciting unknown expert knowl-
edge is amenable to known RE techniques, even though
the boundaries of such knowledge may be unknown. The
monitoring requirements of the software developed in the
SAMS project are an example of awareness requirements
(or AwReqs) [12]. AwReqs are the means of detecting the
success or failure of other requirements. However, such
requirements have been considered in terms of short-term
feedback with a relatively small number of variables. In
contrast, our perspective is for longer-term monitoring
of complex phenomena (i.e. people) to detect deviations
in normal healthy behaviour and hence requirements to
take remediating action (i.e. treatments). Following this
perspective in SAMS, the ultimate goal is for AwReqs to
monitor the state of the user’s health with feedback loops
to encourage follow-up action if deviations from normal
behaviour patterns are detected. AwReqs have tended
to focus on monitoring a small number of system vari-
ables, and then adapting behaviour with rules and chang-
ing parameters in algorithms (e.g. [12]). In this paper, we
investigate how the AwReqs concept scales up as the phe-
nomena being monitored become more complex. Require-
ments for data-/text-mining tools and for monitoring soft-
ware are design—rather than user—requirements [13]
although the source of such knowledge, expert software
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engineers, was known. Therefore, when the project was
initiated, the sources and scope of the required knowledge
were known even if the detail was unknown. No obvious
unknown unknowns were apparent.

This paper reports the subsequent development of the
requirements analysis problem posed by the SAMS project.
We report our journey through requirements discovery and
reflections on requirements elicitation in medical informat-
ics, and elicitation of causal diagnostic models from experts.
It is important to note that this requirements knowledge-
based approach was a pragmatic decision as much as it was
our favoured strategy; the large-scale data capture required
by a machine-learning causal model induction strategy was
not feasible within the resources available to the SAMS
project. Although once the monitoring software has been
developed, data collection can be (semi-) automated, there
is a significant support cost. This is particularly acute for
the clinical researchers who recruit participants, liaise with
their care organisations, and compile the ground truth by
performing periodic wide-ranging and time-intensive cogni-
tive assessments of each participant. Scaling up the number
of participants to the order of hundreds (rather than the tens
available to SAMS) would have required many more than
the two full-time clinical researchers available to SAMS.
Moreover, the duration of the project would have had to be
extended by at least 12 months to increase the longitudinal
volume of data collected, and to increase the incidence of
observable changes in participants’ cognitive health.

Even had these additional resources been available, rely-
ing on the use of unsupervised machine learning to diagnose
dementia in a vast, complex problem space of individual
variation and many confounding mental health conditions
would have represented a risk to SAMS’ success. In this
case, we would have sought to mitigate the risk by exploit-
ing the clinical expertise that was available in just the kind
of requirements knowledge-based approach that we adopted
that forms the focus of this paper.

In [1], we reported requirements analysis experience
focusing on end users whose health will be monitored by the
SAMS software. In contrast, this paper reports the project-
wide requirements analysis experience with domain experts,
design and user requirements. In following sections, first we
review the related work on requirements elicitation from
experts and awareness requirements; this is followed by
two sections which describe the elicitation techniques and
results for domain expert knowledge. The subsequent section
reports the analysis of design requirements for data and text
mining. Section 4 presents the synthesis of requirements for
the causal model for detection of cognitive and functional
change due to dementia, and associated data mining, with
lessons learned from our experience. The paper concludes
with a discussion of our experience of requirements discov-
ery in light of the known—unknown RE framework.
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2 Related work
2.1 Requirements elicitation from domain experts

Requirements elicitation is a relatively mature area of RE
[10], and the basic techniques (i.e. interviews, observation,
scenarios, workshops, focus groups, protocols, prototypes,
models) have been described in several RE books [14—18].
A model of elicitation technique selection [19] proposed
matching techniques to the RE situations composed of fac-
ets of the domain, maturity of requirements, stakeholders
and organisations. In a meta-review of elicitation papers
[10], no advantage was found for other techniques over
semi-structured interviews; the use of representations
(models, prototypes) did not appear to help, although the
empirical evidence in the reviewed papers was limited.
Couglan and Macredie [9] compared elicitation techniques
in soft systems methodology, joint applications develop-
ment (JAD) and participatory design against a framework
of user designer roles, communication activities and tech-
niques including interviews, prototyping, cognitive (pro-
tocols), contextual (ethnography), group workshops and
model-driven representations, concluding that collabora-
tive, dialogue-based methods which included workshops
were more effective.

The knowledge elicitation problem dates back at
least to attempts to codify expert knowledge as rules in
knowledge-based systems. Synthesising the rules from
the knowledge proved to be hard, but eliciting the knowl-
edge was at least as problematic, with many obstacles to
effective acquisition of knowledge [20, 21]. Kelly’s Per-
sonal Construct Theory (PCT) [22] underpins a number
of techniques that have been successfully used to elicit
requirements knowledge from experts in a range of con-
texts that include expert systems [23] and RE [20]. PCT
maintains that people represent the world through a frame-
work of elements and constructs that determine how they
perceive (construe) the world. A construct is represented
as the poles of a range of values. When experts assign a
value somewhere between the two poles of a construct,
they describe how they perceive the associated element.
For example, a cognitive psychologist may hold executive
function to be an element within the world of their spe-
cialist domain, and construe executive dysfunction to lie
somewhere on a spectrum of diagnostic significance that
ranges from not indicative of dementia to strongly indica-
tive of dementia.

Attempts to systematise the use of PCT have led to a
number of widely applied techniques. Chief among these is
the repertory grid [24, 25], which represents the elements
and constructs in a matrix. By building up a repertory
grid that characterises each element as a value somewhere

on the scale of each of the corresponding constructs, an
expert’s viewpoint [26] of the domain is built up. Where
experts find it difficult or are unwilling to commit to scalar
values for constructs, it can be hard for the analyst to make
sense of the information. Card sorting [27] is often used as
a complement to the repertory grid as a way for the ana-
lyst to better understand the elicited knowledge, by asking
experts to classify and order concepts within their world
against a set of analyst-determined criteria. For example, a
neuroscientist might be asked to sort a set of cards contain-
ing the names of a set of cognitive domains (e.g. executive
function, memory, visio-perceptual functioning, attention
and language) several times, each according to a number
of criteria such as indicative of dementia, ease of assess-
ment and underpinning a specific task such as dragging a
file from one folder to another on the desktop, and so on.
In a SAMS-like system, this might then help the analyst
prioritise which routine computer tasks to monitor and
collect data from. Although there are many variations of
card sorts, card sorting is generally considered easy for
stakeholders to engage with [28] and it has been success-
fully used to elicit information from experts in a number
of domains.

As techniques for eliciting expert knowledge about a
problem domain [20, 29], the repertory grid and card sorting
provide the means for experts to articulate their world using
their own terminology, and provide the domain-ignorant
analyst [30] with a way to probe the expert while minimis-
ing the projection on to the problem domain of the analyst’s
own preconceptions.

In many domains, expert knowledge is incomplete and
dispersed amongst the expert community. In these circum-
stances, it is common for there to be imperfect consensus
among the members of the expert community. While card
sorting may be used for knowledge elicitation from groups,
the Delphi method [31] was devised specifically for knowl-
edge elicitation from a group of experts. It was first used to
elicit prediction about the future state of the world. Since
then, it has been applied in many problem domains, includ-
ing RE [32]. It is an iterative method in which each expert
is asked a question (e.g. what is the importance of executive
dysfunction as an indicator of dementia?), then provided
with the others’ anonymised opinions and invited to revise
their response and to add a rationale. After a number of itera-
tions, either consensus is reached or the moderator is able to
synthesise a reasonable position. Hybrids of the Delphi and
card-sorting methods have also been developed and applied
in, for example, user-centred design [33].

A persistent problem with knowledge elicitation is that
not all the knowledge held by an expert is easily made
explicit. The experts may deliberately withhold their knowl-
edge for some personal reason. They may fail to reveal their
knowledge because they were asked the wrong question
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or did not appreciate the value of their knowledge. Card
sorting can help these issues surface. However, where the
knowledge is genuinely tacitly held [34], i.e. available to the
expert but not easily expressible by them [35], none of the
above techniques is guaranteed to elicit the knowledge in
an explicit form that is usable. In a study of communities of
scientists, [36] discovered that much professional knowledge
is of this type, arguing that techniques that robustly handle
tacit knowledge are needed, particularly for the elicitation
of knowledge from domain experts. Unarticulated knowl-
edge is often made manifest by experts’ actions, and skilled
ethnographers can identify when this occurs and probe the
expert to better understand why they acted in the way they
did. More recent work [37] that builds upon that of [35]
posits that ambiguities in elicited requirements information
may offer cues to where knowledge is tacit. Cleland-Huang
[38] has demonstrated that text-mining techniques can be
applied to elicit expert knowledge where documents exist
(e.g. topic and lexical analysis), while the KMoS-RE method
[39] proposes discourse analysis combined with ontologies
and extended lexicons as a means of eliciting tacit, expert
knowledge.

2.2 Awareness requirements

The origins of awareness requirements in RE can be traced
back to the proposal of [40] for run-time monitors that
detected changes in system operation to determine if a sys-
tem design was conforming to its requirements. Run-time
monitors of system behaviour have since been elaborated
by several authors [e.g. 41] to create systems which monitor
their own behaviour and then adapt to conform to original
(usually performance, NFR) requirements when run-time
violations have been detected, e.g. ReqMon [41] and Relax
[42]. This concept has a wider following in the SaaS (Self
Aware, Adaptive Systems) community [43].

In RE, monitors were developed into awareness require-
ments (or AwReqs) [12]. The idea of requirements aware-
ness is an evolution of Smith’s [44] original notion of com-
putational reflection, but adapted to the idea that a software
system should be subject to introspection about its require-
ments. That is, at run-time such systems should be aware of
the extent to which their requirements are being satisfied:
“requirements should be run-time entities that can be rea-
soned over in order to understand the extent to which they
are being satisfied and to support adaptation decisions that
can take advantage of the systems’ self-adaptive machinery”
[6].

AwReqs, therefore, act as a means of detecting the suc-
cess or failure of other requirements and can refer to goals,
tasks, quality constraints and domain assumptions. These are
mapped to feedback loops, providing monitoring capabilities
that can be used to determine satisfaction levels for goals
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and system requirements. AwReqs have tended to focus on
monitoring a small number of system variables and then
adapting behaviour with rules and changing parameters in
algorithms, for example [12]. In this paper, we investigate
how the AwReqs concept scales up as the phenomena being
monitored become more complex. Our focus is on systems
where either complexity is acknowledged ab initio, and the
high-level goal is to analyse data so a solution can be dis-
covered; or on systems where complexity and the inability
to decompose high-level goals into specific requirements
emerge during the RE process. Both classes of system fit
into the concept of partially known unknowns [30]. Complex
intelligent systems also fall into this category, where it is
impossible to specify a complex set of expert system rules
at design time; instead, machine learning is implied.

An early implementation of this idea was the ReqMon
toolkit [41], which provided a range of adaptable monitors
and interpreters that can track system behaviour against spe-
cific goals. ReqMon has been applied to several domains
in e-commerce, demonstrating its capability as a generic,
adaptable architecture. The Al planner solver [45], based
on the Tropos architecture and using BDI (Belief-Deci-
sion—Intention) agent-based reasoning tools, allows goal
compliance to be tracked in a monitor-diagnose-reconcile
(goal check), compensate (adapt) cycle. Evolution Require-
ments (Evo-Reqs) [12] extend requirements reflection to
include the monitoring of social phenomena, such as human
compliance with procedures. However, Evo-Reqs’ interpret-
ers were based on ECA (Event—Condition—Action) rules,
which [12] acknowledge presents a maintenance problem
as systems scale up. In addition to requirements evolution,
many other SaaS tools and systems have been implemented
(see reviews by [43, 46]); however, none to our knowledge
has included components oriented to data-centric analysis
(i.e. data-/text mining) or user interfaces for monitoring and
adaptation/feedback.

3 Domain expert requirements: elicitation
process

An initial literature review and analysis of the SAMS domain
[2] revealed the extent of the requirements unknowns. While
clinical assessment methods for dementia exist, these are
based on explicit, intrusive tests, usually administered by
a trained questioner to probe cognitive functions such as
memory, attention, executive function and language. These
tests might include remembering a sequence of numbers,
a name and address, naming objects in images, drawing
familiar objects. Several different cognitive test batteries
are used in clinical practice, e.g. ACE [3] and MoCA [4].
Most probe the same key cognitive functions. Unfortunately
most of the tests are based on observation of pathologies
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in patients with dementia or its precursor, mild cognitive
impairment (MCI). The rationale linking test elements to
functional impairments, cognitive abilities and observable
brain pathology on neuro-imaging (i.e. magnetic resonance
imaging, MRI) scans is less than explicit in most papers
[47]. Hence no consensus causal model appeared to exist in
the clinical literature. Causal modelling is also complicated
since dementia is a heterogeneous condition with different
causalities, including (e.g.) fronto-temporal dementia, vas-
cular dementia and Alzheimer’s disease which account for
around 70% of all dementias. In spite of these limitations, it
was possible to prepare a list of candidate “cognitive indi-
cators” as elicitation probes for a causal model. However,
we realised that the experts would be relying on their expe-
rience using existing paper-based tests as well as clinical
observations. A prime objective for the elicitation was to
establish associations from the cognitive indicators to the
onset of cognitive impairment and to possible explanations
for observed user-behaviour patterns and errors. If we could
establish these associations as a causal model, this might be
implemented as a data-mining expert system for automati-
cally inferring the likelihood of dementia onset from users’
behaviour.

The literature search produced few studies analysing
computer activities for signs of dementia, with the excep-
tion of [48] who compared analysis of simple frequency and
duration data on keystrokes and mouse movements, between
healthy users and people who already had a clinical diag-
nosis of dementia. Differences in computer activities were
apparent between healthy and MCI user cohorts.

In [48], the data compared the performance of different
user cohorts in a laboratory or clinical setting as they per-
formed discrete tasks. The goal of SAMS is different; to
detect cognitive decline in individuals, rather than compar-
ing the cognitive abilities of different cohorts. SAMS data is
therefore collected longitudinally over periods of the order
of months, with SAMS operating as a passive monitoring
system as users perform their normal, routine tasks. To do
this, SAMS collects complex records of computer use, iden-
tifying not only keyboard actions but also user behaviour by
analysis of mouse pointing and selection in terms of com-
puter GUI operations and application commands (e.g. word
processing, read, reply, send e-mail). This approach benefits
ecological validity and allows the emergence of behavioural
changes over time to be tracked. However, the conditions in
which the data is collected cannot be controlled so the data
is noisy. This revealed a requirements gap of unknowns in
terms of patterns and trends in computer use and how these
were linked to cognitive indicators that might indicate onset
of dementia.

Two workshops were held in an attempt to bridge
the requirements gap. Workshops provided the best

opportunity to mix focus-group conversations, problem
tasks and scenario-based requirements elicitation, as well
as facilitating expert conversations [49, 50]. Ethnography
was not practical since generation of diagnostic knowledge
is rarely observable, and resources precluded an in-depth
discourse analysis. The process consisted of two work-
shops, which included card-sorting and PCT techniques,
followed by a survey sent to the workshop participants.
The rationale for the elicitation process was to use the
workshops to elicit a tractable set of requirements in the
form of causal diagnostic indicators. These could then
be fed back to the experts for prioritisation and impor-
tance ranking, thereby establishing a consensus model
among the experts following a Delphi-style analysis [51,
52]. Choice of the approach was motivated by success-
ful use of Delphi-style elicitation techniques in healthcare
domains [51, 53]. We chose a workshop-conversation-
based approach [54] because this was an effective means
of eliciting expert knowledge, which was likely to the
incomplete and inconsistent between experts, in contrast
to more formal KE elicitation via protocols and ontolo-
gies. We intended to capture both text from e-mails (which
proved to be unsuccessful see Sect. 6.2) and quantitative
data from computer interaction logs. The literature survey
produced several guidelines for analysis of possible signs
of dementia from text; hence, the workshops concentrated
on quantitative data where no existing guidelines had been
found.

The overall requirements process is illustrated in Fig. 1.
The requirements activity in the shaded components form
the subject matter of this paper. The initial requirements
analysis was reported in [1] and further detail on the pro-
ject approach is given in [2].

The rest of Sects. 3 and 4 reports the domain knowledge
requirements analysis (shaded component), leading to the
data analysis requirements and causal model described
in Sect. 5. The contribution of testing and performance
analysis and the controlled experiment to refining require-
ments is described in Sect. 6. The data-capture prototype is
described briefly in Sect. 6.1 with the subsequent experi-
mental analyses in Sect. 6.2.

3.1 Workshop materials and participants

The two workshops were held with domain experts. The
first half-day event took place in December 2014, with
six experts and four participants from the SAMS project.
The experts (four female, two male) were three academic
clinical researchers, one academic cognitive psychologist,
and two clinical practitioner researchers in dementia. Four
project members fulfilled facilitator and scribe roles. The
process is summarised in Fig. 2.
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Fig.1 Overview of activities in the timeline of the SAMS project. Oval boxes are processes, rectangles represent outputs. Dotted lines on the
implementation components denote activities continuing beyond the scope of this paper
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Fig.2 Overview of the modified Delphi process for knowledge elici-
tation. CIs = cognitive indicators or symptoms of possible dementia

3.1.1 Workshop 1

The goal of this workshop was to establish an initial causal
model linking computer activities and errors to cognitive
indications of dementia. The format of the first workshop
was:

@ Springer

Introduction and technical briefing This included the
aims of the SAMS project, description of the data
recorded in layers (from keyboard/mouse at the lowest
level to semantically rich application-level events at the
highest level) with fictitious examples of collated data as
graphs and tables, and definitions of cognitive indicators
(CIs). The CIs described the broad definitions of sen-
sory memory, short-term memory, long-term memory
(6 items), memory recall, recognition familiarity, atten-
tion (6 items), executive function (7 items), language
(10 items, including syntax, comprehension, reading and
writing), perception (5 items), construction performance
(2 items) and general mental processing speed.
Consensus on cognitive terms Experts were asked to
review the CIs and suggest amendments. The amend-
ments were then discussed within the group until con-
sensus on the approximate terms and definitions was
found.

Linking Cls to computer activities Experts were divided
into two groups with a project member as facilitator/
scribe. They were given descriptions of computer activi-
ties organised in three sections: general activities, e-mail
and word processing/diary entry. A sample of the activi-
ties was illustrated with screenshot videos to demon-
strate normal computer operations as well as errors.
General activities covered login, GUI operations such
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Table 1 Excerpt of the

= . Activity Analysis Cogni-
computer activities: analysis tive
worksheet. Facilitator domains
version with detailed activity
desgrlptlons m §olumn 2; the Logging on Intervals (time between keystrokes)
participant version, column 3, Distributions
was left blank

Error rate

Initiated not completed (start typing password but do not finish)
Action failure (wrong password)

Action failure corrected — (wrong password then right password = suc-
cessful correction, wrong then wrong =unsuccessful correction)

Total number of attempts

Table 2 Excerpt of the cognitive indicators with detailed definitions in column 2

Cognitive Indicators—framework of terms memory

Sensory memory

The short-lived retention of sensory information, measurable in milliseconds to seconds, as when we recover what

was said to us a moment before we were paying close attention to the speaker

Short-term/working memory Transient representations of information held in mind (and/or actively processed) for very short periods of time
(i.e. seconds). Representations may be related to information that has just been activated from long-term mem-
ory, or to something recently experienced. It can be tested with tasks such as recalling digit spans backwards, or

re-sequencing letter-number strings

as opening, minimising and closing windows, the use of
scroll bars and drag—drop operations. E-mail activities
were reading, replying and deleting e-mails, while word
processing listed typical editing and formatting opera-
tions. Each activity (see Table 1) was accompanied with
space for description of measures and possible errors in
column 2, while column 3 provided space for the experts
to enter the Cls associated with the activity, measure/
error. Draft definitions of cognitive indicators (ClIs,
see Table 2) were also handed out. The experts worked
through Sect. 1, then after a short break the group com-
position was changed for Sect. 2 and this was repeated
for Sect. 3.

4. Summary wrap-up session in which the workshop out-
comes were summarised by the lead facilitator.

The scribes made notes on their copies of the activities-
analysis worksheets during the group sessions. Flipcharts
were provided for each group to make notes.

3.1.2 Workshop 2

The goal of this workshop was to consolidate the partial
causal model, which had been elicited in the first workshop.
The second half-day workshop, held in February 2015, was
composed of five of the experts who had participated in the
first workshop, and the same four project members. This
workshop focused on changes in computer activities over
time as well as consolidating expert opinion on possible

causal indications of activities on CIs and categorising indi-
cations into MCI, mild, moderate or severe dementia.
The workshop procedure was:

1. Introduction and task briefing
Card-sorting computer activities according to indica-
tions of dementia severity. Experts were divided into
two groups which were changed between the two card
sets, each with a project member facilitator/scribe. They
were given descriptions of computer activities on cards
organised in eight sections: login, opening a familiar
program, opening a Word document, scrolling, dragging
a file into a folder, opening/reading e-mail, replying to
e-mail and cut/paste editing. Each activity card (total
68, presented in two sets) described an error or potential
abnormality in the recorded data, e.g. slower, incomplete
action, and a sample was illustrated with screen-capture
videos. Blank cards were available for the experts’ own
suggestions. The experts were invited to sort the cards
into a timeline progression of four dementia-severity
categories, and place the cards into a hierarchical order
of importance for indicators within each category. They
were then asked to arrive at a consensus categorisation
within each group.

3. Trends were presented as graphs for fictional individual
users. Each graph was a possible pattern in activity fre-
quencies, durations and errors, as well as sequences of
normal and abnormal operations (see Fig. 3). The graphs
presented fictitious scenarios of the data we expected
to capture over time, and were therefore important for
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3 3
months

Fig.3 Example of a trend scenario card. This card aims to stimulate
discussion about the activity gaps being explained as an impairment
or the user’s context, e.g. away on holiday, sporadic use, etc

specifying data-mining pattern analysis requirements.
The experts were asked to sort the cards as before and
annotate them with CIs or other reflections on possible
reasons for the observed data.

4. Workshop summary and discussion of future plans.

The results of the workshop were analysed and used to con-
struct a questionnaire which was sent to the six experts who
had participated in the first workshop.

3.1.3 Questionnaire

The questionnaire design was based on the CIs from the first
workshop and the activities from the second, with the aim of
creating a consensus on the associations between computer
activities and CIs. The CIs that were considered to be more
important by the experts were selected with the computer
activities that were ranked as being more salient indications
of dementia. The questionnaire asked the experts to indicate
the association between the CIs and computer activities on a
3-point scale. The experts were asked to complete the ques-
tionnaire independently in their own time. The questionnaire
matrix was organised in seven activity sections describing
errors or abnormal operations (22 items) which were to be
cross-referenced to the Cls as before in six sections (memory,
attention, executive function, etc.), see “Appendix” Table 3.
The respondents were asked to indicate the extent to which
abnormal operation could be an indicator for a given CI,
graded as either none (blank), some indication (one tick) or
strong indication (two ticks).

4 Domain expert requirements: results
The first workshop produced a consensus list of CIs, e.g.

short-term memory, long-term memory, memory recall.
Some of the CIs on the original list were revised, and new

@ Springer

CIs were proposed by the experts. No cross-referencing of
computer activities to CIs was achieved because no con-
sensus about the activities emerged within the allocated
time. The second workshop produced a list of activities
(top 5-10) for each dementia-severity category, e.g. errors
such as attempting to paste text before select/cut, or being
unable to start a task.

The trend-graph sorting task in the second workshop
indicated that increasing errors were the most important
indicator of dementia, including measures of frequency
and diversity errors. Changes in activity frequency over
time were the second important indicator, acknowledging
that the noise (user mood, interruptions, changes in task,
holidays) in the signal (dementia-related change) had to be
accounted for. New signal patterns were suggested, such as
a frequency decline followed by failure to return to previ-
ous levels. This distinguished between gaps in recordings,
followed by return to previous levels, which may be due to
a holiday. Decline in frequency and increase in duration
might indicate onset of MCI, but these measures would
have to be compared with normal age-related decline.

The questionnaire produced a ranked list of activities
marked by frequency associated with CIs, see “Appendix”
Table 3 and further details in [55]. All the respondents
agreed that four computer-use behaviours were strongly
indicative of cognitive impairment across a range of Cls:
executive function, language, memory and visuospatial
perception. For example, all the experts indicated that
“Opening a series of different incorrect folders before
opening the correct document in the correct folder” is
strongly indicative of impairment in memory and, more
specifically, recall.

There was a partial consensus for other user behaviours
that might indicate some level of impairment in any of the
cognitive domains. However, a majority (75% agreement)
was found for a total of 12 user behaviours, split across
CIs for attention, executive function, language, memory
and visuospatial perception domains, which did indicate
a possible progression towards MCI; e.g. “Cuts the text,
but does not paste” may offer some indication that there is
impairment to sustained attention and vigilance.

5 Results summary: causal model
and requirements

No complete causal model for dementia analysis was
produced, and only partial linking of computer activities
with CIs was achieved in the questionnaire and second
workshop. It became clear that no complete specification
of a causal model linking behaviour patterns to CIs and
tentative diagnosis of mild cognitive impairment (MCI)
or dementia could be specified. Medical experts did not
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possess the necessary knowledge, although a partial causal
model was elicited with prioritisation of CIs which were
estimated to be more important indications of MCI/demen-
tia. Consequently there was a gap in requirements speci-
fying how patterns of user behaviour should be linked to
CIs with no immediate means of eliciting this knowledge.
In spite of this, the elicitation process did provide use-
ful indications about which CIs and computer activities
were more important indicators of dementia in four stages
of disease progression. In particular, executive function,
which controls planning and decision making, might be an
important CI since this could be detected by language text
measures as well as errors, and idiosyncratic user behav-
iours. Memory and attention were also important CIs;
however, generally, the mapping between user behaviour
and errors to CIs was many-to-many rather than to a spe-
cific indication. Conversations with the experts produced
emergent findings not present in the briefing materials,
such as learning difficulties being an important indica-
tor and how these might be manifest in errors when users
encounter unexpected pop-up alerts, and unfamiliar appli-
cations or websites. A partial causal model was produced
and this informed requirements for data mining. The gen-
eral conclusion was that many behaviour and error meas-
ures needed to be combined to give a reasonable indication
of potential pathology. CIs were more helpful for reflecting
on errors and possible reasons for observed behaviour than
forming components in a causal analytic model.

Few requirements were specified in the classic sense of a
list of functional requirements. Instead, high-level require-
ments goals were the outcome, as well as a partial causal
model. The goals became requirements to drive the data-/
text-mining strategy, i.e.

(i) Look for changes in activity patterns over time within
each individual.

(ii) Establish a baseline of variation for each individ-
ual, then use learning algorithms to detect changes
against the baseline.

(iii) Combine many user behaviour variables to establish
the baseline and detect significant changes.

(iv) Prioritise certain user behaviours over others, such
as errors and incomplete sequences of actions.

(v) Benchmark individual change against known statis-
tics for age-related change, and clinical tests of activ-
ity in people with MCI/dementia.

(vi) Create hypothesis-directed pattern recognisers to
detect problems motivated by the prioritised Cls,
e.g. error classifiers in behaviour sequence analysis,
excessive switching between windows. Both indi-
cate executive dysfunction. Repeated search for the
same icon/user command may also indicate a recall
memory problem.

Requirements (i) to (iv) suggested hypothesis-discovery
data mining to search for any unusual data patterns and the
subsequent use of CIs to decide which represent important
indications or not, while requirements (v) and (vi) could
be used to specify hypothesis-directed data mining. These
were refined into requirements for classifiers and interpret-
ers to search for specific patterns in the data motivated by
prioritised Cls.

6 Design requirements: data and text
mining

Expertise for these design requirements lay within the pro-
ject team which contained expert researchers in data and text
mining, as well as experienced software engineers familiar
with problems of logging data from keyboard and mouse
devices.

6.1 Data-capture requirements

Discussions within the design team proposed a system archi-
tecture composed of monitors, data-cleaning aggregation
components which then fed standard data- and text-mining
tools. The monitors collect data from the user’s mouse and
keyboard actions, then interpreters make sense of low-level
interactions in terms of user actions in Windows, website
browsing, and the use of applications such as Word and
Outlook e-mail. Requirements were elaborated, and sub-
sequently implemented, for the data logger to record user
activities at three levels: keyboard and mouse, operating
system (e.g. desktop activities) and application level. All
Windows events were deemed potentially useful for detect-
ing the CIs of dementia, with the view to further analysis to
determine those most pertinent. Activities were captured as
a list of time-stamped events at the mouse/keyboard level
using an imported Microsoft.NET library. At the operating
system level, native C#.NET libraries were used to detect
file system events (files changed, created and renamed) and
changes to the clipboard. Microsoft Ul Automation events
recorded operating system actions such as opening/closing/
minimising/maximising windows, changes in focus, menus
opened/closed and elements selected by the user. Experi-
mental analysis with working prototypes under a range of
data file loads, informed trade-off decisions for non-func-
tional performance requirements; for example, “structure
change” events which appeared to be the richest source of
information for monitoring user activities had to be ignored
as listening for them resulted in response time problems and
missing logging of other events. At the application level, the
Office Primary Interop Assemblies and the Internet Explorer
automation object were used to detect events from Microsoft
Word, Outlook and Internet Explorer, the three applications
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which were selected for the prototype based on technical
feasibility and previous requirements studies [1, 2] as being
relevant for monitoring activities of older adult users.

6.2 Data and text mining

Detecting change in user behaviour implied awareness
requirements for data mining and how to interpret changes
in data patterns to infer possible diagnostic signs of early
dementia. Awareness requirements evolved into specification
of data- and text-mining strategies, informed by the domain
expert knowledge reported above, to discover potentially
significant patterns in the data. The relationship between
project activities and different types of requirements is illus-
trated in Fig. 4. The different types of requirements are listed
in “Appendix B”. The knowledge elicitation workshops
described in Sects. 3 and 4 produced the preliminary causal
model explained in Sect. 5. Design requirements informed
development of the data-capture prototype (Sect. 6.1) which
was then used in two studies: (a) a preliminary, longitudi-
nal study of senior participants using their own computers
over 9 months with a cohort of 20 females, 13 males, mean
age=72.9 years, MCI=15, SCI=18 (see below) and (b)
a controlled experiment with set tasks, duration 60 min,
comparing 24 healthy participants (mean age 71 years, 14
female) with 20 participants (mean age 75.6 years, 6 female)
who had an existing diagnosis of dementia or its precursor,
MCI. The controlled experiment was intended as a proof of
concept that differences in simple data measures (e.g. event
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frequencies, durations, keystrokes, mouse moves) could be
detected between healthy and MCI subjects, which was the
case [56]. The longitudinal study addressed the more com-
plex problem of detecting changes over time which might
indicate early stages of dementia among a group of healthy
participants, and indications of subjective cognitive impair-
ment (SCI), i.e. participants with no diagnosis, but who had
reported concerns about memory loss.

Analysis methods for the complex longitudinal data,
where user goals were unknown, started with an experi-
mental rather than a requirements-driven approach. These
include variation and sequence analyses to compare sets of
contiguous events that have been divided into either uniform
time segments (e.g. ten-minute segments) or processed using
a sliding windows approach. Text-mining requirements
were informed by a richer literature on dementia research,
which provided indications about metrics of text verbos-
ity, diversity of vocabulary, and syntactic patterns that indi-
cate onset of dementia [57, 58]. Unfortunately text capture
from e-mail and weekly diaries produced only small vol-
umes, which invalidated application of text-mining tools;
the participants simply did not write enough. A variety of
data-mining techniques [59] were applied on event totals
and for sequence mining, e.g. Markov sequences, association
rule analysis, cluster analysis and eigen vector techniques
to provide metrics to characterise event transition matrices.
No consistent patterns were discovered as it became appar-
ent that we faced a double unknown problem. First, clinical
cognitive tests on the volunteer subjects taken in parallel
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with the computer logging produced few reliable differences
between individuals and no clear indications of behaviour
trends associated with dementia. Secondly, the variation in
the recorded behaviour both between individuals and within
one individual over time was considerable and showed no
obvious patterns. Consequently there was a gap in require-
ments specifying how patterns of user behaviour should
be linked to CIs with no immediate means of eliciting this
knowledge.

The controlled experiment comparing groups of healthy
users with users with a known diagnosis of early dementia
[56] demonstrated that the recorded logs of behaviour were
significantly different between the two groups, although it
did not produce much insight into requirements for inter-
preting changes in user behaviour over time, or how these
might be linked to clinically significant indications of pos-
sible dementia. However, the experiment did illustrate the
need to investigate variations between individual users and
variations in behaviours within a person over time. A new
high-level goal emerged to distinguish the signal (behav-
iour change indicative of early dementia) from the noise
(changes due to mood, change in tasks, concentration, etc.).
This implied new requirements to characterise “normal vari-
ation” that might be caused by multiple environment influ-
ences, e.g. users’ tasks, computer-use habits, mood, fatigue,
and other unpredictable factors such as interruptions, change
in websites, and other software. Since the project terms of
reference for non-intrusive monitoring rendered knowledge
of these factors as unknowns, characterising normal varia-
tion became an important emergent requirement. Normal
“noise” variation in user behaviour patterns which reflect
change in mood, task and other contextual factors, had to
be distinguished from the signature changes that indicate
possible onset of dementia. This prompted investigation of
statistical analysis techniques to evaluate variation in many
non-orthogonal variables associated with individuals and
changes in many variables across a population and across
time. Possible solutions to this emergent problem are multi-
level modelling and variance analysis [60-62]. Had the vol-
ume of available data been greater, machine-learning tech-
niques might have been used to tease apart intra-individual
variation from significant change. The relatively small
number of participants (N =33) generating data over only
9 months made this approach infeasible for SAMS; however,
application of ML by a project with access to the necessary
resources may produce significant results.

In response to the emergence of these unknown problems
in the requirements process, a research strategy evolved to
integrate two complementary threads of further require-
ments activity:

e A bottom-up approach to assess a baseline of normal
variation and then discover patterns in the data and then
investigate their implications.

e A top-down approach based on the knowledge elicitation
from medical experts to specify pattern interpreters for
cognitive indicators of dementia.

Data-driven data mining is suitable when little previous
knowledge exists, apart from general heuristics to guide the
search. The hypothesis-directed mode is used when more
specific knowledge is present to guide the search for par-
ticular data patterns. The requirements ranged from param-
eters for configuring data-mining tools, to heuristics to guide
analysis of data-mining results, and more detailed func-
tional requirements where pattern analysers were specified
for important cognitive indicators. The requirements were
grouped into the following categories, which are illustrated
with some examples:

1. Data-mining tool configuration

Analyse variation within individuals to establish
trends by using months 1-3 as training data for learning
algorithms with subsequent months as test data.

Configure event-sequence mining tools to analyse
frequent event-sequences which might represent normal
user behaviour and less frequent, exceptional sequences
that could indicate errors.

These requirements directed tool configuration and
data-mining strategy. As data analysis progresses these
requirements will change in light of insights gained from
the first iteration of investigation.

2. Data analysis heuristics

In trend data look for decreasing frequencies or
increasing durations with temporal irregularities such
as rapid changes in frequencies.

After-activity gaps investigate frequencies before and
after as well as pattern regularity.

Search and analysis heuristics will also evolve as the
investigation proceeds. Serendipitous discovery of data
patterns may improve our awareness of what to look for,
and further consultation with experts may produce new
heuristics.

3. Hypothesis-directed classifiers, with CI targets informed
by the results reported in section I'V.

Incomplete drag sequences, when no final action
is found, such as delete document or file document in
folder (executive dysfunction/attention)

Several sequential undo—redo actions (executive dys-
function)

Repeated text in same e-mail message (attention,
executive dysfunction)

Incorrect or inappropriate words in message (semantic
error).
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The last category of requirements was the most concrete
outcome of knowledge elicitation from clinical experts.

The requirements in group (i) specified software data-
mining tool controls; group (ii) became guidelines for human
data analysis; and group (iii) was refined into functional
requirements for bespoke software and tool configuration.
The software that monitored the user and logged their data
was installed on the home computers of 33 elderly subjects.
This data was analysed using the data-mining requirements
outlined in this paper, leading to design of a causal analysis
component. This analysis component is based on require-
ments elicited from experts, augmented by findings from
a first iteration of data analysis. Future challenges are to
extend the links between observed behaviour patterns and
CIs, and then to synthesise the CIs into a diagnostic causal
model.

Machine learning was rejected as a solution in our
experimental requirements study for the simple reason that
it requires large data volumes, which did not exist. Further-
more machine learning could discover many extraneous false
positives from (a) other pathologies not related to dementia,
(b) other behaviour patterns not related to any pathology
such as individual styles of use, (c) patterns related to tasks,
culture, individual mood and a host of other contextual fac-
tors. Unsupervised machine learning would therefore require
a long and possibly fruitless analysis phase to exclude a large
number of false positives. However, supervised machine
learning may be more promising since it could be based on
the hypotheses and heuristics we elicited from the experts.
We expect domain knowledge requirements to evolve in
further iterations of SAMS implementations as the expert
system causal model is refined by data-mining results.
Hence we are following the experience of [63] who used
data mining to refine domain experts’ knowledge in a medi-
cal diagnosis support system. Their Bayesian probabilistic
model enabled uncertainty in evidence to be accounted for,
which we expect to encounter in the SAMS signal-to-noise
problem.

7 Reflections and lessons learned

7.1 Eliciting domain expert knowledge
requirements

Recruiting and choosing the “right” experts to participate
in the workshops was not easy. The information required
by clinical experts to detect cognitive impairment and
make a diagnosis relies on clinical history, medical exami-
nation and the results of cognitive test batteries, such as
ACE and MoCA [3, 4], rather than on data derived from
longitudinal computer use. We recruited experts who were
clinical practitioners in the assessment and diagnosis of
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dementia with some research experience, as well as medi-
cal/cognitive neuroscience research experts who special-
ised in neuropsychology and aspects of cognitive impair-
ments, particularly related to neurodegenerative disorders.
Incentivising experts, who are busy people, proved to be
difficult. We agreed on a joint authorship publication (cur-
rently under review) as the main incentive, backed up with
personal persuasion by the project team.

Terminology was a particular problem in workshop 1.
There is incomplete consensus in the psychological litera-
ture on the definition of many cognitive terms, e.g. execu-
tive function, attention, types of memory. Furthermore, the
meaning of these terms varies subtly between the cognitive
psychology and medical research communities. This cre-
ated a communication problem. In spite of this, we were
able achieve a consensus on Cls.

Experts had limited knowledge of computer data or
the recording process, so data measures and outputs were
novel. This created an “imagination gap” which we tried to
fill with samples, scenarios and videos of screen-recorded
examples. The activities and errors were organised in dif-
ferent layers, e.g. basic mouse and keystroke data, operat-
ing system (Windows) actions, and the application layers
Word and Outlook e-mail. While these layers were use-
ful for specifying data-capture requirements, they created
some confusion among the experts. Few CI computer
activity worksheets were completed, partly because the
computer activities and their cognitive implications were
unfamiliar concepts. Other reasons were task overloading:
the four-section sheet was too long and detailed, and this
compounded the imagination gap. These issues limited the
outputs which could be achieved.

As a consequence of the experience with the first
workshop, the tasks and structure of the second were
redesigned to simplify cross-referencing activities to the
disease progression categories and the use of cue cards
showing fictitious graphs of user activity over time as cues
for the same categorisation. The computer activities-CI
cross-referencing task was assigned to a post-workshop
questionnaire since the experts would have been exposed
to many computer examples, and could refer to the work-
shop material when completing the questionnaire at their
own pace.

The second workshop worked better and stayed on
schedule. However, lack of consensus between the groups
appeared because each group adopted a different interpre-
tation of the importance of the activity-disease category
association. For example, one group focused on specific-
ity: does this activity indicate impairment in this CI only
but not in others? The other group focused on sensitivity:
does this activity indicate category x (weakly ... strongly)?
Once this divergence was discovered, intervention by
the facilitators enabled consensus to be established. The
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experts needed considerable explanation about how the
trend data presented in the final graph sorting task was
related to the activities presented in the first card sort.
Once they understood the data, they indicated specific pat-
terns which they regarded as more indicative of potential
pathology, adding further longitudinal data patterns which
had not been presented. The follow-up questionnaire pro-
duced a reasonable consensus on a list of user behaviours
and errors that should be prioritised as stronger indications
of early cognitive decline.
To summarise what worked well:

Scenarios and video examples, briefings, group discus-
sions.

Card sorts.

Simplified tasks in the second workshop.

Difficulties encountered:

Cross-referencing Cls to computer activities; the task was
too complex.

Flip charts for focusing discussion on CIs and activities.
Attempts to steer the discussion by recording possible
consensus often provoked more disagreement.
Consensus process for linking computer activities to CIs
was difficult because the experts’ knowledge and experi-
ence in the IT domain were diffused.

Questionnaires: the number of participants was too low,
partly because of the difficulty in convening an expert
reference group in the first place, and partly because we
were limited to experts who had participated in the work-
shops and therefore had the necessary briefing.

In conclusion, no complete causal model linking CIs to
dementia diagnosis existed before the study, so attempt-
ing to achieve this to produce detailed requirements for
SAMS was not realistic. Moreover, the experts had limited
experience of computer activities and longitudinal observa-
tions of human computer interaction that might be linked
to detecting the onset of dementia, so the study objectives
lay beyond current expert knowledge.

In spite of our over-ambitious aims, the process did elicit
a partial model with CIs and prioritised user errors and
activities against dementia severity (stage of disease). This
produced useful requirements for data mining in data-driven
mode, i.e. how to interpret patterns derived from computer
data in terms of ClIs, and hence possible indicators of impair-
ment. Output from the trend-graph analysis also gave useful
indications about which type of activity pattern to ignore/
concentrate on. The partial model also provided require-
ments for developing hypothesis-directed data-/text-mining
tools. For example, executive function had one of the high-
est scores. Typical executive dysfunctions include planning

mistakes, losing the thread of a task or conversation, failing
to complete tasks, difficulty in swapping between tasks, and
poor/incorrect plans. We therefore specified “interpreter”
functions to trawl the data looking for errors and incom-
plete sequences in computer operation, excessive switching
between windows, repeated Internet searches, and incom-
plete tasks in e-mail and word processing.

From our experience, a modified Delphi technique
appears to be appropriate for eliciting expert knowledge
and conversations between experts in focused workshops
deliver good insight. However, choice of seeding scenar-
ios to guide expert conversations is critical. It is difficult
to anticipate a priori the range of topics and viewpoints
held by experts. Preparation before the workshops by ask-
ing experts to critique briefing materials is one possible
improvement. More detailed discourse analysis [49] of
expert conversation might produce further insights, but
this is a resource-intensive process and for our purposes
the gain was not apparent in a domain where knowledge
was incomplete. The use of questionnaires to finalise
consensus is useful since it allows experts to reflect on
their judgement, removed from any potential group bias
within a workshop. The downside lies in being restricted
to the small number of experts who participated in the
workshops and were therefore aware of the terminology
and concepts.

To develop the above conclusions further recommenda-
tions for improving knowledge elicitation from experts are
to focus on analysing guided conversations between experts,
where two experts discuss a suitable task/scenario, the con-
versation is audio recorded and analysed without transcrip-
tion thus avoiding the cost of discourse analysis. We propose
the following guidelines for this approach:

1. Provide initial proposals for experts to react against,
in our case a “straw man” causal model with cognitive
indicators. This should stimulate conversations between
experts which may give useful insights.

2. Drive the analysis from a process/task perspective, e.g.
asking our experts to diagnose possible dementia given
scenarios of fictitious patients and recorded data. This
has the merit of focusing attention on problem solving
and avoiding terminology arguments which we encoun-
tered.

3. In the preparation phase referred above, provide a stand-
ard set of scenarios, with straw man diagnoses.

4. Analyse the recorded conversations using the task struc-
ture and cognitive models of problem solving as refer-
ence points.

5. After the initial analysis present the results back to
experts and ask them to critique the domain knowledge
and revise the analysis as necessary.
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The conversational approach could be integrated with
workshops and questionnaires should sufficient expert be
available.

7.2 Awareness and emergent requirements

We had expected that the SAMS project would extend the
concept of awareness requirements from relatively simple
goal-directed monitors to more complex awareness involv-
ing many variables and change that emerges over a long time
period. Hence data- and text-mining tools become design
requirements for implementing awareness of state of a com-
plex entity, i.e. a person’s mental health, and departure from
the normal healthy behaviour. The unknowns at the outset
of the project were the extent of the contributions which
data-/text mining and intelligent interpreters might make to
the solution. As knowledge elicitation form clinical experts
proceeded, it became increasingly clear that intelligent inter-
preters would not solve the problem. Initial experimental
data analysis revealed the critical unknown: the extent of
variation in the recorded data. On reflection, this unknown
might have been anticipated a priori; however, there were
few previous longitudinal studies of “normal” human—com-
puter interaction, possibly because of privacy concerns.
Furthermore, the occasional interaction logging studies in a
medical context concentrated on more controlled conditions
with games or simpler data, such as mouse moves [48, 64].
As our awareness about the nature of the SAMS domain
increased, i.e. the complexity and variability of human
behaviour, new requirements in the form of investigation
strategies emerged. These extended awareness requirements
towards a flexible toolkit approach, in which a mix of data-
mining tools and hypothesis-directed intelligent interpreters
were integrated in an adaptive manner. Statistical data min-
ing established the baseline normal variation (both within
and between individuals); if the behaviour of an individual
transgressed thresholds for several variables, then hypoth-
esis-directed interpreters were invoked to search for more
diagnostic evidence of dementia. This adaptive approach
has produced further unknowns about the threshold triggers:
how many variables and what level of statistical significance
in variation to use? Once more we have to adopt an experi-
mental approach, with a sensitivity analysis of variables’
ranges to understand appropriate settings so false positives
(unnecessary alarms) are missed, and undetected true posi-
tives are avoided.

The key lesson we draw from this experience concerns an
experimental approach to RE when dealing with unknown
domains. In complex domains, knowledge may not exist a
priori; instead it has to be established by an iterative process
of prototype implementation and extensive testing. While
SAMS was a research project, and therefore complex and
potentially unknown requirements were to be expected, we
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expect experimental RE may be applicable to many aware-
ness requirements applications in complex domains where
change can only be established over time by sophisticated
data analysis.

A final reflection concerns the boundary of unknowns
and the role of the domain knowledge held by the project
team members. In SAMS, three members out of ten had
clinical and cognitive psychological expertise. This helped
in discussion to establish consensus on the Cls, and was
essential for planning the workshops. However, there was
a knowledge gap with unknowns about the functionality of
data-/text-mining tools on the clinical side, while the soft-
ware engineers’ unknowns arose from lack of understanding
about the complexities of diagnostic knowledge for demen-
tia. Only one member had both computer and cognitive psy-
chological expertise. This bridging role guided the overall
structure of the elicitation process and helped to prepare the
requirements goals, i.e. the causal model and linking com-
puter activities to CIs. However, it also contributed towards
the task overloading experienced in the first workshop. In
retrospect, it would have been advisable to pursue a more
modest structured agenda of building up the model in layers,
concentrating on knowledge closer to the experts’ domains,
i.e. CIs and dementia. De facto that was the outcome of the
process. There were also limitations in how much the single
person could achieve in closing the unknowns gap between
the software engineers and clinical experts.

8 Discussion

The contribution from our RE experience in the SAMS pro-
ject has been to extend the concept of awareness require-
ments [12] in complex domains where the object of moni-
toring may not be the designed system but entities in the
domain, such a people, organisations and the environment.
The second contribution extends the unknowns framework
for RE [6, 7] to explore the boundaries of known knowledge
in the domain and with development teams. In doing so,
we have advocated a new “experimental” approach to RE
in complex domains. Finally we have evaluated a standard
knowledge acquisition approach based on Delphi techniques
[51, 52] for RE.

The knowledge acquisition process we adopted followed
established methods and, generally, the workshop expert-
conversation approach produced good results; however, our
experience showed that eliciting knowledge-based require-
ments is still a difficult task in spite of decades of practice-
based refinement [10, 26]. Some of the problems, e.g. the
language knowledge gap, were encountered even though
the RE team did have appropriate domain knowledge. Our
experience suggests that requirements engineers need con-
siderable domain knowledge to bridge the communication
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gap in knowledge elicitation with experts, in contrast to the
findings of [30] for domains with conventional requirements.
The Delphi method [51, 52] had to be modified extensively
during the process, indicating that flexible and adaptive
approaches to elicitation are advisable. Green et al. [51]
experienced difficulties with established consensus and con-
cluded that the Delphi process was more suited to domains
where opinions, problems and concepts are well known in
the expert community. On reflection, our goals may have
been over-ambitious and possibly unrealisable, since no
mature diagnostic model of cognitive and behavioural symp-
toms of early onset of dementia existed. One conclusion is
to assess the degree of maturity in domain knowledge, and
if the area is uncertain, frame the elicitation exercise akin
to a research road map, i.e. discover the unknowns, where
further research is necessary; and the partially knowns,
with less than 100% confidence in the knowledge; as well
as more mature knowns. Our experience reflects the degree
of “knowness” at project initiation in RE. The fact that
expert knowledge and a causal model for diagnosis would
be needed was a partial knowledge (from the analysts’ per-
spective) but the degree of existing domain knowledge was
“Unknown”. As it transpired, much of this knowledge was
indeed unknown by the experts; furthermore, unknown
(by the analysts and experts) requirements emerged during
the project, e.g. the individual variation problem, which
were “unknown unknowns” from both analyst and expert
perspectives.

Recruitment of experts was another known problem
[11] we encountered, although we did select a range of
experts covering research as well as clinical practice in
dementia. One escape from recruitment limitations might
be to crowd-source requirements, an approach that has
attracted increasing interest in RE [65]. While this remains
a possibility for future work, we expect crowd-sourcing
will be no panacea for expert requirements. First, the prob-
lem framing is critical and we had to adapt our process
rapidly between the workshops. Understanding problem
framing will be more difficult over the Internet. Secondly,
the quantity of briefing material to promote expert under-
standing of the requirements is considerable, and the
motivation to digest such information online may be low.
Finally, selecting the right kind of experts and motivating
them, even with crowd-sourcing selection panels, is likely
to be difficult.

We have noted the limitation of the number of experts
in this study; however, we believe that repeating the exer-
cise with more experts may not produce radically improved
results. Given the complexity of the domain, and the task
which was on the boundary of the experts’ knowledge,
improving consensus may be difficult. The approach we
adopted in retrospect may have been appropriate for explor-
atory knowledge discovery in a partially known domain,

whereas most knowledge elicitation techniques assume
domains with mature and stable knowledge [11, 20, 50].

RE in healthcare has adopted a range of approaches, rang-
ing from ethnographic investigation of work practices [66] to
interviews and JAD workshops [67], formal modelling [68]
and machine learning for analysing traceable dependencies
in healthcare documents [69]. The diversity of approaches
reflects the wide range of applications within the health-
care domain. For user interface-related requirements, sce-
narios, prototypes and an iterative approach appear to be
successful [1, 70]; however, hidden requirements inherent
in complex domains may be difficult to discover [66]. The
review of healthcare data analytics [71] discusses the prob-
lem of complex ontologies and terminology in healthcare
which we encountered with our experts; [71] propose a ref-
erence strategy for information modelling and healthcare
data analytics which we suggest needs to be developed to
account for knowledge-based modelling. The KMoS-RE
approach [39] is related to the approach we adopted to
tacit knowledge elicitation with interviews and workshops,
although [39] used more specific lexical discourse analysis
techniques, whereas we took a taxonomic approach to help
expert formalisation of their knowledge. The SAMS inves-
tigation produced interesting implications for the nature of
requirements. First, requirements that emerged in a partial
causal model for diagnosis illustrated that even in expert
domains, knowledge may be incomplete. RE may therefore
have to adopt a more experimental approach to filling in the
gaps in expert knowledge. This approach will not be experi-
mental in the classic sense of hypothesis-driven controlled
experiments; instead it is an iterative prototype and evalua-
tion process extending knowledge by a sensitivity analysis
investigating key variables. Experimental RE may be viewed
as an extension of participatory design or co-design col-
laborations with domain experts [72, 73]; however, we advo-
cate a more systematic questioning approach. The second
implication concerns requirements for configuring data- and
text-mining tools. As software becomes increasingly tool
driven, configuration and tool parameterisation will be more
common. Requirements therefore have to be cognisant of
tool capability, essentially an intertwining of requirements
and architecture [74].

The SAMS experience with a knowledge intensive
domain has implications for theoretical models of RE, in
particular the well-known KSR paradigm [75]. Domain
knowledge as mental constructs of experts becomes trans-
formed by the requirements process in specifications of the
machine (in our case causal models for signs of dementia),
which can be applied to implementable reasoning mecha-
nism such as Bayesian Nets. However, other requirements,
in our cases “design requirements” in Sect. 6 can also be
argued to be domain knowledge held by expert computer
scientists that also become transformed into specifications
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of the machine, as data- and text-mining processes. Indeed
the close relationship between K, S and R is acknowledged
by the inevitable intertwining and requirements and archi-
tecture [13, 74].

The requirements for configuring data-mining tools which
we elicited suggest a new perspective on awareness require-
ments [12]. We have argued that AWRE should consider
data-mining applications where monitoring large volumes
of data across time is necessary to modify original require-
ments [76]. The high-level requirements in SAMS were
run-time monitors in the classic sense [12, 41] but extend
the monitors/awareness requirements concept with the per-
spective of multiple interacting variables and large, per-
sistent data volumes. Whereas previous run-time monitors
and awareness requirements have made the tacit assumption
that there is a run-time loop coupling monitors that check
systems behaviour against goals and corrective action for
any observed deviations [12, 18, 41], we argue the loop
between monitoring and corrective feedback need not be
tightly coupled. Furthermore it may involve human and well
as system agency. For example in SAMS, monitors were
intended to detect deviations in human behaviour against a
standard for normality. If significant changes were detected,
then the system action was alert the user and their doctor.
This perspective of longer-term awareness requirement pro-
duced data-mining and data analysis requirements that indi-
cated tool-oriented solutions for many run-time monitors
where persistent data is present, while other requirements
become tool setting and configurations. Furthermore, goals
such as hypothesis-directed classifiers, contribute require-
ments for generic data-mining tool development. Awareness
requirements in complex systems need to be extended in
time and scope to include multiple variables with sensor and
intelligent interpreter components that can detect complex
changes in several variables. Such complex AwReqs may
need embedded system models of complex domain phe-
nomena, such as users and their behaviour, which have been
developed in user modelling research [77, 78]. However, as
we discovered, the expert knowledge for developing such
models may not exist, so AWRE may have to adopt data-
mining tools as a means of monitoring complex systems over
an extended time period. Requirements in this approach will
need to inform selection of appropriate tools for the nature of
the problem domain, and specification of tool controls and
settings. In complex systems, AWRE may need to define the
process and tool-integration strategies by which knowledge
is discovered using machine learning, data and text mining.

The experience and lessons learned we report have to
be interpreted within the context of the medical application
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domain and project context. While we make no specific
claims for generality, we point to several generalisable find-
ings for awareness requirements/run-time monitors, princi-
pally extension of AWRE to persistent open-loop monitoring,
tool-driven approaches to persistent data in AWRE; the need
to model based interpretation of complex persistent data, and
the difficulties inherent in eliciting such models from experts
in domains with incomplete knowledge. These findings were
probably be germain to a wide variety of complex socio-
technical systems where human or socio-technical system
behaviour form the subject matter for awareness. Our find-
ings on elicitation of requirements from experts could have
been improved by recruitment of more experts, but it also
illustrates the problem of such analyses: experts are gener-
ally few in number but busy people.

SAMS software for monitoring computer activity has
been implemented and recorded activity from 33 volun-
teers. Analysis of this data is continuing. Future software
development will be iterative, following an experimental
approach, as we discover requirements for analysing patterns
in the recorded data that might indicate onset of demen-
tia. We expect requirements will emerge from inspection of
exceptions and unusual results from data and text mining,
which will have to be cross-referenced to the CIs and find-
ings from the workshop to establish whether the patterns
are a possible indicator. Domain knowledge requirements
will evolve as SAMS implements the expert system causal
model which is refined by data- and text-mining results, fol-
lowing the experience of [63] who used data mining to refine
domain experts’ knowledge in a medical diagnosis support
system. A final reflection on the SAMS experience of the
unknown unknowns in RE [7] is that the known-partially
known boundary is fluid and depends on a dialogue that
discovers knowledge not only between experts but also
between experts and different members of the development
team. Further research is needed to understand the relation-
ship between tacit and unknown/partially known knowledge
[79]. Recognising the limits of the current knowledge should
be an important aim during the process because awareness
of the “boundary of ignorance” prompts requirements for
knowledge discovery where data exists, and requirements
for further research where it does not. SAMS may illus-
trate a class of systems where some requirements remain
as unknowns even when the system is in operation. As
SAMS is a research project, the requirements are limited by
the horizon of expert knowledge; hence, experimental RE
using iterations of data-driven research leading to prototype
improvement appear to be the way forward.
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Appendix B: Summary of Requirements
produced at different stages
of the investigation

(a) High-level Requirements for Data Mining—from work-
shops

1. Look for changes in activity patterns over time
within each individual.

2. Establish a baseline of variation for each individ-
ual, then use learning algorithms to detect changes
against the baseline.

Table 3 List of computer activities association with indications of dementia. A complete list and further details can be found in [55]

Computer-use behaviour change Cognitive domain Cognitive term Level of Strong  Some
consen- indica-  indi-
sus tion cation

Sentences are less dense than usual (i.e. uses less verbs, adjec- Language Production Full 100 0

tives, adverbs)

Opens a series of different incorrect folders before opening the Memory Recall Full 100 0

correct document in the correct folder

Opens and closes the same wrong Word document numerous Executive function Inhibition Full 80 20

times

Uses a reduced set of vocabulary in e-mails Language Production Full 80 20

Repeatedly types a series of different incorrect passwords (e.g. Memory Declarative Full 80 20

Dogl; Catl; Dog?2) after receiving “incorrect username/pass-
word” messages

Opens a series of incorrect Word documents before opening the Memory Recall Full 80 20

correct document

Repeatedly types a series of different incorrect passwords (e.g. Memory Recall Full 80 20

Dogl; Catl; Dog?2) after receiving “incorrect username/pass-
word” messages

Clicks the mouse more than five times in rapid succession on the  Perception and action Motor control Full 80 20

program icon
Repeatedly double clicks in areas of the screen that are close to Perception and action Spatial perception Full 80 20
(but not on) the program icon

Repeatedly types the same incorrect password (e.g. Dogl; Executive function Self-error monitoring Full 60 40
Dogl...) despite receiving “incorrect username/password”
messages

Sentences are shorter than usual Language Production Full 60 40

Appendix A

See Table 3.

3. Combine many user behaviour variables to establish
the baseline and detect significant changes.

4. Prioritise certain user behaviours over others, such
as errors and incomplete sequences of actions.

5. Benchmark individual change against known sta-
tistics for age-related change, and clinical tests of
activity in people with MCI/dementia.

6. Create hypothesis-directed pattern recognisers to
detect problems motivated by the prioritised Cls,
e.g. error classifiers in behaviour sequence analysis,
excessive switching between windows.

@ Springer


http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/

Requirements Engineering

(b) Design Requirements for Data Capture (Sect. 6.1)

(©)

e Record events from keyboard and mouse with time
stamp

e Record event identities as keystrokes (QUERTY) and
mouse moves with button clicks.

e Interpret mouse actions (clicks) on significant Ul
objects as user actions on windows, sliders, icons,
etc.

e Interpret mouse actions for application commands
in selected applications: Word and Outlook, as Open
Close Windows, Select Menu Option {ID}, etc.

e Interpret mouse actions on web browsers to record
Browser commands and selecting links with URLSs.

High-level Design Requirements for Data Mining—
from investigations by software design team in light of
workshop requirements (Sect. 6.2)

1. Data-mining tool configuration

e Analyse variation within individuals to establish
trends by using months 1-3 as training data for learn-
ing algorithms with subsequent months as test data.

e Configure event-sequence mining tools to analyse
frequent event-sequences which might represent
normal user behaviour and less frequent, exceptional
sequences that could indicate errors.

Data analysis heuristics

e In trend data look for decreasing frequencies or
increasing durations with temporal irregularities
such as rapid changes in frequencies.

e After-activity gaps investigate frequencies before and
after as well as pattern regularity.

Hypothesis-directed classifiers: analysers to detect spe-
cific user interaction sequences:

e Incomplete drag sequences ,when no final action is
found, such as delete document or file document in
folder (executive dysfunction/attention)

e Several sequential undo—redo actions (executive dys-
function)

e Repeated text in same e-mail message (attention,
executive dysfunction)

e Incorrect or inappropriate words in message (seman-
tic error).

@ Springer
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