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Empirical test of the performance of an acoustic-phonetic approach to forensic voice comparison under conditions similar to those of a real case

ABSTRACT

In a 2012 case in New South Wales, Australia, the identity of a speaker on several audio recordings was in question. Forensic voice comparison testimony was presented based on an auditory-acoustic-phonetic-spectrographic analysis. No empirical demonstration of the validity and reliability of the analytical methodology was presented. Unlike the admissibility standards in some other jurisdictions (e.g., US Federal Rule of Evidence 702 and the Daubert criteria, or England & Wales Criminal Practice Directions 19A), Australia’s Unified Evidence Acts do not require demonstration of the validity and reliability of analytical methods and their implementation before testimony based upon them is presented in court. The present paper reports on empirical tests of the performance of an acoustic-phonetic-statistical forensic voice comparison system which exploited the same features as were the focus of the auditory-acoustic-phonetic-spectrographic analysis in the case, i.e., second-formant (F2) trajectories in /o/ tokens and mean fundamental frequency (f0). The tests were conducted under conditions similar to those in the case. The performance of the acoustic-phonetic-statistical system was very poor compared to that of an automatic system.
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Highlights

- Aural-spectrographic forensic voice comparison testimony was presented in court.
- The analysis focused on F2 trajectories and mean f0 in /o/ tokens.
- No demonstration of validity and reliability was provided.
- We empirically tested an acoustic-phonetic analysis based on the same features.
- Under conditions similar to those of the case, the performance was very poor.
1. Introduction

In a New South Wales, Australia, case that went to trial in 2012, the defendant was accused of lodging fraudulent tax returns via the Australian Tax Office’s automated telephone system. The system verbally asked the caller questions using a synthesized or pre-recorded voice, and used automatic speech recognition to interpret the caller’s spoken responses. The system also recorded the outgoing and incoming audio. A suspect was questioned in a police interview room, and that interview was recorded. The suspect was charged and put on trial.

The prosecution instructed a forensic practitioner who performed a forensic voice comparison, produced a written report, and testified in court. The practitioner’s analysis was based on a combination of auditory, acoustic-phonetic, and spectrographic approaches (details provided in Section 3 below). The practitioner did not provide an empirical demonstration of the validity and reliability of her approach and its implementation. The defense instructed another forensic practitioner, the second author of the present paper, who provided a written critique of the first practitioner’s report and testified in court, but did not analyze the actual audio recordings. During voir dire the defense attempted to have the first practitioner’s testimony excluded, but it was ruled admissible. Before the jury, the defense argued that the practitioner’s testimony should be given no weight since the validity and reliability of her approach and its implementation had not been demonstrated.

In the research study reported in the present paper we empirically test the performance of an acoustic-phonetic-statistical forensic voice comparison system which exploits the same types of acoustic properties that the first forensic practitioner focused on, i.e., second-formant (F2) trajectories in /o/ tokens and mean fundamental frequency (f0). We compare the performance of the acoustic-phonetic-statistical system with that of a standard automatic system, a Gaussian mixture model - universal background model (GMM-UBM) which used mel frequency cepstral coefficients (MFCCs) to measure acoustic properties of the speech. We empirically test both systems under conditions similar to those in the case. The relevant population, speaking styles, and recording conditions of the recordings of speakers of known and questioned identity vary from case to case to the extent that the results of testing a system under the conditions of one case may provide little information as to the performance of that same
system under the conditions of another case. We have therefore argued that the validity and reliability of a forensic voice comparison system should be tested on a case-by-case basis [1],[2]. When we perform a forensic voice comparison for presentation in court, we make all possible enquiries regarding the recording conditions, and go to all practical lengths to obtain data which are representative of the relevant population and which reflect the speaking styles and the recording conditions in the case. For the current research activity, however, we do not go to the same lengths. Instead, we simulate conditions which are broadly similar to those in the case, and rather than collect new data which would more closely reflect the conditions of the case, we make the best use we can of speaker recordings from an existing database. The tests of validity and reliability are therefore conducted under conditions which are forensically realistic and similar to those in the case, but not exactly the same.

We proceed by first discussing legal admissibility (Section 2). We then describe and critique the testimony provided by the practitioner (Section 3). We then describe the acoustic-phonetic-statistical and automatic systems, the methodology for testing, and the test results (Sections 4–5). We end with discussion and conclusion (Section 6).

2. Admissibility

The aural-spectrographic approach to forensic voice comparison has been in use since the 1960s, but has been highly controversial. For reviews, see [1]–[9]. From the beginning, a major objection from the scientific community was that the validity and reliability of the approach had not been empirically demonstrated under casework conditions [10],[11]. Worldwide, however, the approach is still very popular. A recent INTERPOL survey of law enforcement agencies found it to be the second most popular approach, after the auditory-acoustic-phonetic approach [12].

In the United States, until the 1990s, testimony based on the aural-spectrographic approach was admitted by about 60% of courts and rejected by about 40% [13]. Following the publication of a National Research Council report [3] in 1979, the FBI continued to use the aural-spectrographic approach for investigative purposes (until 2011), but, as a matter of policy, no longer presented court testimony based on this approach. The number of cases in which testimony based on the aural-spectrographic approach
was presented in court by others gradually declined. In *Angleton*\(^1\) in 2003 following an admissibility hearing under Federal Rule of Evidence (FRE) 702 and *Daubert*,\(^2\) the aural-spectrographic approach was ruled inadmissible. *Daubert* explained that “The subject of an expert’s testimony must be ‘scientific ... knowledge.’ The adjective ‘scientific’ implies a grounding in the methods and procedures of science. Similarly, the word ‘knowledge’ connotes more than subjective belief or unsupported speculation.” It also stated that “Ordinarily, a key question to be answered in determining whether a theory or technique is scientific knowledge that will assist the trier of fact will be whether it can be (and has been) tested.”

Key criteria for admissibility under FRE 702 (amended in 2000 in light of *Daubert*) include that “(b) the testimony is based on sufficient facts or data; (c) the testimony is the product of reliable principles and methods; and (d) the expert has reliably applied the principles and methods to the facts of the case.”\(^3\)

The court in *Angleton* found that “The potential rate of error of the aural spectrographic method is unknown and may vary considerably, depending on the conditions of the particular application.” “The evidence and testimony show that there is great dispute among researchers and the few practitioners in the field over the accuracy and reliability of voice spectrographic analysis to determine the identity of recorded speakers. ... The post-*Daubert* case law casts doubt on the reliability and admissibility of voice spectrograph analysis.” “[The practitioner’s] testimony is unreliable under Rule 702. He is applying a technique that, in general, lacks the reliability necessary for admission under Rule 702. ... [His] testimony does not meet the standards necessary for admission. It is properly excluded as unhelpful and confusing to the jury.” Based on published rulings, testimony based on the aural-spectrographic

---

2. *William Daubert et al. v Merrell Dow Pharmaceuticals Inc.*, 509 US 579 (1993). In 2014 in England & Wales guidelines were introduced including admissibility criteria that are similar to FRE 702 - *Daubert*. The current version appears in section 19A of *Criminal Practice Directions [2015] EWCA Crim 1567 Consolidated with Amendment No. 2 [2016] EWCA Crim 1714.*
3. *Daubert* explains that “In a case involving scientific evidence, *evidentiary reliability* will be based upon *scientific validity.”* Emphasis in original.
approach does not appear to have survived a Daubert challenge since then. For a more thorough review of admissibility of forensic voice comparison under FRE 702 and Daubert (and under Frye) see [2].

Admissibility of expert testimony under Australia’s Uniform Evidence Acts (UEA) requires that an expert witness have “specialized knowledge based on his or her training, study or experience”, but does not require any demonstration of the validity and reliability of their analytical approach and its implementation. Predating the introduction of the New South Wales UEA, the aural-spectrographic approach was ruled admissible in Gilmore in 1977. The decision in Gilmore was based in substantial part on the fact that in the early to mid 1970s the spectrographic method had been ruled admissible by a number of courts in the US. Notwithstanding US courts’ subsequent rejection of the aural-spectrographic approach, the stated reason for its admission in the 2012 New South Wales case was that it had been ruled admissible 35 years earlier in Gilmore.

3. Auditory-acoustic-phonetic-spectrographic forensic voice comparison

The practitioner’s approach to forensic voice comparison in the 2012 case was based on a combination of auditory, acoustic-phonetic, and spectrographic analyses, which focused on the features outlined below.

There were a large number of /o/ tokens in the recordings of the speaker of questioned identity (hereafter the questioned-speaker recording) because many of the automated telephone system’s questions resulted in responses which were the word “no”. The practitioner cited research literature describing an ongoing sound change in Australian English in which an innovative pronunciation of /o/, i.e., something approaching [oi], is produced by a small proportion of speakers, mainly females under age 30. The practitioner stated that she heard this variant of /o/ in both the known-speaker recording (the

---

4 Frye v. United States, 293 F. 1013 (D.C.Cir.1923)


6 R v Gilmore [1977, 2 NSWLR 935]
recording of the police interview with the defendant) and questioned-speaker recording. The practitioner made spectrograms of /o/ tokens from both the known- and questioned-speaker recordings. Fig. 1 shows spectrograms of some /o/ tokens taken from a recording of a speaker in our database, the style of the figure reflects that of figures included in the practitioner’s report (no axis labels or scales were provided). The practitioner stated that “As the known sample is spontaneous conversational speech, a spectrogram of a sample of ‘no’ utterances is far more variable than the lodgment calls, but a trained eye can readily discern that many utterances show the rising F2 associated with this pronunciation.” The practitioner’s report did not include any spectrograms of /o/ tokens from the known-speaker recording, and did not include any quantitative measurements of second formant trajectories. The practitioner did not provide results of any empirical tests to demonstrate her ability, based on subjective aural and visual judgement, to class speakers as a member of the group with this innovative pronunciation, or to identify individual speakers either in general or within this group.

Fig. 1. Example of the style of plot presented by the practitioner to show second formant trajectories.

The practitioner reported that the fundamental frequency of the questioned-speaker recordings had “a highly consistent pitch range, at around 210Hz, slightly above average for female speakers” and “All callers show an average pitch around 210-220Hz, which is normal to slightly high for a female”. No documentation or data were provided to support the statement regarding the average f0 for female speakers, and the relevant population was not refined beyond “female speakers”. The practitioner provided a figure similar in style to Fig. 2 showing spectrograms of /o/ tokens from the questioned-
speaker recordings and f0 tracks (our plot shows /o/ tokens taken from a speaker in our database). No axis labels or scales were provided, but we presume the frequency scale for the spectrogram was ten times that for the f0 tracks. The horizontal dashed line indicated 210 Hz. The practitioner stated that “The voice in the known sample is of mid to high pitch, averaging somewhat over 200Hz”, but provided no plots or exact measurements of the f0 of this speaker. The practitioner also stated that “The pitch is similar in both samples (though it is more variable in the known sample than the questioned sample, this is readily explained by differences in the style of language)”, but also admitted that f0 “is not of itself a reliable identifier”. If we accept her statements regarding average f0 in the relevant population, then the probability of finding the f0 values observed for the known-speaker and the questioned-speaker recordings would be quite high if these were two speakers selected at random from the relevant population. Thus we would surmise that the evidence was about equally likely given either a same-speaker or a different-speaker hypothesis.

![Fig. 2. Example of the style of plot presented by the practitioner to show fundamental frequency.](image)

The practitioner explicitly eschewed the use of likelihood ratios in favor of what she called “a plain language conclusion”. Her conclusion was:

There is ... much to support a hypothesis that [the defendant] is the speaker in the nine lodging calls. Specifically there are substantial similarities in auditory voice quality, pitch and the pronunciation of a particular vowel heard frequently in both samples. It is important to emphasise that the analysis presented here does not of itself ‘prove’ that the known and questioned samples originated from the same speaker. The present report must be evaluated by the court in light of other evidence which is rightly not available
to me. As a guide, I would suggest that this speech evidence can be seen as offering substantial support to any other evidence available to the court that indicates the lodgment calls were made by [the defendant]. If there is no such other evidence available to the court, the speech evidence can be seen as suggesting the lodgment calls were made by [the defendant]. (Emphasis in original)

Part of the logic of the likelihood ratio framework is that a forensic practitioner should evaluate only the strength of the particular piece of evidence they are asked to examine, and that this evaluation should be independent of any other evidence in the case. Hence, the resulting statement of the strength of evidence should not be dependent on any other evidence in the case [7],[9],[15]–[18]. In contrast to this logic, the practitioner’s conclusion as to the strength of the evidence was apparently dependent on the strength of other evidence presented in the trial, and changed depending on the strength of the other evidence.

The practitioner’s conclusion as to the strength of evidence appears to us to be based entirely and directly on her subjective judgement, and she presented no results of tests that would indicate how good she was in making such judgments under conditions reflecting those of the case (or under any conditions). There was also no evidence that she took any steps to reduce the potential for cognitive bias [19].

Under conditions involving telephone transmission, the performance of acoustic-phonetic-statistical systems based on formant measurements has been found to be poor [20],[21]. Under conditions involving telephone transmission, the performance of acoustic-phonetic-statistical systems based on f0 measurements has also been found to be poor [21], and even with studio-quality recordings performance can be poor [22],[23]. To shed light on whether the practitioner’s approach could potentially have had a reasonable degree of validity and reliability under the conditions of the 2012 case, below we empirically test the performance of an acoustic-phonetic-statistical system under conditions similar to those in the 2012 case, and based on the same features as the practitioner focused on, i.e., second-formant (F2) trajectories in /o/ tokens and mean fundamental frequency (f0).
4. Methodology

We work in a paradigm which includes the calculation of likelihood ratios on the basis of relevant data, quantitative measurements, and statistical models, and empirical testing of system performance under conditions reflecting those of the case under investigation. Many specialists in the field of forensic inference and statistics consider the likelihood ratio framework to be the logically correct framework for the evaluation of forensic evidence [24]–[33]. Procedures based on relevant data, quantitative measurements and statistical models are transparent and replicable, and are resistant to cognitive bias if the output of the statistical model is directly reported as the strength of evidence [34]. Empirical testing of validity and reliability is the only way to demonstrate how well a forensic analysis system actually works [1],[15],[35]–[37]. For examples of forensic voice comparison conducted within this paradigm, see [38]–[41]. The analysis below is intended to constitute another example.

4.1. Definition of hypotheses

Based on the circumstances of the case, as described above, we evaluate the strength of the evidence as a likelihood ratio which answers the following two-part question:

- What is the probability of the evidence given the prosecution hypothesis, i.e., what is the probability of getting the measured acoustic properties of the voice on the questioned-speaker recording if the speaker on that recording were the defendant?

versus

- What is the probability of the evidence given the defense hypothesis, i.e., what is the probability of getting the measured acoustic properties of the voice on the questioned-speaker recording if the speaker on that recording were not the defendant but some other speaker selected at random from the relevant population?

These hypotheses are mutually exclusive and, within the circumstances of the case, exhaustive. In this case we would not expect any reasonable disagreement with the observation that the speaker on the questioned-speaker recording was an adult female Australian English speaker. This is a fact that would
be obvious to the trier of fact. We therefore restricted the relevant population to adult female Australian English speakers. We assume here that the speaker was arrested and charged on the basis of information not related to the properties of her voice, and hence do not further restrict the population.

Note that we have not restricted the population to female Australian English speakers who produce the innovative variant of /o/ mentioned by the practitioner. Any strength of evidence which may be associated with whether a speaker produces this variant is not overtly assessed, but it may potentially be accounted for as part of the general acoustic analysis, which includes an analysis of formant trajectories.

4.2. Samples of the relevant population

In order to train and test the forensic voice comparison systems, we need recordings from a sample of speakers representative of the relevant population. These recordings also have to reflect the speaking styles and recording conditions of the questioned-speaker and known-speaker recordings in the case. Recordings of 136 adult female Australian English speakers were taken from a database of voice recordings [42]. The database was designed and collected specifically for the purpose of conducting forensic research and casework (see [43] for details of the data collection protocol). The database included speakers from multiple geographical areas in Australia, who spoke with a range of broad to general Australian accents. High-quality audio recordings of the speakers were made at 44.1 kHz sampling frequency 16 bit quantization. Most speakers were recorded in multiple non-contemporaneous sessions (separated by one to two weeks). In each session they produced recordings in multiple different speaking styles. Recordings of an information-exchange task conducted over the telephone were used as the starting point for simulating questioned-speaker-condition recordings, and recordings from a simulated police interview task were used as the starting point for simulating known-speaker-condition recordings.

4.3. Questioned-speaker conditions

In the case proper, there were actually multiple recordings in which the identity of the speaker was in question, but for simplicity we focus on one representative questioned-speaker recording. The questioned-speaker recording was of a telephone call – for the current research we assume that this was
a mobile telephone (Global System for Mobile communication, GSM) to landline connection. The recording provided for analysis was single-channel PCM with a sampling frequency of 8 kHz and 16 bit quantization.

Sections during which the questioned speaker was speaking were manually located and extracted from the questioned-speaker recording. Sections of background noise when no one was speaking were also extracted. This resulted in 198 sections corresponding to the questioned-speaker utterances with a total duration of 76 s, and 356 sections of background noise with a total duration of 275 s.

We manually located and marked the beginning and end of all “no” tokens in the questioned-speaker recording. There were 15 “no” tokens.

4.4. Simulation of questioned-speaker conditions

The procedures we use for recording condition simulation are broadly similar to those previously used in [39]. The description below is somewhat abridged, see [39] for additional details.

High-quality recordings from the information exchange task in the database were used as the starting point for simulating questioned-speaker-condition recordings. Of the tasks in our database, this task had the most similar speaking style to the speaking style of the questioned-speaker recording in the case. If we were actually to perform a forensic analysis for submission to the court in this case, we would prefer to collect new data which reflected conditions even more similar to those of the case. We would have speakers make telephone calls and interact with an automated system. There may be substantial differences in the speaking style used for interacting with a machine compared to interacting with another human. In addition, if we wanted to specifically analyze “no” tokens we would design the task so as to elicit lots of “no” tokens.
Fig. 3. Procedure for simulating the questioned-speaker recording condition.

We simulated the recording condition using the following procedure (see also Fig. 3):

1. The speech signals were downsampled to a sampling frequency of 8 kHz.

2. Transmission over a mobile-telephone network was simulated. We first simulated the handset characteristic with a linear-phase finite impulse response (FIR) filter [44]. To simulate the effects of the adaptive multi-rate narrow-band (AMR-NB) speech codec [45] used in mobile-telephone transmission, we use the reference fixed-point software implementation [46]. The AMR-NB codec specifies eight modes operating at bit rates between 4.75 and 12.20 kbit/s. Telephone networks can adapt transmission parameters such as the bit rate allocated to speech every two speech frames (40 ms), depending on the quality of the wireless transmission channel [47]. When a call is established, a maximum of four AMR codec modes are selected as the active codec set, beginning with the second-lowest codec mode. In half-rate operation, modes in the active codec set are selected from the five lower-bitrate modes (4.75–7.40 kbit/s), in full-rate operation from all eight modes. Neither the sequence of AMR codec modes used in the mobile-telephone transmission of the actual questioned-speaker recording nor general statistics about the usage of modes were available. For the purpose of simulating the mobile-telephone transmission we selected four modes as the active codec set in full-rate operation. These modes are denoted $A$, $B$, $C$, and $D$, corresponding to bit rates of 5.15, 6.70, 7.95, and 12.20 kbit/s. These modes cover low, mid, and high bit rates. Using a Markov chain (graphically represented in Fig. 4) we randomly generated a sequence of AMR codec modes with predefined transition
probabilities. The transition probabilities were set to enable simulation of dynamic bit rate adaptation over relatively short time spans. The generated mode sequence is then used by the software implementation, operating in discontinuous transmission (DTX) mode, to encode and subsequently decode the speech signal.⁷

Fig. 4. Markov chain used to generate a sequence of AMR codec modes with predefined transition probabilities.

3. A filter simulating the landline-telephone bandpass characteristic (approximately 300–3400 Hz [51]) was applied using an implementation provided by the “potsband” function of the Voicebox toolbox [52] in MATLAB.

4. The signal was compressed and subsequently decompressed using the a-law algorithm [53] used in landline telephone systems in Australia. The implementations were those in the “lin2pcma” and the “pcma2lin” functions of the Voicebox toolbox.

5. The amplitude of the resulting signal was then adjusted to match the amplitude of the questioned-speaker recording.

⁷ Prior published studies on the effect of the AMR codec on acoustic measurements in forensic voice comparison did not vary the bit rate over the course of one recording [48],[49] or used randomly generated mode sequences using a uniform distribution [50].
6. Sections of background noise taken from the original questioned-speaker recording were concatenated in random order (with an onset and offset ramp to avoid transients) and added to each questioned-speaker-condition recording.

An audio recording illustrating the results of adding each step of questioned-speaker-condition simulation is provided at: https://entn.at/implcase/

4.5. Known-speaker conditions

The known-speaker recording was obtained during a police interview at a police station. For the current research we assume that the recording system was a standard model used by New South Wales Police: DHC DVD TripleDeck Interview Recorder – Australian Police Model by David Horn Communications Ltd, Luton, UK. This system records a stereo audio signal at a sampling frequency of 48 kHz 20 bit quantization per channel and saves the audio in a compressed format using the MPEG-1 layer 2 (MP2) standard [54] at 256 kbit/s bitrate and 16 bit output precision. The microphones are Knowles Acoustics MB6052ASC-1 electret condenser microphones.

For the known-speaker recording from the actual case, sections during which the known-speaker was speaking were manually located and extracted, as were sections containing background noise when nobody was speaking. This resulted in 1281 sections corresponding to the known speaker’s utterances with a total duration of 28 min, and 293 sections of background noise with a total duration of 573 s.

We manually located and marked the beginning and end of all “no” tokens in the known-speaker recording. There were 107 “no” tokens.

4.6. Simulation of known-speaker conditions

The procedures used for recording condition simulation are broadly similar to those previously used in [39]. The description below is somewhat abridged, see [39] for additional details.
High-quality recordings from the interview task in the database were used as the starting point for simulating known-speaker-condition recordings. We simulated the recording condition using the following procedures (see also Fig. 5):

1. The speech signals from the database were convolved with an estimate of the impulse response of the room in which the known-speaker recording had been made. The police interview had been conducted in a reverberant room; however, the specific characteristics of the room were not known. We estimated the reverberation time (RT60)\(^8\) from the speech sections of the known-speaker recording using the estimation algorithm described in [55] as implemented in [56].\(^9\) Then, using an implementation of the image source model [58] we simulated the room impulse response. We

\[ x_r[i] \rightarrow \text{MPEG-1 layer 2} \rightarrow y_r[i] \]

\[ \text{amplitude scaling} \rightarrow x_n[i] \]

\[ x_n[i] \rightarrow \text{suspect recording noise} \]

---

\(^8\) RT60 is the time taken for sound intensity in a room to drop by 60 dB after a continuous sound is abruptly switched off.

\(^9\) Blind reverberation time estimation is a continuously developing research area. The procedures described here were used to simulate realistic recording conditions that are representative of those on the suspect recording in the case. The effect of the procedure used on the validity and reliability of forensic voice comparison relative to actually recording in the relevant reverberant environment is an open research question which is not addressed in the present paper. If we were preparing a report to submit to the court and had access to the interview room, we would prefer to actually measure the impulse response of the room [57].
specified room dimensions and microphone and speaker positions as the same as we used in a previous case (see [39]). The resulting impulse response had the frequency by reverberation time properties shown in Fig. 6.

![Figure 6](image)

Fig. 6. Frequency by reverberation-time properties of the simulated room impulse response (RT60).

2. The reverberation-degraded recordings were then encoded and decoded at 256 kbit/s using a software implementation [59],[60] of the MPEG-1 layer 2 standard.

3. The same procedures for amplitude adjustment and addition of background noise as were applied to the questioned-speaker-condition recordings were applied to the known-speaker-condition recordings, matching signal amplitude to the original known-speaker recording and adding noise taken from the original known-speaker recording.

An audio recording illustrating the results of adding each step of known-speaker-condition simulation is provided at: https://entn.at/implcase/

4.7. Acoustic-phonetic-statistical forensic voice comparison system

4.7.1. Acoustic analysis
The practitioner’s analysis focused on second formant (F2) trajectories and mean fundamental frequency (f0) in realizations of /o/ in tokens of the word “no”.

Tokens of /o/ in the word “no” were manually located in the known- and questioned-speaker-condition database recordings, and the start and end points of those tokens marked using SOUNDLABELLER [61].

There were between 3 and 72 tokens (median 36) in each known-speaker-condition recording, and between 0 and 13 tokens (median 3) in each questioned-speaker-condition recording (7510 tokens total across all known-speaker-condition recordings, and 515 tokens total across all questioned-speaker condition recordings). The number of “no” tokens in the database recordings was lower than in the known- and questioned-speaker recordings in the case, which had 107 and 15 “no” tokens respectively. As previously mentioned, if performing casework employing this acoustic-phonetic-statistical approach we would collect data specifically for this case including speaking tasks specifically designed to elicit a large number of “no” responses. For the present research, we proceed using the tokens available in the database recordings.

We made human-supervised measurements of the mean f0 and of the F2 trajectory in each /o/ token. The measurements were made using FORMANTMEASURER [62]. See [20] for details of the measurement system and procedures. We fitted discrete cosine transforms (DCTs) to the F2 trajectories (for an overview of this approach, see [63]). DCTs were fitted to trajectories with frequency in hertz, and time on an equalized-duration timescale (the measured points for each token were linearly interpolated to a set of 126 points, see [64]). The zeroth through third DCT coefficients were used in subsequent analyses. This resulted in a feature vector [f0-mean, F2-DCT0, F2-DCT1, F2-DCT2, F2-DCT3] describing the properties of each /o/ token.

**4.7.2. Division of data into training and test sets**

83 of the 136 speakers from the database either had only one recording session each or did not have any “no” tokens in their questioned-speaker-condition recording. Since same-speaker comparisons for these speakers could not be constructed, data from these speakers could not be used for testing. The
known-speaker-condition recordings of these speakers were therefore used as training data. The remaining 53 speakers had at least two recordings and some /o/ tokens in their questioned-speaker-condition recording. Known-speaker-condition and questioned-speaker-condition recordings from these speakers were used as test data.

4.7.3. **Likelihood ratio calculation – MVKD**

Likelihood ratios were calculated using Aitken & Lucy’s multivariate kernel density formula (MVKD) [65],[66], as implemented in [67]. The likelihood ratio output of the MVKD formula was treated as a score which had to be converted to a likelihood ratio. Score to likelihood ratio conversion was performed using logistic regression [68]–[71]. A regularization coefficient of 0.001 was used for robust training of the logistic regression model [72]. Training was performed using data from the test set, but with cross validation to avoid training and testing on the same data. Cross validation was leave out all data from the relevant one speaker for a same-speaker comparison, and leave out all data from the relevant two speakers for a different-speaker comparison.

4.8. **Automatic forensic voice comparison system**

4.8.1. **Acoustic analysis**

Mel frequency cepstral coefficients (MFCCs [73]) were extracted every 10 ms over the entire speech-active portion of each recording using a 20 ms wide hamming window. Vectors consisting of the 1st through 14th MFCC coefficient values and their deltas [74] were used for subsequent modelling. Care was taken such that measurements did not extend into portions of the recording during which the speaker of interest was not speaking, see [39] for details.

The mismatch-compensation techniques, feature warping [75] and probabilistic feature mapping [76],[77], were applied to the MFCC+delta vectors.

4.8.2. **Division of data into training and test sets**

The same division of 83 speakers in the training set and 53 speakers in the test set as had been used for the acoustic-phonetic-statistical system was used for the automatic systems. The training set
consisted only of known-speaker-condition data, and the test set of both known-speaker-condition and questioned-speaker-condition data.

4.8.3. Likelihood ratio calculation – GMM-UBM

Details of this system and procedures are identical to those described in [39]. A background model was trained from data of speakers in the background set. To avoid the background model being biased towards speakers with longer recordings, the number of MFCC+delta vectors used from each speaker in the training set was 11,618 (the number available from the shortest recording in the training set). 11,618 vectors were randomly selected from each speaker.

From each known-speaker-condition recording in the test set 12,367 vectors were used (this was the number available from the shortest known-speaker-condition recording in the test set). 12,367 vectors were randomly selected from each recording.

3,522 MFCC+delta vectors were extracted from the questioned-speaker recording. 3,522 contiguous vectors were selected from the beginning of each questioned-speaker-condition recording in the test set.

Scores were calculated using a Gaussian mixture model universal background model (GMM-UBM [78]) with 512 Gaussian components. Scores were then converted to likelihood ratios using logistic regression with cross-validated training on the test set.

4.9. Fused system

A system combining the output of the acoustic-phonetic-statistical system and the automatic system was created. Logistic regression was used to fuse the scores from the two systems [79],[80]. The same cross-validation procedure as was used in training the score to likelihood ratio mapping for individual systems was also used for the fused system.

4.10. System testing

For all speakers in the test set, each speaker’s Session 1 questioned-speaker-condition recording was compared with their own Session 2 known-speaker-condition recording, and with their Session 3 known-speaker-condition recording if one was available. These were same-speaker comparisons. Each
speaker’s Session 1 questioned-speaker-condition recording was also compared with every other speaker’s Session 1, 2, and 3 known-speaker-condition recordings, as available. These were different-speaker comparisons. Likelihood ratios were calculated for 86 same-speaker comparisons and 4628 different-speaker comparisons.

The log likelihood-ratio cost (mean procedure, $C_{llr}$-mean) was calculated as a measure of validity of the system, and the 95% credible interval (95% CI, parametric procedure) as a measure of reliability. The procedures were as described in [81]. $C_{llr}$-pooled was also calculated as a single measure conflating the effects of both validity and reliability [68],[82]. Results are presented graphically using Tippett plots (see [9],[83]) and detection error tradeoff plots (DET [84]). DET plots were obtained using the Receiver Operator Characteristic Convex Hull method [85].

5. Results

The results of testing the validity and reliability of the acoustic-phonetic-statistical system, automatic system, and fused system are graphically represented in Figs. 7 through 9. Fig. 7 plots $C_{llr}$ and 95% CI values. Tippett plots are provided in Fig. 8, and DET plots in Fig. 9.

The tests of the acoustic-phonetic-statistical system resulted in a $C_{llr}$-mean value of 0.842 and a 95% CI of ±0.451 orders of magnitude. The $C_{llr}$-pooled value was 0.834. For the automatic system, the corresponding values were $C_{llr}$-mean = 0.332, 95% CI = ±0.606, and $C_{llr}$-pooled = 0.401. For the fused system they were $C_{llr}$-mean = 0.307, 95% CI = ±0.757, and $C_{llr}$-pooled = 0.360.

![Fig. 7. Measures of validity and reliability of the tested forensic voice comparison systems.](image-url)
Fig. 8. Tippett plots of the results of system tests. (a) acoustic-phonetic-statistical system, (b) GMM-UBM system, (c) fusion of both systems. Solid lines increasing to the left represent the cumulative proportion of different-speaker comparisons in the test set with mean log_{10}(LR) values equal to or greater than the value indicated on the x-axis. Solid lines increasing to the right represent the cumulative proportion of same-speaker comparisons in the test set with mean log_{10}(LR) values equal to or less than the value indicated on the x-axis. Dashed lines to the left and right of the solid lines represent the 95% credible intervals.
Fig. 9. Detection error tradeoff (DET) plot comparing the performance of the tested forensic voice comparison systems.

6. Discussion & Conclusion

We tested the performance of an acoustic-phonetic-statistical system and an automatic system under forensically realistic conditions similar to those of a real case. The acoustic-phonetic-statistical system used second formant trajectory and mean fundamental frequency measurements from tokens of /o/ in the word “no”. These features were the same features that a forensic practitioner had focused on in performing an auditory-acoustic-phonetic-spectrographic analysis for the case. The performance of this system was very poor. Its $C_{ll}$-pooled value was 0.834. A system which always responded with a likelihood ratio of 1, and therefore gave no information to assist the trier of fact in making their decision, would result in a $C_{ll}$-pooled value of 1. The performance of the automatic system was vastly superior to that of the acoustic-phonetic-statistical system. The fusion of the two systems gave some improvement in performance over the automatic system alone (a 10% improvement in $C_{ll}$-pooled).

Despite its poor performance, the acoustic-phonetic-statistical system was a very expensive system to implement since it required substantial human time and expertise to locate and mark the beginning and end of each of 8,025 /o/ tokens and to conduct human-supervised measurements of their F2 trajectories and mean f0. The use of this system also presented other problems: Our database actually included recordings from 242 female Australian English speakers, but we only used recordings of 136
speak. This was because of the expense of locating and measuring the /o/ tokens. In contrast, the automatic system could make use of all these recordings at negligible additional cost. An automatic system trained on the original recordings from 83 speakers plus recordings from an additional 106 speakers, and tested on the same test set as before, had a $C_{llr}$-pooled value of 0.363, a 9.5% improvement compared to the original automatic system. About the same level of improvement as resulted from fusing the original automatic system with the acoustic-phonetic-statistical system, but at much less cost in skilled human labor.

In the research reported in the present paper, we did not use as many “no” tokens for training and testing as were available in the original known- and questioned-speaker recording. This was because the recordings in our database did not contain as many “no” tokens. As previously stated, if we were actually preparing a report for presentation in court, and were using this acoustic-phonetic-statistical approach, we would collect new data in which there would be guaranteed to be a large number of “no” tokens. Using a larger number of tokens may have resulted in better performance from the acoustic-phonetic-statistical system, but at substantial additional cost in additional data collection and additional skilled human labor. Taking both performance and cost into consideration, we think it would be more efficient simply to use the automatic system trained on the larger amount of already available data.

Given the poor performance of the acoustic-phonetic-statistical system under the tested conditions, if testimony based on this system were tendered in a case with similar conditions, we would not expect it to be ruled admissible if the jurisdiction in which it were tendered required demonstration of a sufficient degree of validity and reliability. We ourselves would not even attempt to tender testimony based on such a poorly performing system. We might consider the performance of the automatic system to be reasonable, but we would expect an opposing side to argue that its degree of validity and reliability is insufficient. This is a matter which should be debated before the judge at an admissibility hearing.

It should be noted that we did not test the forensic practitioner and her implementation of her auditory-acoustic-phonetic-spectrographic approach. The poor performance of our acoustic-phonetic-statistical system based on the same features (F2 trajectories and mean f0 in tokens of /o/) may suggest that her performance would be poor, but ultimately we do not know what it would be. That, however, is
exactly the problem: We do not know what her performance would be, and neither would a judge or jury. This should surely have rendered her testimony inadmissible had it been tendered in a jurisdiction which required demonstration of a sufficient degree of validity and reliability.

The present study only tested one set of conditions based on those of one forensic case. We do not know how well the systems we tested here would perform under other realistic casework conditions. Future research could potentially compare the performance of acoustic-phonetic-statistical and automatic systems under conditions reflecting those of other real forensic cases. Based on our current level of knowledge, however, we expect that the performance of the acoustic-phonetic-statistical system would likely be so poor that it is not worth expending the resources on testing it further. We believe that it would be better to invest resources in testing other systems which a priori would be expected to have higher levels of performance.

Statistical systems could incorporate other quantitative measurements of acoustic or other properties of the voices on the recordings under comparison, and could make measurements on tokens of multiple phonemes. Based on the results in [21], however, we do not believe that adding additional phonemes to an acoustic-phonetic system would meaningfully improve performance. If some other type of measurement were used, the validity and reliability of a system making use of those measurements would have to be empirically tested under conditions reflecting those of the case [1],[2]. How well a particular feature works under the conditions of a case is a matter which requires empirical demonstration. The level of performance obtained should also be weighed against the cost of implementing the system [20].
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