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Abstract

We give an overview of a direct boundary integral equation method for the numer-

ical solution of the Cauchy problem for the Laplace equation in doubly-connected

domains; the solution domain is contained within two closed boundary surfaces

(curves in the case of two-dimensional domains). This Cauchy problem amounts to

�nding the values of a harmonic function and its normal derivative on one of the

two closed boundary parts from information about these quantities on the other

boundary surface. It is an ill-posed problem, where noise in the data can completely

destroy the calculated approximation. We outline and give a survey of a regular-

izing method for the stable determination of the sought after quantities, based on

representing the solution to the Cauchy problem as a single-layer potential. This

representation is then matched against the given data, rendering a system of bound-

ary integral equations having two densities to be determined. We give properties of

this system such as existence and uniqueness of the densities, as well as give strate-

gies for the numerical discretisation in two and three dimensional domains. Also

discussed is adjustment to the case of simply connected solution domains and un-

bounded ones. Numerical examples are included both for two and three dimensional

domains. The numerical results show that the proposed method gives good accuracy

with an economical computational cost.

Keywords: elliptic Cauchy problem; 2- and 3-dimensional double connected do-

mains; single-layer potential; boundary integral equations; trigonometric quadrature

method; discrete projection method; Tikhonov regularization.

Çðîáëåíî îãëÿä ïðÿìîãî ìåòîäó iíòåãðàëüíèõ ðiâíÿíü äëÿ ÷èñåëüíîãî ðîç-

â'ÿçóâàííÿ çàäà÷i Êîøi äëÿ ðiâíÿííÿ Ëàïëàñà ó äâîçâ'ÿçíèõ îáëàñòÿõ; îáëàñòü

ðîçâ'ÿçóâàííÿ ðîçìiùåíà ìiæ äâîìà çàìêíåíèìè ãðàíè÷íèìè ïîâåðõíÿìè (êðè-

âèìè ó âèïàäêó äâîâèìiðíèõ îáëàñòåé). Öÿ çàäà÷à Êîøi ïîëÿãà¹ ó çíàõîäæåííi

çíà÷åíü ãàðìîíi÷íî¨ ôóíêöi¨ òà ¨¨ íîðìàëüíî¨ ïîõiäíî¨ íà îäíié ç äâîõ çàìêíåíèõ

ãðàíèöü çà iíôîðìàöi¹þ ïðî öi âåëè÷èíè íà iíøié ïîâåðõíi. Öå ¹ íåêîðåêòíà

çàäà÷à, â ÿêié øóì ó âõiäíèõ äàíèõ ìîæå ïðèâåñòè äî íåïðèäàòíîãî îá÷èñëåíîãî
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íàáëèæåíîãî ðîçâ'ÿçêó. Ìè îïèñó¹ìî i äà¹ìî îãëÿä ðåãóëÿðèçóþ÷îãî ìåòîäó

äëÿ ñòiéêîãî âèçíà÷åííÿ øóêàíèõ âåëè÷èí, ãðóíòóþ÷èñü íà ïîäàííi ðîçâ'ÿçêó

çàäà÷i Êîøi ó ôîðìi ïîòåíöiàëó ïðîñòîãî øàðó. Òàêå ïîäàííÿ ïðèâîäèòü äî

ñèñòåìè ãðàíè÷íèõ iíòåãðàëüíèõ ðiâíÿíü âiäíîñíî äâîõ íåâiäîìèõ ãóñòèí. Âñòà-

íîâëåíî iñíóâàííÿ i ¹äèíiñòü ãóñòèí òà çàïðîïîíîâàíî ñïîñiá ÷èñåëüíî¨ äèñêðå-

òèçàöi¨ ó äâî- òà òðèâèìiðíèõ îáëàñòÿõ. Òàêîæ äèñêóòó¹òüñÿ âèïàäîê îäíîçâ'ÿç-

íèõ îáëàñòåé òà âèïàäîê íåîáìåæåíèõ. Ïðèâåäåíî ÷èñåëüíi ïðèêëàäè äëÿ äâî-

òà òðèâèìiðíèõ îáëàñòåé. ×èñåëüíi ðåçóëüòàòè ïîêàçóþòü, ùî ïðîïîíîâàíèé

ïiäõiä äà¹ äîáðó òî÷íiñòü ïðè åêîíîìíèõ îá÷èñëþâàëüíèõ çàòðàòàõ.

1 Introduction

Let D2 ⊂ IRd, d = 2, 3, be a bounded domain with boundary surface Γ2. This surface
is assumed to be simple (no self-intersections) closed (the surface has itself no boundary
and is connected) and su�ciently smooth. In the case when d = 2, we have a boundary
curve with the similar properties assumed; we shall not explicitly state each time the word
�surface� appear that we also consider planar domains with boundary curves but ask the
reader to keep in mind that the present work also covers the planar case when surfaces
are replaced by curves.

Let then Γ1 be a simple closed (smooth) surface lying wholly within D2 with the
interior of Γ1 being denoted D1. The solution domain D is the region between the two
surfaces Γ1 and Γ2, thus D = D2 \D̄1, see further Fig. 1 for examples of the con�guration.

Let u ∈ C2(D) ∩ C1(D̄) be a harmonic function, that is a solution to the Laplace
equation

∆u = 0 in D (1.1)

and suppose additionally that u satis�es the following boundary conditions on the outer
surface Γ2,

u = f on Γ2 and
∂u

∂ν
= g on Γ2. (1.2)

The linear inverse problem we study is: Given the function values and normal derivative
on Γ2, �nd a harmonic function u in the domain D, matching this data. In particular,

reconstruct the corresponding data u and
∂u

∂ν
on the interior boundary Γ1. Here, ν is the

outward unit normal varying along the boundary surfaces.
This type of problem is known as a Cauchy problem, and the given data on one

boundary part is termed as Cauchy data. The problem is known to have a unique solution
(a consequence of the Holmgren theorem), however, the continuous dependence on the
data cannot be guaranteed making it fall into the category of ill-posed problems.

The Cauchy problem has a long history going back to Hadamard [16], and serves as a
typical example of an ill-posed problem. The Cauchy problem has several important ap-
plications, for example, in cardiology, corrosion detection, electrostatics, geophysics, leak
identi�cation, non-destructive testing and plasma physics. Some works, where references
to applications and methods for Cauchy problems can be found, are [18, 19, 7, 10]). We
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Figure 1: Example of a: a) two dimensional and b) three dimensional solution domain D,
with boundary part Γ1 contained within the outer boundary Γ2

shall not go further into details or references on history or properties of Cauchy problems,
but only state that we assume that data are compatible such that there exists a solution.

Two possible strategies for the numerical calculation of the solution to a Cauchy prob-
lem are the following. One can recast the problem as an equation for the missing boundary
data, and for the obtained equation Tikhonov regularization is employed for the stable
determination of the solution. The second strategy is to form a sequence of well-posed
problems for the same equation and to prove that this sequence converges to the sought
solution of the ill-posed problem. In either of the strategies, in terms of numerical calcu-
lations, approximations of harmonic functions, and in particular their boundary values,
are needed. We shall outline a method belonging to the �rst category, a reference to a
method in the second category is [26].

The solution domain of interest can be of di�erent form to the one introduced above,
in particular in some applications it can be unbounded or simply connected. The au-
thors have been involved in developing methods based on boundary integral equations
for Cauchy problems that are �exible in the sense that they can be adjusted to various
solution domains, and numerically e�cient since only boundary data are needed. In the
present work, we shall give an overview of one such method and results obtained. This
method corresponds to the �rst strategy mentioned above. The results presented are
collected from work done by the authors in [1, 2, 4, 9, 10].

The method is based on boundary integral techniques involving parameterisations of
the boundary surfaces. The solution to (1.1)�(1.2) in the region D is represented as a
sum of two single-layer potentials, one for each boundary surface, with unknown surface
densities. Matching the given Cauchy data, a system of boundary integral equations is
derived from which the densities over the two boundary surfaces can be obtained. We note
that single-layer approaches have been used before for ill-posed problems, for example in
inverse acoustic scattering, but seems somewhat overlooked for the Cauchy problem (for
some properties of single-layer potentials and history, see [11]).

We point out that rather than using techniques based on parameterisations of the
boundary surfaces, one can use the boundary element method (BEM) since only bound-
ary data is needed in the Cauchy problem. However, in the BEM, the boundary surfaces
are discretised into simpler ones, such as planes or quadratics, and this is a non-trivial
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task in itself for surfaces. If these boundary surfaces are instead known via given param-
eterisations, then it becomes advantageous not to use the BEM but instead make use of
the parameterisations and to incorporate further transformations that can render faster
and more accurate numerical results.

We mention that methods for Cauchy problems based on the BEM have been devel-
oped (mainly for bounded planar regions), see for example, [24, 25] (the authors of these
works have plenty more results on techniques based on the BEM for ill-posed problems).
Recently, meshless techniques have been advocated, see the survey [20]. Methods based on
Finite di�erences and Finite elements have also been developed, see, for example, [12, 3].
Thus, most of the standard numerical methods for partial di�erential equations can be
applied for solving the Cauchy problem but they tend to be cumbersome to adjust to, for
example, unbounded domains or are not that e�cient for 3-dimensional regions.

For the outline of this work, in Section 2, we present the general approach for the
Cauchy problem (1.1)�(1.2) of representing the solution as a single-layer potential. The
system obtained by matching the representation against the given data is derived together
with properties in terms of uniqueness of a solution. In Section 3, we show how to
discretise the obtained system for two-dimensional solution domains. In Section 4, we
give the corresponding details for the discretisation in 3-dimensional domains based on
Weinert's method [28]. A note is included at the end of Section 4, discussing how to
adjust the approach for various other types of domains such as unbounded as well as
simply connected ones; references are given where further details can be found. In the
�nal section, Section 5, we give some numerical results for 2- and 3-dimensional solution
domains.

2 A direct integral equation approach with Tikhonov regular-

ization for the Cauchy problem (1.1)�(1.2)

The solution to the Cauchy problem (1.1)�(1.2) is sought in the form of a sum of single-
layer potentials over the two boundary surfaces,

u(x) =
∫
Γ1

φ1(y)Φ(x, y) ds(y) +
∫
Γ2

φ2(y)Φ(x, y) ds(y), x ∈ D, (2.1)

where φ1 ∈ C(Γ1) and φ2 ∈ C(Γ2) are unknown densities (we enforce to have continuous
densities for simplicity in terms of interpreting the boundary integrals), and

Φ(x, y) =



1
2π ln 1

|x− y|
, d = 2,

1
4π

1
|x− y|

, d = 3,

(2.2)

is the fundamental solution of the Laplace equation in IRd.
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Using the classical jump properties of the single-layer potential and its normal deriva-
tive, the representation (2.1) satis�es (1.1)�(1.2) provided that the two densities form a
solution pair of the following system

∫
Γ1

φ1(y)Φ(x, y) ds(y) +
∫
Γ2

φ2(y)Φ(x, y) ds(y) = f(x), x ∈ Γ2,

1
2φ2(x) +

∫
Γ1

φ1(y)∂Φ(x, y)
∂ν(x) ds(y) +

∫
Γ2

φ2(y)∂Φ(x, y)
∂ν(x) ds(y) = g(x), x ∈ Γ2.

(2.3)

For the moment, we take for granted that it exists a unique pair of densities φ1 and φ2
to this equation. Using these densities, the sought Cauchy data on the interior boundary
Γ1 can be found from

u(x) =
∫
Γ1

φ1(y)Φ(x, y) ds(y) +
∫
Γ2

φ2(y)Φ(x, y) ds(y), x ∈ Γ1,

∂u

∂ν
(x) = −1

2φ1(x) +
∫
Γ1

φ1(y)∂Φ(x, y)
∂ν(x) ds(y) +

∫
Γ2

φ2(y)∂Φ(x, y)
∂ν(x) ds(y), x ∈ Γ1.

(2.4)

Before continuing, we brie�y mention that there exists other ways of representing the
solution to the Cauchy problem, which also will render a system of boundary integral
equations to solve for a pair of densities. For example, one can employ Green's represen-
tation formula for harmonic functions,

u(x) =
∫
Γ1

(
ψ2(y)∂Φ(x, y)

∂ν(y) − ψ1(y)Φ(x, y)
)
ds(y) +Q(x), x ∈ D,

with ψ1(x) = ∂u
∂ν

(x) and ψ2(x) = u(x) for x ∈ Γ1, and where

Q(x) =
∫
Γ2

(
g(y)Φ(x, y)− f(y)∂Φ(x, y)

∂ν(y)

)
ds(y).

Using jump properties of single- and double-layer potentials, we obtain the system

−1
2ψ2(x)−

∫
Γ1

ψ1(y)Φ(x, y) ds(y) +
∫
Γ1

ψ2(y)∂Φ(x, y)
∂ν(y) ds(y) = −Q(x), x ∈ Γ1,

−1
2ψ1(x)−

∫
Γ1

ψ1(y)∂Φ(x, y)
∂ν(x) ds(y) + ∂

∂ν(x)

∫
Γ1

ψ2(y)∂Φ(x, y)
∂ν(y) ds(y) = −∂Q

∂ν
(x), x ∈ Γ1.

Clearly, the sought after Cauchy data on Γ1 is the solution pair (ψ2, ψ1). This approach
however su�ers from the drawback of generating a system with a hypersingular kernel
and with a complicated right-hand side.
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In the present work, we therefore only concentrate on the potential approach (2.1).
We shall make use of the following boundary integral operators

(Sijµ) (x) =
∫
Γj

µ(y)Φ(x, y) ds(y), x ∈ Γi (2.5)

and

(Dijµ) (x) =
∫
Γj

µ(y)∂Φ(x, y)
∂ν(x) ds(y), x ∈ Γj (2.6)

with i, j = 1, 2.
We can rewrite the system (2.3) in the following operator form S21φ1 + S22φ2 = f on Γ2,(1

2I +D22

)
φ2 +D21φ1 = g on Γ2.

(2.7)

To investigate solutions to (2.7), we use A : L2(Γ1)×L2(Γ2)→ L2(Γ2)×L2(Γ2), where

A =
 S21 S22

D21
1
2I +D22

 . (2.8)

The system (2.7) corresponds to the ill-posed Cauchy problem (1.1)�(1.2), and there-
fore it will inherit the ill-posedness. Thus, rather than showing well-posedness it is im-
portant that the operator A is such that Tikhonov regularization can be applied for the
stable solution. Recalling the steps in [6, Theorem 4.1] with a straightforward extension
to the 3-dimensional setting, the following result can be established:

Theorem 2.1 The operator A de�ned in (2.8) is injective and has a dense range.

We can then write our inverse problem as an operator equation

Aφ = F (2.9)

to be solved for φ = (φ1, φ2) given the data F = (f, g). To restore stability, Tikhonov
regularization shall be employed, that is we solve the regularized system

(A∗A+ αI)φα = A∗F, (2.10)

where A∗ is the adjoint operator to A, and α > 0 is a regularization parameter to be
chosen appropriately.

We note that other spaces can be considered for the operator A in (2.8). The L2-setting
is rather natural from a practical point of view, since data is typically contaminated with
noise destroying any smoothness assumption on the data. Moreover, the element (2.1)
with square integrable densities has traces in H1(Γ) and L2(Γ) for the function values and
normal derivative, respectively. It is typically with such data that theoretical properties of
the Cauchy problem has been derived; for example interior regularity and local estimates,
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see [17, Theorem 3.3.1]. It is possible though to instead consider properties of the operator
A having in mind the natural Sobolev trace spaces H1/2(Γ2) and H−1/2(Γ2) for the Cauchy
data. An analysis in this direction for the Helmholtz equation is given in [5] for densities
in H−1/2(Γj), j = 1, 2. In this case, for noisy data, smoothing is in general required to
have the given data belong to the required spaces.

In the case of noisy data, we solve

(A∗A+ αI)φδα = A∗F δ. (2.11)

Using the properties of the operator A given in Theorem 2.1, it is known, see Theorem [23,
16.13], that one can devise a rule for choosing the regularizing parameter α such that φδα
tends to the solution of (2.9), when the noise level δ tends to zero. Employing the densities
constituting φδα in the representation (2.1), we obtain an element u

δ
α in H

1(D). Applying
estimates for the single-layer operator in terms of the densities, see [27, Theorem 7.1],
we conclude that uδα tends to u, with u obtained from the densities in (2.9) and the
representation (2.1). This in turn via the trace theorem implies that we also obtain a
sequence on Γ1 converging with decreasing noise level to the sought after Cauchy data. In
fact, since the di�erence u− uδα is a harmonic function, local estimates can be applied to
conclude that u− uδα converges in H`+1(D′), for ` = 1, 2 . . ., and D′ a su�ciently smooth
domain with D′ ⊂ D.

3 Full discretization of (2.7) for 2-dimensional domains

In the case of a planar solution domain the two boundary parts Γ1 and Γ2 are simple
smooth closed curves, which are assumed given by the parametric representation

Γi := {pi(t) = (xi1(t), xi2(t)), t ∈ [0, 2π]},

where pi : IR → IR2 is 2π-periodic with |p′i(t)| > 0 for all t ∈ [0, 2π], pi ∈ C2([0, 2π] ×
[0, 2π]), i = 1, 2.

Using these parametric representations in (2.5) and (2.6), we have the parameterised
integral operators

(S̃ijψ)(t) = 1
2π

2π∫
0

ψ(τ)Hij(t, τ) dτ

and
(D̃ijψ)(t) = 1

2π

2π∫
0

ψ(τ)Kij(t, τ) dτ,

where ψ(t) := µ(pi(t)) |p′i(t)|, for t ∈ [0, 2π] and i, j = 1, 2. Recalling the fundamental
solution of the Laplace equation for planar domains, see (2.2), the kernels can be written

Hij(t, τ) = ln 1
|pi(t)− pj(τ)| , t 6= τ for i = j,

and
Kij(t, τ) = (pj(τ)− pi(t)) · ν(pi(t))

|pi(t)− pj(τ)|2 , t 6= τ for i = j.
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The diagonal values of the functions Kij when i = j are

Kii(t, t) = p′′i (t) · ν(pi(t))
2|p′i(t)|2

.

Elementary calculations reveal that the function Hii can be decomposed as

Hii(t, τ) = −1
2 ln

(4
e

sin2 t− τ
2

)
+ H̃ii(t, τ), t 6= τ,

with

H̃ii(t, τ) = 1
2 ln

(
(4/e) sin2((t− τ)/2)
|pi(t)− pi(τ)|2

)
, t 6= τ

having the diagonal term

H̃ii(t, t) = 1
2 ln

(
1

e|p′i(t)|2

)
.

Using the above parameterisations of the boundary curves together with the derived
expressions for the kernels in (2.3), we have a parameterised system of integral equations

1
2π

2π∫
0

{
H12(t, τ)ψ1(τ) +

[
−1

2 ln
(4
e

sin2 t− τ
2

)
+ H̃22(t, τ)

]
ψ2(τ)

}
dτ = f(p2(t)),

1
2π

2π∫
0

{
K12(t, τ)ψ1(τ) +K22(t, τ)ψ2(τ)

}
dτ + ψ2(t)

2|p′2(t)| = g(p2(t)),

(3.1)

to be solved for ψi(t) = φi(pi(t))|p′i(t)|, i = 1, 2, with t ∈ [0, 2π]. Finding these densities,
we can use (2.4) to �nd the requested Cauchy data on Γ1.

As explained at the end of the previous section, Tikhonov regularization is applied
when solving (3.1) and this means that that the analogous transformations for the cor-
responding adjoint operators to (2.5) and (2.6) are needed. Going down that route will
render a method requiring additional computational cost. This can be avoided by the
simplistic but common approach of �rst discretizing the parameterised integral equations
(3.1) and then apply regularization. Numerically, the obtained results with this latter
approach tend to match the more computationally demanding strategy. It can be made
rigorous by showing an error estimate between the operator A and the discretised one,
and this can be done following ideas for a similar error estimate for the Symm's integral
equation, see [21, Section 3.4.2]. One can then devise a parameter choice rule for Tikhonov
regularization of the discretised operator based on the �neness of the discretisation and
the error level.

For the discretisation of the involved integrals, we consider two quadrature rules both
constructed via trigonometric interpolation with 2n equidistant nodal points

tj := jπ

n
, j = 0, . . . , 2n− 1. (3.2)
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The two quadrature rules are

1
2π

∫ 2π

0
f(τ) ln

(4
e

sin2 t− τ
2

)
dτ ≈

2n−1∑
k=0

Rk(t) f(tk), (3.3)

and
1

2π

∫ 2π

0
f(τ) dτ ≈ 1

2n

2n−1∑
k=0

f(tk) (3.4)

with explicit expressions for the weight functions given in [22].
Using the Nystr�om method with quadratures (3.3) and (3.4) in the integral equations

(3.1), we obtain the following system of linear equations

1
2n

2n−1∑
j=0

ψ1,jH12(ti, tj) +
2n−1∑
j=0

ψ2,j

[ 1
2nH̃22(ti, tj)−

1
2Rj(ti)

]
= f i,

1
2n

2n−1∑
j=0

ψ1,jK12(ti, tj) + 1
2n

2n−1∑
j=0

ψ2,jK22(ti, tj) +
ψ2,i

2|p′2(ti)|
= gi,

(3.5)

to be solved for ψ1,j ≈ ψ1(tj) and ψ2,j ≈ ψ2(tj) with the right-hand side f i = f(p2(ti))
and gi = g(p2(ti)), for i = 0, . . . , 2n − 1. Rearranging (3.5), we arrive at the following
system of linear algebraic equations:

Ax = b, (3.6)

where the matrix A ∈ IR4n×4n and x = [ψ1, ψ2]> and b = [f, g]>. The matrix A will have
a large condition number due to the ill-posedness of the Cauchy problem, and to obtain
a stable smooth solution regularization of this system is necessary.

As explained at the end of the previous section, to solve (3.6) in a stable way, we
employ Tikhonov regularization; the standard version of Tikhonov regularization amounts
to solve the minimization problem

min
x

{
‖Ax− b ‖ 2

2 + λ ‖x‖2
2

}
(3.7)

where λ ∈ IR is a regularization parameter that has to be appropriately chosen. The
Tikhonov regularized solution xλ in (3.7) is equivalently given as the solution to the
regularized normal equations

(A∗A + λI)xλ = A∗b,

where A∗ is the transpose of the matrix A. Although there are optimal choices for the
regularization parameter (the discrepancy principle), it is often simpler and faster to use
a heuristic choice such as the L-curve rule [13, 14].

Once the discrete (and regularized) densities ψ1 and ψ2 have been constructed, the
corresponding discrete approximations for the Cauchy data on the interior boundary curve
Γ1 are obtained from (2.4) using the quadratures

u(p1(ti)) ≈
2n−1∑
j=0

{[ 1
2nH11(ti, tj)−

1
2Rj(ti)

]
ψ1,j + 1

2nH21(ti, tj)ψ2,j

}
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and
∂u

∂ν
(p1(ti)) ≈ −

1
2|p′1(ti)|

ψ1,i + 1
2n

2n−1∑
j=0

{
K11(ti, tj)ψ1,j +K21(ti, tj)ψ2,j

}
.

4 Full discretization of (2.7) for 3-dimensional domains

For planar domains certain parameterisations are assumed for the boundary parts. The
analogous basic assumption for 3-dimensional domains is that the closed boundary sur-
faces Γ1 and Γ2 can each be smoothly and bijectively mapped onto the unit sphere S2.
This means that there shall exist one-to-one mappings

q1 : S2 → Γ1 and q2 : S2 → Γ2

with smoothly varying Jacobians Jq1 and Jq2 , respectively.
We can then rewrite the integral equations (2.7) over the unit sphere and obtain

S̃21ψ1 + S̃22ψ2 = f̃ on S2,(1
2I + D̃22

)
ψ2 + D̃21ψ1 = g̃ on S2,

(4.1)

with the densities ψ`(x̂) = φ`(q`(x̂)), ` = 1, 2, to be determined from the data f̃(x̂) =
f(q2(x̂)), and g̃(x̂) = g(q2(x̂)) for x̂ ∈ S2. The integral operators involved are parameter-
isations of (2.5)�(2.6) over the unit sphere and given by(

S̃`jφ
)

(x̂) =
∫
S2

φ(ŷ)L`j(x̂, ŷ) ds(ŷ), x̂ ∈ S2 (4.2)

and (
D̃`jφ

)
(x̂) =

∫
S2

φ(ŷ)M`j(x̂, ŷ) ds(ŷ), x̂ ∈ S2. (4.3)

Recalling the fundamental solution to the Laplace equation in IR3, see (2.2), the kernels
are found to be

L`j(x̂, ŷ) =


Φ(q`(x̂), qj(ŷ))Jqj(ŷ), ` 6= j,

R`(x̂, ŷ)
|x̂− ŷ|

, ` = j,
(4.4)

and

M`j(x̂, ŷ) =


−〈q`(x̂)− qj(ŷ), ν(q`(x̂))〉

4π |q`(x̂)− qj(ŷ)|3
Jqj(ŷ), ` 6= j,

R̃`(x̂, ŷ)
|x̂− ŷ|

, ` = j,

(4.5)

where

R`(x̂, ŷ) = Jq`(ŷ)


1

4π
|x̂− ŷ|

|q`(x̂)− q`(ŷ)| , x̂ 6= ŷ,

1
4π

1
Jq`(x̂) , x̂ = ŷ,

(4.6)
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and

R̃`(x̂, ŷ) = −R`(x̂, ŷ)



(q`(x̂)− q`(ŷ), ν(q`(x̂)))
|q`(x̂)− q`(ŷ)|2

, x̂ 6= ŷ,

−
2

3∑
j=1

q
′
`j(x̂)νj(x̂)−

3∑
j=1

q
′′
`j(x̂)νj(x̂)

2J2
q`

(x̂) , x̂ = ŷ.

(4.7)

We used that

lim
ŷ→x̂

|x̂− ŷ|
|q`(x̂)− q`(ŷ)| = 1

Jq`(x̂) .

Points on the unit sphere are given using the standard spherical coordinates,

x̂ = p(θ, ϕ) = (sin θ cosϕ, sin θ sinϕ, cos θ), with θ ∈ [0, π], ϕ ∈ [0, 2π]. (4.8)

The integral operators S̃`` and D̃``, ` = 1, 2, are both weakly singular. For approxima-
tion and numerical implementation of these, we make the singularities explicit. In fact,
we can make a transformation and move the singularities to appear at the north pole
n̂ = (0, 0, 1) of the unit sphere. De�ne the orthogonal transformations for ψ ∈ IR by

DF (ψ) =

 cosψ − sinψ 0
sinψ cosψ 0

0 0 1

 and DT (ψ) =

 cosψ 0 − sinψ
0 1 0

sinψ 0 cosψ

 .
The linear orthogonal transformation

Tx̂ = DF (ϕ)DT (θ)DF (−ϕ) (4.9)

satis�es that Tx̂x̂ = n̂ for every x̂ ∈ S2. Moreover, |x̂ − ŷ| = |T−1
x̂

(n̂ − η̂)| = |n̂ − η̂|, and
η̂ = Tx̂ŷ

Using this transformation in the operators S̃`` and D̃``, ` = 1, 2, de�ned in (4.2)�(4.3),
these operators are transformed into

(S̃``φ)(x̂) =
∫
S2

φ(T−1
x̂
η̂)
R`(x̂, T−1

x̂
η̂)

|n̂− η̂|
ds(η̂), x̂ ∈ S2

and

(D̃``φ)(x̂) =
∫
S2

φ(T−1
x̂
η̂)
R̃`(x̂, T−1

x̂
η̂)

|n̂− η̂|
ds(η̂), x̂ ∈ S2

for ` = 1, 2.
The Cauchy data on the interior surface Γ1 can, using the representation (2.4), be

written over the unit sphere to get
u = S̃11ψ1 + S̃12ψ2 on S2,
∂u

∂ν
=
(
−1

2I + D̃11

)
ψ1 + D̃12ψ2 on S2,

(4.10)

with the operators de�ned above.
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To discretise (4.1), the following quadrature is used for integrals over the unit sphere
having a continuous integrand

∫
S2
f(ŷ) ds(ŷ) ≈

2n′+1∑
ρ′=0

n′+1∑
s′=1

µ̃ρ′ ãs′f(ŷs′ρ′). (4.11)

Here,
ŷs′ρ′ = p(θs′ , ϕρ′), with ϕρ′ = ρ′π/(n′ + 1) and θs′ = arccos zs′ , (4.12)

and zs′ being the zeros of the Legendre polynomials Pn′+1 and with p as in (4.8) expressing
an element on the unit sphere. For the coe�cients,

ãs′ = 2(1− z2
s′)

((n′ + 1)Pn′(zs′))2

and
µ̃ρ′ = π/(n′ + 1).

In the case when the integrand has a weak singularity, we use the quadrature rule

∫
S2

f(ŷ)
|n̂− ŷ|

ds(ŷ) ≈
2n′+1∑
ρ′=0

n′+1∑
s′=1

µ̃ρ′ b̃s′f(ŷs′ρ′) (4.13)

with weights

b̃s′ = ãs′
n′∑
i=0

Pi(zs′).

The above quadratures are both obtained from approximating the regular part of the
integrand using spherical harmonics and then performing exact integration. According to
[15, 28], the chosen quadrature rules have super-algebraic convergence order.

The ill-posed system of integral equations (4.1) is then discretized using a projection
Galerkin method. In the previous section, trigonometric polynomials were used. To follow
the similar idea, the analogue is to invoke spherical polynomials. We shall therefore search
for the densities in terms of spherical polynomials of degree n. An orthonormal basis for
the (n + 1)2-dimensional space of such spherical polynomials are given by the spherical
harmonics.

Thus, we write the approximation of the densities as

ψ`(x̂) ≈ ψ̃`(x̂) =
n∑
k=0

k∑
m=−k

ψ`k,mY
R
k,m(x̂), for x̂ ∈ S2, ` = 1, 2, (4.14)

where ψ`k,m are unknown coe�cients. Here, the real-valued spherical harmonics are

Y R
k,m =

Im Yk,|m|, 0 < m ≤ k,

ReYk,|m|, −k ≤ m ≤ 0,
(4.15)
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with Yk,m(θ, ϕ) = cmk P
|m|
k (cos θ)eimϕ the classical (complex-valued) spherical harmonic

functions, Pm
k the Legendre functions and

cmk = (−1)
|m|−m

2

√√√√2k + 1
4π

(k − |m|)!
(k + |m|)! , m = −k, . . . , k, k = 0, 1, . . .

De�ne a discrete inner product on the space of spherical polynomials of degree n by

(v, w) =
2n+1∑
ρ=0

n+1∑
s=1

µρasv(ŷsρ)w(ŷsρ). (4.16)

The coe�cients as and µρ are generated as in (4.11) but with the integer n′ replaced by
a possibly di�erent integer n. The expression (4.16) is indeed an inner product on the
space of spherical polynomials of degree n and this is due to the fact that (4.11) is exact
for spherical polynomials of degree 2n.

We then employ the inner product (4.16) to the system of integral equations (4.1).
This means �rst discretising (4.1) by replacing the densities by (4.14) and approximating
the integrals via (4.11) and (4.13), and then employing the discrete inner product to
identify the coe�cients needed in (4.14) (multiplying with the basis elements Y R

k,m). This
strategy leads to the linear system

n∑
k=0

k∑
m=−k

(
ψ1
k,mA

21
kk′mm′ + ψ2

k,mA
22
kk′mm′

)
=

2n+1∑
ρ=0

n+1∑
s=1

µρasf̃(x̂sρ)Y R
k,m(x̂sρ)

n∑
k=0

k∑
m=−k

(
ψ1
k,mÃ

21
kk′mm′ + ψ2

k,mÃ
22
kk′mm′

)
=

2n+1∑
ρ=0

n+1∑
s=1

µρasg̃(x̂sρ)Y R
k,m(x̂sρ)

, (4.17)

where k
′ = 0, . . . , n, m = −k′ , . . . , k′ .

To give expressions for the coe�cients in this linear system, let

V j
s,k,m(x̂sρ, ŷs′ρ′ , ŷs

′
ρ
′

sρ ) =

ã
′
sL2j(x̂sρ, ŷs′ρ′ )Y R

k,m(ŷs′ρ′ ), j = 1,
b̃
′
sR2(x̂sρ, ŷs

′
ρ
′

sρ )Y R
k,m(ŷs

′
ρ
′

sρ ), j = 2,

and

W j
s,k,m(x̂sρ, ŷs′ρ′ , ŷs

′
ρ
′

sρ ) =

ã
′
sL2j(x̂sρ, ŷs′ρ′ )Y R

k,m(ŷs′ρ′ ), j = 1,
b̃
′
sR2(x̂sρ, ŷs

′
ρ
′

sρ )Y R
k,m(ŷs

′
ρ
′

sρ ) + 1
2Y

R
k,m(x̂sρ), j = 2.

Here, the kernels are given by (4.4)�(4.6), x̂sρ and ŷs′ρ′ are points on the unit sphere
generated as in (4.12), and

ŷs
′
ρ
′

sp = T−1
x̂sρ
ŷs′ρ′ ,

with Tx̂sρ given by (4.9).
Then the coe�cients in (4.17) can be expressed as

A2j
kk′mm′

=
2n+1∑
ρ=0

n+1∑
s=1

2n′+1∑
ρ′=0

n
′+1∑
s′=1

µ̃ρ′µρasV
j
s,k,m(x̂sρ, ŷs′ρ′ , ŷs

′
ρ
′

sρ )Y R
k′ ,m′ (x̂sρ)
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and

Ã2j
kk′mm′

=
2n+1∑
ρ=0

n+1∑
s=1

2n′+1∑
ρ′=0

n
′+1∑
s′=1

µ̃ρ′µρasW
j
s,k,m(x̂sρ, ŷs′ρ′ , ŷs

′
ρ
′

sρ )Y R
k′ ,m′ (x̂sρ),

where j = 1, 2.
Solving the linear system (4.17), we obtain an approximation to the densities in (2.1)

via the expression (4.14). Invoking the obtained approximation of the densities in the
expression (4.10) together with quadrature, the sought values on Γ1 are found to be

un(x̂) =
n
′+1∑
s′=1

2n′+1∑
ρ′=0

(
b̃s′ µ̃ρ′ ψ̃1(T−1

x̂
ŷs′ρ′ )R1(x̂, T−1

x̂
ŷs′ρ′ ) + ãs′ µ̃ρ′ ψ̃2(ŷs′ρ′ )L12(x̂, ŷs′ρ′ )

)
(4.18)

and

∂un
∂ν

(x̂) =
n
′+1∑
s′=1

2n′+1∑
ρ′=0

(
b̃s′ µ̃ρ′ ψ̃1(T−1

x̂
ŷs′ρ′ )R̃1(x̂, T−1

x̂
ŷs′ρ′ ) + ãs′ µ̃ρ′ ψ̃2(ŷs′ρ′ )M12(x̂, ŷs′ρ′ )

)
−1

2 ψ̃1(x̂),

(4.19)
where x̂ ∈ S2.

4.1 Note

The above introduced integral equation method for the elliptic Cauchy problem (1.1)�
(1.2) can be applied not only for doubly-connected domains. For example, the suggested
approach was successfully applied in the following cases: a simply connected 2-dimensional
domain bounded by a simple closed curve, allowed to be non-smooth in the sense of having
corners, see [1], to a semi-in�nite 3-dimensional domain containing a cavity [10], and to a
toroidal domain [2] (for such a domain the boundary surface is not simply connected).

In each of these cases, some adjustment is needed for the numerical implementation:
in the case of a non-smooth domain with corner points, we need to take into account the
possible singularities that can be present at the corner points; for a semi-in�nite domain
Green's functions are incorporated to obtain integral equations over the cavity (which
has a bounded boundary surface); for toroidal domains several transformations are used
to take advantage of the symmetry of such a domain to obtain integral equations over a
planar 2-dimensional domain.

The proposed strategy can also be employed for well-posed problems for the Laplace
equation such as mixed ones (which can be viewed as having incomplete Cauchy data).
Having an e�cient solver for mixed boundary value problems, it is possible to apply
iterative regularizing methods for the Cauchy problem (1.1)�(1.2), which at each iterative
step solves such mixed problems. For methods in this direction, such as [26], which
falls under the second category of regularizing methods mentioned in the introduction,
and their numerical implementation for elliptic Cauchy problems in 2- and 3-dimensional
regions can be found in for example [4, 8].

Based on the above research and results, we can conclude that our proposed approach
is lightweight (in terms of computations) and �exible for elliptic Cauchy problems with
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boundary parts consisting of parameterised curves and surfaces isomorphic to the unit
circle respectively the unit sphere.

We end this section by stating that the proposed approach can also be used for other
Cauchy problems for elliptic equations or systems occurring in applications such as elas-
ticity, �uid �ow and wave propagation, for example, the Helmholtz equation, the Klein-
Gordon equation and stationary Stokes system.

5 Numerical experiments

In this section, we illustrate by numerical examples the robustness of the proposed integral
equation based method for the reconstruction of the harmonic function satisfying the
Cauchy problem (1.1)�(1.2), for both exact and noisy data. In the case of noisy data,
random pointwise errors are added to the function values f on the outer boundary with
the percentage given in terms of the L2-norm.
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Figure 2: The solution domain used in a) Ex. 1 and b) Ex. 2

Ex. 1. We use synthetic Cauchy data on the outer boundary part Γ2, constructed as
follows: the Dirichlet boundary value problem for the Laplace equation with boundary
conditions u = f1 on Γ1 and u = f on Γ2, for given boundary functions f1 and f , is numer-
ically solved by the above boundary integral equation approach. Then, to generate the
required trace of the normal derivative of the solution on Γ2, the following representation
is employed

∂u

∂ν
(x) = 1

2φ2(x) +
∫
Γ1

φ1(y)∂Φ(x, y)
∂ν(x) ds(y) +

∫
Γ2

φ2(y)∂Φ(x, y)
∂ν(x) ds(y), x ∈ Γ2. (5.1)

We consider the case when the outer boundary curve Γ2 is a circle of radius 3 and the
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interior boundary Γ1 is given by the parameterisation (see Fig. 2a)

Γ1 = {p1(t) = r(t)(cos t, sin t), t ∈ [0, 2π]}

with the radial function

r(t) =
((1

2 cos t
)10

+
(2

3 sin t
)10)−0.1

.

To generate the required synthetic Cauchy with the above explained strategy, the
Dirichlet data functions are choosen as f1(x1, x2) = x2

1 on Γ1 and f(x1, x2) = 1 on Γ2.
Then (5.1) is used to �nd the required normal derivative g.

In the Cauchy problem (1.1)�(1.2), it is data on the inner boundary Γ1 that has to
be reconstructed from data on the outer boundary Γ2; the sought function value on Γ1 is
thus the above chosen function f1 restricted to Γ1 and this shall be compared with the
one obtained numerically with the proposed procedure for the Cauchy problem.

The result of the reconstructions of the sought Cauchy data on the interior curve Γ1
are given in Fig. 3 and Fig. 4 for exact and 3% noisy data, respectively.
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b) 3% noisy data

Figure 3: Reconstruction ( ) of the boundary function u(p1(t)) ( ) on Γ1 in Ex. 1

The discretization parameter (3.2) controlling the number of mesh points on each
boundary curve was taken as n = 64. The value of the regularization parameter used, α∗,
was chosen by trial and error; we calculated the numerical solutions for α = 10−p with
p = 1, . . . , 15, and use the value giving the most accurate result. Note here that we have
compared α∗ with the corresponding value for the regularization parameter obtained with
the L-curve rule [14] and this value is near to α∗. The table 1 contains discrete L2-errors
for reconstructions of the function and the normal derivative on Γ1 depend from α∗, δ
and n.

As has been reported in the references mentioned in Section 4.1, one can change the
solution domain and data, and as long as the distance between the boundary curves and
the growth of the data are of the type as in the presented example, results of the similar
kind are obtained. It is important to have Cauchy data on a su�ciently large boundary
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Figure 4: Reconstruction ( ) of the normal derivative ∂u
∂ν

(p1(t)) ( ) on Γ1 in Ex. 1

part, and in general the derivative is reconstructed with less accuracy compared with the
function values, as expected. Moreover, choosing a too �ne mesh (a large number n)
the numerical results will deteriorate since the condition number of the involved matrix
of the linear system solved will have a too large condition number then re�ecting the
ill-posedness of the Cauchy problem. Thus, if the reader implements the procedure for a
similar example, no surprises is to be expected but results of the same accuracy shall be
obtained.

Ex. 2. We also include an example in a 3-dimensional domain. Let the solution domain
D be the region having the outer boundary surface being the sphere

Γ2 = {ξ2(θ, ϕ) = 1.5(sin θ cosϕ, sin θ sinϕ, cos θ), 0 ≤ θ ≤ π, 0 ≤ ϕ ≤ 2π}

and the interior boundary surface being given by the parameterisation

Γ1 = {ξ1(θ, ϕ) = r(θ, ϕ)(sin θ cosϕ, sin θ sinϕ, cos θ), 0 ≤ θ ≤ π, 0 ≤ ϕ ≤ 2π}

with the radial function given by

r(θ, ϕ) = 1
2
√

1 +
√

2

√
cos 2θ +

√
2− sin2 2θ,

see Fig. 2(b). Both these surfaces satisfy, by construction, the assumption of the existence
of a smooth one-to-one map to the unit sphere needed in the proposed method for the
Cauchy problem (1.1)�(1.2).

We choose as the exact solution of the Laplace equation the function

uex(x) = 2x2
3 − 2x2

2 + 3x1,

and this then generates the following Cauchy data

f(x) = uex(x), x ∈ Γ2 and g(x) = ∂uex
∂ν

(x), x ∈ Γ2.
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δ n α∗ e2 q2

0% 16 10−4 0.07032 0.39314
32 10−5 0.00281 0.02223
64 10−8 0.00003 0.00029
128 10−11 6E − 7 0.00002

3% 16 10−3 0.15164 0.55168
32 10−3 0.10286 0.33754
64 10−4 0.07055 0.30161
128 10−4 0.04409 0.20125

5% 16 10−3 0.23139 0.75139
32 10−3 0.18108 0.44474
64 10−4 0.13227 0.48922
128 10−4 0.07758 0.34147

Table 1: Errors for Ex.1

We recall that the integer n is the degree of the spherical harmonic polynomials ap-
proximating the densities via (4.14), n′ is the number of points chosen in the quadrature
(cubature) rules (4.11) and (4.13); the numbers n and n′ enter into the approximation
via (4.18) and (4.19). We give results when n = n′. Given an integer n the number of
discretisation points on each surface is (n + 1)2. Further improvements can possibly be
made by other choices of n′.

The result of the reconstructions of the sought Cauchy data on the interior surface Γ1
are given in Fig. 5 and Fig. 6 for exact and 3% noisy data, respectively.
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b) Approximation of function values on Γ1

Figure 5: The exact (a) values u(ξ1(θ, ϕ)) and numerical approximation (b) on the bound-
ary surface Γ1 with 3% noise for Ex. 2

The similar conclusions as in the planar case can be drawn, see further the references
for higher-dimensional domains given at the end of Section 4.1.
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Figure 6: The exact (a) normal derivative ∂u
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(ξ1(θ, ϕ)) and numerical approximation (b)
on the boundary surface Γ1 with 3% noise for Ex. 2
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