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Highlights

• Simple and effective approach that extracts skeleton-based
max-min features;

• Fast training times requiring few training examples;

• Random forest classifier with no thresholds to tune;

• Differential evolution as base in seeking for the best split-
ting node condition;

• Code of the proposed random forest classifier in C++

freely available.
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ABSTRACT

This paper presents a novel framework for human daily activity recognition that is intended to rely
on few training examples evidencing fast training times, making it suitable for real-time applications.
The proposed framework starts with a feature extraction stage, where the division of each activity into
actions of variable-size, based on key poses, is performed. Each action window is delimited by two
consecutive and automatically identified key poses, where static (i.e. geometrical) and max-min dy-
namic (i.e. temporal) features are extracted. These features are first used to train a random forest (RF)
classifier which was tested using the CAD-60 dataset, obtaining relevant overall average results. Then
in a second stage, an extension of the RF is proposed, where the differential evolution meta-heuristic
algorithm is used, as splitting node methodology. The main advantage of its inclusion is the fact that
the differential evolution random forest has no thresholds to tune, but rather a few adjustable parame-
ters with well-defined behavior.

c© 2017 Elsevier Ltd. All rights reserved.

1. Introduction

Robot perception is a very active research area, which com-
bines research endeavors from many fields, such as computer
vision, machine learning and pattern recognition. It is a very
challenging field due to the dynamic nature of the environment
in real-world application scenarios. This is specially true when
there is the need for robots to interact with humans, like in the
case of assistive robots. Not only a human activity recogni-
tion system is necessary, but it also has to be very fast, capa-
ble of adapting rapidly to different actions performed by users.
For instance, in the case of assistance to elderly people, robots
could be used to recognize activities/actions, in order to im-
prove the quality of life of those people by, not only assist-
ing them, but also identifying life-risk situations (e.g. falling)
(Parisi and Wermter, 2016). In recent years, this field of re-
search has received the attention of researchers from all around
the world, specially with the introduction of RGB-D sensors

∗∗Corresponding author:
e-mail: urbanomiguel.g.nunes@ieee.org (Urbano Miguel Nunes),

d.faria@aston.ac.uk (Diego R. Faria), peixoto@isr.uc.pt (Paulo
Peixoto)

(Vieira et al., 2012). These sensors provide depth images and
3D point clouds with important attributes, such as robustness to
illumination’s variation, scaling and rotation. Also, a 3D human
skeleton is possible to be acquired in real-time (Shotton et al.,
2013), with affordable equipment, such as the Microsoft Kinect
RGB-D cameras. 3D skeleton-based representation has the po-
tential to describe a human body and motion, with a relatively
small amount of information, such as joint positions, as demon-
strated by Johansson (1973). Also, it is possible to extract addi-
tional meaningful information from them, such as joint veloci-
ties and accelerations (i.e. skeleton-based features). In addition,
not only 3D skeleton-based representations are robust to illumi-
nation’s variability and camera’s perspective view, but they are
also not significantly affected by skeleton’s rotation or motion
speed. Such human representation method is particularly suited
for real-time applications, since it provides a compact represen-
tation of the human body, requiring less computational power
to process it. In this context, this paper contributes with the
proposal of a novel approach for human activity recognition,
for real-time application scenarios, where characteristics like
the number of training samples and the time needed for training
play an important role. Also, a variation of the Random For-
est (RF) classifier is proposed and used for the classification. It
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integrates a new method for finding the best splitting node con-
dition in decision trees (DT), based on the differential evolution
(DE) meta-heuristic algorithm. This paper is an extension of
the work proposed by Nunes et al. (2016) and its main contri-
butions are the following:

1. A simple and effective approach to extract extremal skele-
ton information (e.g. max-min dynamic features), based
on variable-sized actions delimited by key poses;

2. Very fast training times, requiring few training examples,
making it suitable for real-time applications;

3. Random forest (RF) classifier with no thresholds to tune,
where the best splitting node condition in each decision
tree is found, based on the DE algorithm.

For evaluation purposes, the CAD-60 (Sung et al., 2011) was
used and the relevant performance obtained may serve as a solid
human activity recognition framework for real-time applica-
tions. In Fig. 1, an overview of the global framework proposed
is presented. The remainder of the paper is organized as fol-
lows: in section 2, the relevant related work is briefly described,
highlighting the contributions that the proposed approach pro-
vide; in section 3, the approach that is proposed for features
extraction is explained; in section 4, the proposed RF classifier
with the inclusion of the DE algorithm to find the best splitting
node condition is discussed; in section 5, the results of the ex-
perimental procedure used to evaluate the proposed method are
shown and analyzed; in section 6, the key ideas proposed are
summarized and some new related lines of research for the near
future are introduced.

2. Related Work

Human activity recognition has become a very important re-
search area, due to its future possible real-world applications,
such as surveillance (Jun et al., 2013), assistive living (Okada
et al., 2005) and human-machine interaction (Song et al., 2012).
Some relevant related work is presented concerning: human ac-
tivity recognition systems; random forests applications and im-
provements; and finally differential evolution applications.

2.1. Human Activity Recognition
As mentioned previously, 3D skeleton-based representations

can be easily obtained with affordable equipment, making them
suitable for real-time applications, due to the relatively small
amount of information extracted. This representation is very
compact and allows the extraction of meaningful information,
based on the skeleton joints. Such representation has been the
base for several human activity recognition frameworks. An ap-
proach of action segmentation using key poses, based on kinetic
energy, is employed by Shan and Akella (2014), so that it be-
comes insensitive to nonlinear stretching. This is a very useful
property, since human activities may be performed at distinct
rates. Faria et al. (2015) proposed a probabilistic ensemble of
classifiers, using skeleton-based features, where temporal in-
formation is used, accounting for uncertainty measures. The
authors showed that the use of an ensemble of classifiers is ad-
vantageous, when comparing its performance with the perfor-
mance of each of its individual constituents classifiers. Using a

clustering algorithm, Cippitelli et al. (2016) propose the extrac-
tion of sequences of distinct postures, defined as key poses1,
without the need of a learning procedure. However, it has some
difficulty distinguishing between similar activities. Zhu et al.
(2016) propose a human action recognition system based on
sequences of poses and atomic motions. These sequences are
encoded into multi-layer codebooks, which are used to clas-
sify each activity. Koppula et al. (2013) proposed a framework,
where, not only information about a human activity sequence
is extracted, but also the interaction of the human with the sur-
rounding objects, in terms of associated affordances. This ap-
proach has the merit to extract some environmental context,
which can be very useful when recognizing human activities.
Besides the high performances in terms of precision and re-
call, other performance indicators, such as training/testing time,
number of examples in the training set or computational mem-
ory usage are not easily accessed nor available. In this sense,
having in view possible real-time applications for the robotic
domain, there is a clear opportunity for the development of clas-
sification strategies for human activity recognition that are fast
to train and rely on few training samples, possible allowing the
learning of new unknown activities on the fly.

2.2. Random Forests

Random forests (RF) were first introduced by Breiman
(2001). RF consist on an ensemble of classifiers (e.g. deci-
sion trees (DT)) with low bias and variance performances. In-
heriting some advantageous properties of DT and, at the same
time, bridging some of their disadvantageous, such as the fact
that they are very sensitive to noise, RF have become popu-
lar for solving classification and regression problems. These
classifiers have proved to be very accurate, simple and fast,
comparing to other machine learning techniques (Hastie et al.,
2008). A comprehensive work about the properties of RF has
been developed by Louppe (2014), which served as a base for
the proposed RF implementation. Several improvements were
proposed, in order to increase the overall performance of the
RF: Robnik-Šikonja (2004) proposed attribute evaluation mea-
sures and voting weighted, in order to increase strength or de-
crease correlation of individual DT in the ensemble; Tsymbal
et al. (2006) proposed an improvement in the prediction perfor-
mance of RF, by replacing the majority voting with dynamic
integration; Segal (2004) demonstrated that small performance
gains can be made by limiting the size of each DT in the en-
semble and thus reducing the problem of overfiting. Although
these approaches achieve better overall performances, the in-
troduced overhead can make them inappropriate for time de-
manding applications. In this sense, the proposed RF algorithm
is in line with the ones proposed by Breiman (2001) and Hall
et al. (2009). Also, RF have been used in the context of human
pose recognition (Shotton et al., 2013), human action recog-
nition (Gan and Chen, 2013), human gesture recognition (Mi-
randa et al., 2012) and recognizing temporal events (Demirdjian

1In the referenced work, the definition of key pose is the one proposed by
Baysal et al. (2010), while in the present work, it follows the definition of Shan
and Akella (2014).
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Fig. 1: Overview of the global architecture of the proposed framework. Training stage: a RF classifier is trained from each class (i.e. activity), considering
observations of humans performing labeled activities; for each observation, 3D skeleton data is extracted, as well as discriminative information (i.e. features) and a
RF model is built. Classification stage: given a set of observations of a human performing an activity, features are extracted and selected; the previously trained RF
classifier makes a decision, based on the considered features, classifying the human activity performed.

and Varri, 2009). Two interesting characteristics of the RF, that
are transversal to each one of the mentioned applications, are
its training/testing speed and its high accuracy prediction.

2.3. Differential Evolution

The Differential Evolution algorithm (DE) (Storn and Price,
1997) is a very competitive optimization algorithm. Based on
the survey of Das and Suganthan (2011), DE is the only evo-
lutionary optimizer to secure competitive rankings in all Inter-
national Conference on Evolutionary Computation (CEC) edi-
tions. It is widely used in several fields of research, due to its
simplicity, high performance, convergence speed, low number
of control parameters that are well-studied and low space com-
plexity. In the classical approach, three parameters must be ad-
justed: mutation factor F, recombination factor C and the num-
ber of individuals of the population Npop. Several studies have
been conducted to evaluate the DE’s performance, depending
on the choice of these parameters (Ronkkonen et al., 2005). In
this article, the authors point to the fact that F = 0.9 is a relevant
first choice and 0.9 ≤ C ≤ 1, if the function’s parameters are
dependent. More recently, self-adaptation techniques, concern-
ing the optimal F and C parameter values, have been studied
(Liu and Lampinen, 2005), (Brest et al., 2006). Although these
approaches provide better convergence speed and accuracy, in
the context of this work, the overhead of such procedures pos-
sibly does not compensate its incorporation. This is due to the
fact that it is not expected to be provided the best solution by the
DE algorithm, since even in such case, the optimal global solu-
tion in the scope of this work is not guaranteed, as explained in
Sect. 4. Due to its properties, DE is applied in many research
areas, such as aircraft control (Menon et al., 2006), robot con-
trol (Neri and Mininno, 2010), clustering data (Das et al., 2008),
digital filtering design (Storn, 2005) and molecular configura-

tion (Moloi and Ali, 2005). Also it has been applied in machine
learning, such as on the training of artificial neural networks
(Subudhi and Jena, 2008), (Chauhan et al., 2009), where it has
proven its merits. Therefore, in this work, the DE algorithm
is used to find the best possible splitting node condition in the
context of growing trees, so that an ensemble of classifiers (e.g.
random forests) can be formed. To the best of our knowledge,
no such procedure has been proposed nor considered.

3. Proposed Approach

Considering the coordinates system defined as (x, y, z) corre-
sponding to the width, height and depth, respectively, relatively
to the camera, a dataset containing 3D coordinates of skeleton’s
joints, describing relevant information of a person performing
an activity, is assumed to be provided. Each 3D joint’s position
is given by Pt

j =
(
pt

jx, pt
jy, pt

jz

)
, where pt

d j is the value of the co-
ordinate d ∈ {x, y, z} of the joint j ∈ {1, ...,m}, at frame t and m
is the number of body’s joints. Based on the provided dataset, a
set of static and dynamic features F is extracted. Fig. 2 presents
an overview of the proposed features extraction approach.

3.1. Preprocessing of 3D Skeleton Data

A preprocessing step is applied to the 3D skeleton data in
order, not only to attenuate noise introduced by the sensor, but
also to normalize the data to accommodate for different user’s
height, limb length, orientation and position. This preprocess-
ing stage consists on the following steps:

1. Translation, to guarantee the same origin of the coordi-
nates system for all acquired frames; the reference was set
to the torso of the human skeleton;
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Fig. 2: Overview of the feature extraction process. The skeleton’s joints coor-
dinates are first preprocessed, undergoing a set of transformations: translation,
normalization, rotation and symmetrization. Then, relevant information is ex-
tracted, such as velocities of joints, projected angles formed by three joints, etc.
These features are normalized and finally, max-min skeleton-based features are
selected.

2. Normalization, to reduce the influence of different user’s
height and limb lengths; first, the height of the subject is
determined; then all skeleton 3D coordinates are normal-
ized according to this value;

3. Rotation, to guarantee that the activity is always observed
from the same point of view, independently of the initial
pose of the subject with respect to the camera. This pro-
cedure is based on the work of Wang et al. (2014) and
consists on the rotation of the skeleton in the y axis, con-
sidering the plane formed by the torso, right and left hips
to make it fronto-parallel in relation to the camera plane;

4. Symmetrization, to disambiguate between mirrored ver-
sions of the same activity (e.g. gestures performed by right
and left-handed people); since the skeleton is already in
the same fronto-parallel pose with respect to the camera,
it is just necessary to consider a new sample based on a
mirrored version of the original 3D skeleton data.

3.2. Spatio-Temporal Features

After the preprocessing stage, the relevant and discrimina-
tive information (i.e. features) is extracted in the next step.
Before enumerating the considered discriminative features, one
should notice that they are divided into two distinct categories:
static (e.g. geometrical) and dynamic (e.g. temporal) features.
Static features are relevant to represent extremal positions of the
skeleton, defined as key poses, where the skeleton pose has zero
kinetic energy (Shan and Akella, 2014) (i.e. at a given frame,
each joint of the skeleton has zero kinetic energy; therefore the
body has no movement). On the other hand, dynamic features
are intended to encode information about the skeleton’s motion,
described in terms of joint movements between key poses.

These features are combined along time to form a set of fea-
tures F′ represented in a matrix form, where each row contains
the features that are computed at a given frame and each column
corresponds to the variation of each feature along time.

3.2.1. Static Features

1. Projected distances between two joints (a and b) as

δt
ab =

√∑

d′

(
pt

ad′ − pt
bd′

)2
, (1)

where d′ belongs to one of the following sets, for each
projection considered: {x, y}, {y, z}, {z, x};

2. Projected angles based on three joints (a, b and c) as

θt
idp

= arccos


(δt

ab)2 + (δt
bc)2 − (δt

ac)2

2 · δt
ab · δt

bc

 , (2)

where δ is the distance between two joints, given by Eq.
(1) and dp ∈ {xy, yz, zx}, for each projection considered;

3. Normal vector to triangles formed by three joints (a, b
and c) as

∆t
k =

(Pt
a − Pt

b) × (Pt
a − Pt

c)

‖(Pt
a − Pt

b) × (Pt
a − Pt

c)‖ ; (3)

3.2.2. Dynamic Features

1. Velocities of joints coordinates as

vt
jd =

(
pt

jd − pt−1
jd

)
· fr, (4)

where fr is the frame rate;

2. Projected angular velocities as

ωt
idp

=
(
θt

idp
− θt−1

idp

)
· fr. (5)

3.3. Feature Normalization

Feature normalization is a recurrent practice in several ma-
chine learning domains (Chapelle and Keerthi, 2008), (Forman
et al., 2009), (Faria et al., 2015). In this sense, the data normal-
ization is done according to:

fi j =
f ′i j −min(F′tr· j)

max(F′tr· j) −min(F′tr· j)
, (6)

where f ′i j is the current value being normalized, fi j is its re-
spective value normalized and F′tr· j refers to the column j of
the matrix F′tr, representing the consecutive occurrences of the
same feature. This process is done for both training and testing
sets, resulting in Ftr and Fte matrices, respectively. From this
point on, these sets are generically referred as F, since the fol-
lowing steps are applied to both of them. F is a set in matrix
form containing all examples of all activities performed of the
form:

F =

[(
F1

)T (
F2

)T
. . . (Fa)T . . .

]T
, (7)

where Fa is a sub-matrix relatively to activity a.
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3.4. Selection of Max-Min Skeleton-based Features based on
Key Poses

Many activities consist of repetitive action sequences. In
this sense, it is possible to assume that each action may be
discriminated just by considering extreme movements (given
by dynamic features) and extreme poses (given by static fea-
tures). Based on this assumption, the proposed approach ex-
tracts, for each activity, the maximum and minimum local val-
ues of the considered dynamic features, within a variable-size
action window. This window is automatically determined by
frames where the skeleton has zero kinetic energy. These poses
are defined as key poses (Shan and Akella, 2014). Key poses
represent extreme points in the motion path of each joint, where
most of the discriminative properties of each action are en-
coded. In this sense, an activity may be represented by a se-
quence of distinct body actions, and key poses may be used to
determine/delimit their respective window size. In other words,
each action is determined by considering two consecutive key
poses, which delimit a variable-size window. Based on Shan
and Akella (2014), the pose kinetic energy is defined as

Et =
1
2

m∑

j=1

∑

d

(
vt

jd

)2
, (8)

where d ∈ {x, y, z} and the key poses must satisfy

Et < Emin, (9)

where Emin is a tuned threshold, which is close to zero to ac-
commodate noise in the feature space. This method has low
computational cost and is relatively fast to compute, since just
max-min local values need to be computed.

In order to avoid consecutive frames to be considered as key
poses, an upper bound Eu is introduced after the detection of
the first key pose, to guarantee that the kinetic energy value evi-
dences a new motion being performed by the skeleton. The next
key pose is only determined if the value of the kinetic energy
rises again above this upper bound.

Considering that each sub-matrix Fa describing an activity a
is divided into variable-size sample windows as

Fa =

[(
Fa

1

)T (
Fa

2

)T
. . .

(
Fa

w
)T . . .

]T
, (10)

the following set of features is considered, since it reached the
better overall performance in several experimental tests:

Fa
w =

[
vt

jd ωt
idp

θt
idp

∆t
k

]
, (11)

with a size given by na×[3 ((m − mextd) + nθ + n∆) + nω], where
na is the size of the activity sample window, mextd is the number
of joints not considered for the velocity feature (e.g. torso), nθ is
the number of projected angles between joints, n∆ is the number
of considered normals to triangles formed by three joints and nω
is the number of projected angular velocities considered.

The notion of static and dynamic features is crucial from this
point on. Key poses are determined by frames where the skele-
ton joints have no movement or, in other words, near zero veloc-
ity. In this sense, for these poses, dynamic features (e.g. joint

velocities) are not considered, since they become irrelevant. On
the contrary, static features are very discriminative in key poses
and must be considered as such. Dynamic features however
become very important in between key poses, since the body’s
motion occurs in those frames, while information provided by
static features loses significance.

For the case of the dynamic features, a max-min approach
is followed, where only the maximum and minimum values of
each considered feature (i.e. v and ω) in the window are used.
For the static features (i.e. θ and ∆) only the ones that corre-
spond to the key poses used to define the analysis window (i.e.
the first wi f and the last wil ) are considered. This means, not
only a set of interpretable features may be extracted, but also
the set itself has its own meaning and intuition appealing, in the
context of discriminating an activity. Therefore, the main con-
tribution of this approach is not centered in the selected fea-
tures themselves, but in the way they are combined and used to
discriminate each activity. It may be used with other (possibly
more discriminative) features, as long as they can be catego-
rized as being static or dynamic features.

From each activity sample Fa
w , an instance vector is con-

structed:

f a
wi

=
[
f static
wi f

f dynamic
wi

f static
wil

]
, (12)

where f static
wi f

and f static
wil

represent the static features that are se-

lected of the first and last key poses identified of the window,
given generically by

f static
t =

[
θt

idp
∆t

k

]
, (13)

and f dynamic
wi

represents the max-min dynamic features that are
selected as

f dynamic
wi

=
[
(vmax

jd )wi (ωmax
idp

)wi (vmin
jd )wi (ωmin

idp
)wi

]
. (14)

Each considered instance vector has a length given by
[2 · 3(nθ + n∆) + (nmax + nmin) · (3(m − mextd) + nω)], where
nmax and nmin are the number of maximum and minimum
values for each considered feature. An example of a sequence
of skeleton poses of a human waving with an arm is illustrated
in Fig. 3. A plot of the corresponding kinetic energies is
represented as well.

3.5. Practical Considerations on a Real-Time Implementation

Based on the description of the proposed approach and con-
sidering a practical real-time implementation, the computation
of the described features and kinetic energy could be done at the
frame rate at which 3D skeleton’s joints coordinates are cap-
tured. Since each sample must be in the form of Eq. (12), a
first key pose must be detected and, for that frame, f static

1 fea-
tures are computed. Following that frame, max-min dynamic
features are computed and updated, forming f dynamic

1 . Once a
second key pose is detected (i.e. forming f static

2 ), a sample vec-
tor is formed and tested in order to discriminate the respective
activity.
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Fig. 3: Example of a sequence of human poses and the plot of their respective
kinetic energies. In this example, based on the thresholds that are considered
(Emin and Eu), pose 3 and 8 are identified as key poses. Static features are con-
sidered in these extreme poses, which will also delimit a variable-size window
(in this case, the size of the window is 6 frames). From pose 4 to 7, max-min
dynamic features are selected. Note that, after pose 3 being classified as key
pose, only from pose 5 a new key pose may be identified, since the kinetic
energy of this pose is higher than the upper threshold (i.e. pose 4 can not be
identified as key pose, even though its kinetic energy is lower that Emin).

4. Classifier - Random Forests

RF classifier consist on an ensemble of DT and each one is
trained from a bootstrap sample of the original training set, so
that each sample is independent identically distributed (i.i.d.),
minimizing the correlation between the predictors. Another
source of randomness is that, in the case of tree predictors, such
as DT, which are used in the majority of the literature and in this
work, each node of each DT is divided considering random se-
lections of subsets of the input variables. If the effects of these
sources of randomness are strong enough, it yields that the vari-
ance of the RF’s generalization error is low. Also, each DT is
grown to the largest extent possible, without pruning2, keeping
the generalization error rate low. Another property is that, us-
ing the Strong Law of Large Numbers, Breiman (2001) demon-
strated that RF do not overfit, as more classifiers are added. In
short, RF have the following characteristics (Breiman, 2001),
(Hastie et al., 2008): 1) low error rates reported in multiple ap-
plication domains (Svetnik et al., 2003), (Shotton et al., 2013),
(Dı́az-Uriarte and De Andres, 2006); 2) always converge (no
overfiting); 3) fast to train/compute, comparing to other en-
sembles; 4) robust to outliers/noise; 5) simple and easily par-
allelized.

In the proposed framework, a variant of the CART algorithm
Breiman et al. (1984) is employed, to train each DT. There are
several methods proposed in the literature to find the best strat-
egy to split a node on the tree, based on several metrics. Met-
rics based on impurity3 of a node are widely used (e.g. Gini
impurity, entropy impurity, etc). Based on this measure, a good

2Procedure to make smaller/simpler trees, if they become to large.
3An impurity measure is the quantity of the goodness of a split. A split is

pure if, after the split, all the instances reaching a node belong to the same class.
In this case, the impurity of that node is 0.

heuristic to find the best local split at a node m is to find the
split that maximizes the drop in impurity, defined as:

mג∆ = mג −
b∑

j=1

p j
mג

j
m, (15)

where mג is the impurity value of the node m, p j
m is the fraction

of instances going for branch j, b is the number of branches the
node is split into and ג j

m is the impurity value of the descendant
node corresponding to branch j. However, this is a greedy lo-
cal method, not guaranteeing the best global solution, in terms
of obtaining the smaller and simplest DT model (and conse-
quently the smaller and simplest RF model). In this sense, the
idea of searching for the best local split may not be advanta-
geous, considering also the computational effort required, with
implications on the time taken to train the model. This is the
main motivation that lead to the introduction of an alternative
search for the best split based on a meta-heuristic algorithm:
the differential evolution algorithm. The idea is that the best
splitting node condition may not be found, but a good one is, in
a desirable amount of time/iterations. Another advantage is that
it allows multivariate DT, with no significant increase of com-
putational complexity nor time consumption. This means, each
split may take any direction along the feature space, not con-
strained to parallel splits along the feature axes. Nevertheless,
considering these properties, it is of most importance that the
performance of the classifier (i.e. in terms of precision, recall,
etc) must be at least equivalent to other RF’s implementations
(e.g. Breiman (2001), Hall et al. (2009)).

4.1. Differential Evolution - Seeking the Best Splitting Node
Condition

Differential Evolution (DE) is a meta-heuristic algorithm
proposed by Storn and Price (1997). It is a very efficient
yet simple general optimization algorithm, which aims to
solve non-linear, non-differentiable, non-continuous and real-
parameters problems. It employs similar computational steps
as standard evolutionary algorithms. In this sense, from a ran-
domly generated population containing solutions to the given
problem (i.e. in this context, denominated individuals), the
main idea of DE is to iteratively select the best one through
a set of rules. Besides this, it has few parameters to adjust,
whose effects are very well studied and documented: mutation
factor F ∈ [0, 2]; recombination factor C ∈ [0, 1]; number of
individuals of the population Npop.

Apart from the initialization step, which is performed only
once in the beginning, in a simplistic formulation, it consists in
a loop of three distinct steps: mutation, recombination, selec-
tion. In the context of the present work, the implementation of
the algorithm is as follows. In the initialization step, a randomly
population of size Npop is generated:

Xt = {xt,1, xt,2, ..., xt,Npop }, (16)

where xt,i is an individual (i.e. a possible solution to the prob-
lem)

xt,i =
(
xt,i,1 xt,i,2 . . . xt,i,n

)
, (17)
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with xt,i, j being the variable j of the problem, of the individual
i, at iteration t (in the initial state t = 0). In the mutation step,
each individual is mutated according to

vt,i = xt,r1 + F · (xt,r2 − xt,r3

)
, (18)

where r1, r2, r3 ∈ {1, 2, . . . ,Npop} are mutually exclusive ran-
dom indexes of individuals distinct from i. In the recombination
step, a trial population Ut is generated, according to:

ut,i, j =


vt,i, j if rand < C ∨ j = δ

xt,i, j otherwise
, (19)

where rand ∈ [0, 1] is a random value and δ ∈ {1, . . . , n} is a
random index for recombination to ensure that ut,i , xt,i. In the
selection step, the trial individuals are tested with the individu-
als of the population with the same index:

xt+1,i =


ut,i if f (ut,i) ≤ f (xt,i)

xt,i otherwise
, (20)

where f (·) is the objective function. If the trial individual yields
a lower or equal value of the objective function, it replaces
the corresponding target individual; otherwise the individual re-
mains in the population.

In the context of this work, the objective function is to find
the best linear coefficients a j, j ∈ {1, . . . , n}, such that the split-
ting condition

a1y1 + a2y2 + · · · + anyn < 1, (21)

where y j corresponds to the variable with index j of the ran-
domly selected subset from the training set, minimizes the sym-
metrical of the drop in impurity, given by Eq. (15). Note that
n is the number of randomly selected variables to split each
node and is adjustable. In other words, the objective function to
minimize may be formulated in the following way, considering
a =

(
a1 a2 . . . an

)
:

m(a)ג∆− = mג− +

b∑

j=1

p j
m(a)ג j

m(a). (22)

Naturally, the drop in impurity depends on the splitting condi-
tion, given by Eq. (21). The splitting condition depends on its
linear coefficients a j. Therefore, the drop in impurity depends
on the linear coefficients a j. However, their relation is not an-
alytically easy to find, since the relation between the splitting
condition, given by Eq. (21), and how the instance space is
divided is not clear and may depend on the training set. This
means, no assumption about their mathematical relation (e.g.
linear, quadratic, etc) can be made. This is another reason for
the inclusion of the DE algorithm, since the objective function
may not be linear, continuous nor differentiable.

4.2. Implementation - Differential Evolution Random Forests

One of the main reasons that inspired the proposed RF im-
plementation was that, if possible, it should not depend on
tunable thresholds. In this context, thresholds are assumed to

Fig. 4: Base skeleton and respective joints.

be variables considered on an algorithm, whose effects are not
well behaved and/or may depend on other variables and/or in-
put/output data. Nevertheless, another interesting characteristic
arises mainly from the fact that the effects of the adjustable pa-
rameters of the DE are very well studied and documented, since
the effects of these parameters in the overall performance of the
classifier are very well defined. Some of these effects are shown
and discussed subsequently in Sect. 5.2.

Another interesting approach of the proposed RF implemen-
tation concerns the stopping criterion of the iterative process
to split a node, which is based on the hypothesis testing (Duda
et al., 2012). The objective is to determine if a given splitting
node condition differs from a random one, based on statistical
significance (i.e. desirable confidence level). Considering the
chi-squared statistics, this deviation may be quantified, for two
branches, as:

χ2
m =

K∑

i=1

(
NL

m,i − Nm,i pL
m

)2

Nm,i pL
m

, (23)

where NL
m,i is the number of instances of class Ci sent to the left

branch, Nm,i pL
m is the expected number of instances of class Ci

sent to the left branch by the random rule and K is the number of
classes considered. When χ2

m is greater than some value given
by the desired confidence level associated to the chi-squared
statistics, it means that the candidate split differs from the ran-
dom one and the null hypothesis is rejected, continuing the node
splitting. On the other hand, if χ2

m is smaller, the splitting is
stopped, since the candidate split does not differ significantly
from a random one.

5. Experimental Results

In order to assess the proposed method, the Cornell Activity
Dataset (CAD-60) (Sung et al., 2011) was used. Two different
implementations of the RF classifier were used: RF provided
by Weka Version 3-6-13 software (Hall et al., 2009) (denom-
inated as WRF); and the proposed RF implementation, using
DE algorithm as splitting node methodology (denominated as
DERF). The experimental results were obtained in a 2.60 GHz
Intel Core i5 CPU machine.

Figure 4 exemplifies the skeleton’s data provided, as well as
the indexes considered for each joint. The angles considered
are defined in Table 1 and the normal to the triangles formed by
groups of three joints are described in Table 2. These features
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Table 1: Considered Angles

Angle Joints Triplet Angle Joints Triplet
i (a, b, c) i (a, b, c)

1 (6,7,13) 2 (4,5,12)
3 (6,10,11) 4 (4,8,9)
5 (10,11,15) 6 (8,9,14)
7 (6,10,13) 8 (4,8,12)
9 (1,7,13) 10 (1,5,12)

11 (3,12,13) 12 (3,14,15)

Table 2: Considered Normal to Triangles Formed by Three Joints

Normal Joints Triplet Normal Joints Triplet
k (a, b, c) k (a, b, c)

1 (4,5,12) 2 (6,7,13)
3 (8,9,14) 4 (10,11,15)
5 (1,12,13) 6 (3,12,13)
7 (5,8,12) 8 (7,10,13)

aim to provide a good discrimination between activities, since
they provided better overall results in several preliminary ex-
periments. Different combination of features were evaluated,
but due to space limitations they are not presented here. In
the particular case of the angles considered, the work of Faria
et al. (2015) was very influential, due to the supporting ratio-
nale and the results obtained. The performance indicators in
terms of precision (Prec) and recall (Rec) are presented for each
scenario, adopting the same strategy described in Sung et al.
(2012). A leave-one-out cross validation procedure was em-
ployed. This procedure is important to check the classifier’s
generalization capability.

5.1. Cornell Activity Dataset

The CAD-60 consists of 3D skeleton’s coordinates joints,
acquired by a RGB-D sensor at a frame rate of 30 Hz. The
dataset contains 12 human distinct activities plus 1 random ac-
tion and 1 still posture, categorized into 5 environments (bath-
room, bedroom, kitchen, living room and office), performed by
4 different subjects. The experimental results obtained are pre-
sented in Table 3. Both WRF classifier, with overall average for
precision and recall of 81.73% and 79.01%, respectively, and
DERF classifier, with overall average for precision and recall
of 81.83% and 80.02%, respectively, were used. The follow-
ing features extraction parameters were implemented for both
tests: mextd = 3 (the corresponding velocities of head, neck
and torso are not considered); nθ = 12 (the considered an-
gles are presented in Table 1); nω = 12 (the considered an-
gular velocities are obtained based on their respective angles);
n∆ = 8 (the considered normals to triangles formed by triplets
of joints are shown in Table 2); nmax = nmin = 1 (only the
most extreme values for each feature on the respective anal-
ysis window are considered); Emin = 0.0028 (this value was
tuned empirically, based on experimental tests on the training
data); Ea

u = 2 × mean(Ea) (mean(·) is the mean function and
Ea =

{
(E1)a, (E2)a, . . . , (Et)a, . . .

}
is the set of kinetic energy

values of the activity a, for all its corresponding frames; this
value was also tuned empirically, based on experimental tests

Table 3: Performance of the Proposed Approach on the CAD-60

Location Activity
WRF DERF

Prec (%) Rec (%) Prec (%) Rec (%)

Bathroom

random+still 95.87 96.60 95.98 99.35
rinsing water 81.57 68.32 93.65 65.40
brushing teeth 96.05 92.97 98.55 96.14
wearing lens 84.05 85.35 84.37 95.14

average 89.38 85.81 93.14 89.01

Bedroom

random+still 97.87 99.62 97.28 99.62
talking on phone 56.05 66.50 57.58 76.64
drinking water 57.15 36.85 55.58 29.08

opening container 100 94.35 99.24 94.35
average 77.77 74.33 77.42 74.92

Kitchen

random+still 93.00 98.47 91.70 98.46
drinking water 99.00 95.82 90.67 94.10

chopping 83.77 92.50 85.03 90.98
stirring 73.07 64.80 71.84 59.86

opening container 100 86.32 100 88.10
average 89.77 87.58 87.85 86.30

Living room

random+still 96.70 99.62 97.63 100
talking on phone 59.82 75.07 56.96 75.03
drinking water 58.15 33.42 56.92 28.39

talking on couch 81.25 85.72 82.43 95.10
relaxing on couch 75.00 62.50 75.00 68.92

average 74.18 71.27 73.79 73.49

Office

random+still 94.60 96.90 90.56 98.96
talking on phone 49.72 71.02 55.49 74.47
writing on board 92.17 90.87 87.81 84.17
drinking water 51.32 21.55 51.02 24.48

working on computer 100 100 100 100
average 77.56 76.07 76.98 76.42

Overall Average 81.73 79.01 81.83 80.02

on the training data). For the DERF classifier, the implemented
values of the adjustable parameters are as follows: F takes a dif-
ferent random value in [0.5, 1] for each individual (e.g. dither);
C = 0.9; Npop = 20; Niter = 6 (number of iterations of the DE
algorithm, i.e., stopping criterion); Ntree = 100 (number of trees
in the ensemble); Nrand = blog2(Nvar) + 1c (number of randomly
selected variables to split a node from the Nvar of the training
set); conflvl = 99% (confidence level of the stopping criterion
to split a node). For the WRF classifier, the default parameters
were used: ensemble of 100 trees; blog2(Nvar) + 1c (number of
randomly selected variables to split a node from the Nvar of the
training set).

Based on these parameters, the classifiers were trained with
an average number of 630.30 training samples, each one with
264 features, requiring an average training time of 1 sec. In
terms of precision and recall, they have similar performances.

In Fig. 5, a confusion matrix is presented, with respect to the
WRF classifier performance, classifying the activities related to
the office environment of the CAD-60. As shown, there is a lot
of misclassification between the talking on phone and drinking
water activities. This is due to the fact that these activities are
very similar, regarding the skeleton-based features considered.
Also, it is a recurrent evidence, concerning the obtained results
for other environments. Nevertheless, this approach can dis-
criminate between not similar activities very effectively (e.g. in
the kitchen environment, since the talking on phone and drink-
ing water activities are not simultaneously present, the pro-
posed framework identifies very well the drinking water activ-
ity, with performance indicators above 90%, for both consid-
ered classifiers). Considering it requires few training examples
and training time, using static and just max-min features, the
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Fig. 5: Confusion matrix of the proposed approach for the office environment of
the CAD-60, using the WRF (1-random+still; 2-talking on phone; 3-writing on
board; 4-drinking water; 5-working on computer). As shown, drinking water
and talking on phone activities are not very well discriminated between them-
selves.

Table 4: Comparison of the Proposed Approach with Other Methods

Method Prec (%) Rec (%)

Faria et al. (2015) 94.8 94.7
Cippitelli et al. (2016) 93.9 93.5

Shan and Akella (2014) 93.8 94.5
Zhu et al. (2014) 93.2 84.6

Parisi et al. (2015) 91.9 90.2
Zhang and Tian (2012) 86.0 84.0

Proposed approach, using DERF 81.83 80.02
Koppula et al. (2013) 80.8 71.4
Gupta et al. (2013) 78.1 75.4
Gaglio et al. (2015) 77.3 76.7

Ni et al. (2013) 75.9 69.5
Yang and Tian (2014) 71.9 66.6

Piyathilaka and Kodagoda (2013) 70.0 78.0
Sung et al. (2011) 67.9 55.5

assumption that each activity may be discriminated just by con-
sidering extreme movements and poses is corroborated.

In Table 4, a comparison of the overall results of the pro-
posed approach, in relation to other state-of-the-art methods,
is presented. The comparison that was made is only based on
precision and recall indicators, since no performance indicators
such as training examples, number of features or training time
are provided by the other considered methods. In this sense, the
approach that is proposed shows relevant overall performance,
particularly considering that the number of training examples
and required training time are very small.

5.2. Influences of Some Parameters of DERF in the Overall
Performance

A claim was made that the proposed RF classifier (DERF)
has no thresholds to tune, but has some parameters that can be
adjusted, which were mentioned previously. This means, the
influence of each and every parameter considered is known and
controllable, not depending on other parameters or input/output
data. Due to space constraints, the influence of just two pa-
rameters will be discussed, in terms of overall precision and
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Fig. 6: Influence of the number of individuals of the DE algorithm population
(CAD-60).
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Fig. 7: Influence of the confidence level of the stopping criterion to split a node
(CAD-60).

recall, training/testing time and size of the classifier’s model
obtained: number of individuals of the DE algorithm popula-
tion Npop; confidence level of the stopping criterion to split a
node conflvl. Besides CAD-60, the influence of the mentioned
parameters was tested on other datasets from the UCI reposi-
tory (Lichman, 2013). The results obtained on two additional
datasets (Iris and Wine) will also be shown. Although these
datasets are not very challenging, they are useful for testing
classifiers with newly implemented ideas. Also, the experimen-
tal results obtained, based on these three datasets corroborate
the claim that was made about DERF not having thresholds to
tune, since the same tendency of each parameter’s influence is
observable. The default experimental parameters are as fol-
lows: F = 0.8; C = 0.6; Npop = 15; Niter = 6; Ntree = 100;
Nrand = blog2(Nvar) + 1c = 9; conflvl = 90%.

Figure 6 shows the influence of the number of individuals of
the DE population, when searching for the best splitting condi-
tion at each node, for CAD-60. First, in terms of precision and
recall, the classifier’s performance do not differ significantly.
Second, the training time, increases as the number of individu-
als increases. Third, the size of the resulting model decreases,
as the number of individuals increases, and consequently, since
the model becomes simpler and more compact, the time re-
quired for the classifier to make a decision decreases. The exact
analysis can be made, based on the results shown in Fig. 8, on
Iris and Wine datasets. In this sense, when designing this pa-
rameter, there must be a compromise between training time and
model size. In Fig. 7, the effect of the confidence level, based
on which each node is considered or not a leaf, is shown, for
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Fig. 8: Influence of the number of individuals of the DE algorithm population (Iris and Wine Datasets).
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Fig. 9: Influence of the confidence level of the stopping criterion to split a node (Iris and Wine Datasets).

CAD-60. The overall performance, in terms of precision and
recall, is not significantly influenced, nor the training time re-
quired. However, the model size is greatly reduced, as the con-
fidence level is increased and consequently the time required
to make a decision. In other words, this parameter does not
impose a compromise. Therefore, higher values for the con-
fidence level are better, since the overall model complexity is
reduced, not affecting the overall performance of the classifier,
in terms of the rest of considered performance indicators. A
similar conclusion is corroborated, based on the experimental
results illustrated in Fig. 9.

6. Conclusion and Future Work

The work presented may be separated into two core com-
ponents: the skeleton-based features extraction approach pro-
posed, which is based on compressing a sequence of consecu-
tive temporal frames into training samples segmented by auto-
matically identified key poses, comprising only static and max-
min dynamic features, and the inclusion of the DE algorithm
within the RF classifier, which was built and implemented from
scratch. The main objective of this work was to develop a very
fast training framework, requiring just a few training exam-
ples, with relevant performance, comparing to other state-of-
the-art methods. Nonetheless, a major limitation of the pro-
posed method is recognized to be the determination of key
poses, which is done considering all body joints. Such scheme
enables the possible misidentification of key poses, since each

and every body joint is considered to equally important, during
the process of human activity recognition. In order to over-
come this, one idea may be segmenting the human body into
parts, consisting of subsets of joints (e.g. limbs). A similar
approach is explored by Zhang et al. (2016). Also, a more care-
ful analysis could be made, performing a pre-feature extraction
step (e.g. PCA), in order to find better sets of discriminative
static and dynamic features. Based on the developed work, new
research directions are summarized and highlighted:

1. Divide the human skeleton into several parts, differentiat-
ing parts with more/less relevant information;

2. Train specialized classifiers for each part, having a higher-
level classifier discriminating between activities;

3. Consider key poses as activities transitions;
4. Test other sets of static and dynamic features;
5. Implementation and validation of the method in real-life

scenarios (e.g. falling) (Parisi and Wermter, 2016).
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