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Abstract

Many Object recognition techniques perform some
flavour of point pattern matching between a model and
a scene. Such points are usually selected through a fea-
ture detection algorithm that is robust to a class of im-
age transformations and a suitable descriptor is com-
puted over them in order to get a reliable matching.
Moreover, some approaches take an additional step by
casting the correspondence problem into a matching
between graphs defined over feature points. The mo-
tivation is that the relational model would add more
discriminative power, however the overall effectiveness
strongly depends on the ability to build a graph that is
stable with respect to both changes in the object appear-
ance and spatial distribution of interest points. In fact,
widely used graph-based representations, have shown
to suffer some limitations, especially with respect to
changes in the Euclidean organization of the feature
points. In this paper we introduce a technique to build
relational structures over corner points that does not
depend on the spatial distribution of the features.

1. Introduction

Object recognition can be performed through many
different approaches, ranging from the spatial analysis
of color distribution [5] to contour matching [13]. In
this paper we focus on techniques that work by match-
ing sets of feature points that have been extracted from
both a model image and a scene. For this kind of ap-
proach to succeed, the interest points should be repeat-
able, that means that the sets of features extracted un-
der moderately different conditions of pose and lighting
should exhibit a reasonable overlap. To this end, Harris
operator [7], Maximally Stable Extreme Regions [12]
or Differences of Gaussians [11] are widely used in
literature. Moreover, a robust and distinctive descrip-
tor, such as SIFT [10] or SURF [8] must be computed
for each interest point in order to ensure an accurate

Figure 1. Matching two stable graphs

correspondence. While techniques that rely only on
the descriptor for point-wise matching can be very ef-
fective [9] and efficient [14], the adoption of spatial
constraints has proven to enhance the overall reliabil-
ity of the correspondences. Such constraints can be
expressed, for instance, as a precise class of transfor-
mations to which the points matched must adhere [2]
or as a set of relations between features that must be
preserved through the injection that connects model to
data points [16]. The latter class of constraints casts
the search for a correspondence to a graph-matching
problem, that can be solved (heuristically) with gen-
eral or specialized techniques [4]. However, it is not
always straightforward to choose a proper relational
model for the data points. Delaunay triangulation [3]
and k-nearest-neighbour graphs (where each point is
connected to the k nearest points) are popular choices
since they are simple to compute and exhibit a meaning-
ful planar organization. Unfortunately, with these ap-
proaches the connectivity is usually settled by the rela-
tive position of the points in the Euclidean space, which
happens to be a property that is not resilient to changes
in pose and occlusions.

In the following section we introduce a relational
structure that does not depend on the position of the
points and that can be built directly on Harris cor-
ners without requiring the expensive computation of a
feature descriptor. Additionally, we propose a game-
theoretic matching schema that allows to find corre-
spondences that respect the topology of the graph and
that are also coherent with respect to geometrical con-
straints (see Fig. 1).



Figure 2. Building a stable graph

2. Stable Graph Creation

The vertices of the proposed graph, defined as the set
V = {v1,v9...v,}, are exactly the n image pixels that
exhibit the stronger response with respect to the Harris
operator [7], after non-maximal suppression and above
a given threshold. For each vertex v, a simple descriptor
is computed as:

S(v) = (e,e", N, \") (1)
where €', and \',\" are respectively the normalized
eigenvectors and the eigenvalues of the covariance ma-
trix of the square image patch centered on the vertex v
with a given side w,.. The main idea behind the pro-
posed representation is that the connectivity between
two vertices should depend only on the descriptors in-
volved, rather than on the positions of the vertices. To
this end we define the edge set as F as:

E ={(vi,v2) €V x V]e] -e5 < ay} )
this means that an edge insists between two vertices if
and only if the respective main eigenvectors are orthog-
onal enough. From an image processing point of view
this makes sense, in fact this rule avoids to connect local
clusters of points that share the same edge and, by con-
trast, connects vertices that represent parts of the objects
well apart. In the following section we will make clear
how these conditions help in obtaining reliable matches.
In Fig. 2 the graph building process is shown. The ver-
tices are shown in the first half of the image along with
the direction of the corresponding eigenvectors. In the
second part of the same figure the stable graph built
upon those vertices is displayed. Specifically, a value
of ag of 0.04 (that corresponds to about 88.5 degrees)
was used. Visually, the graph seems to be very dense,
however this is due to the fact that the very nature of
the proposed approach tends to build edges spanning
from one side of the object to the other. Indeed, the
average degree of the graph shown is slightly below 4.
By changing respectively the Harris response threshold
and the value of oy, graphs with a different number
of vertices and with different edge densities can be ob-
tained. Of course, the usual trade-off between the num-
ber of features and their distinctiveness applies. Fig. 3
displays a comparison between the structures produced
over the same vertex set extracted from two slightly dif-
ferent images, respectively by the Delaunay triangula-
tion, the knn-graph and our method. While topological

changes are apparent with the first two techniques, it is
not easy to tell how much of the non-planar structure
is preserved by the stable graph. However, this will be
assessed in the following as the three graph-based rep-
resentations will be used for object recognition.

3. Game-Theoretic Matching

The Matching between graphs is performed using
the game-theoretic framework presented in [1] and [2].
According to this technique it is possible to cast the cor-
respondence problem in an optimization process that is
guaranteed to converge under payoff-monotonic evolu-
tionary dynamics [15]. Two steps are needed to exploit
such framework: the preparation of a set of matching
candidates that will be selected through the evolution-
ary process and the definition of a payoff function be-
tween pairs of candidates to drive the evolution toward
the selection of a globally coherent set of matches.

3.1 Candidate Selection

Differently from [2], where correspondences are
searched between well characterized features, we are
dealing with rather poor descriptors (see Eq. 1). Since
we trust the graph to be repeatable, we propose to create
matching candidates between edges rather than vertices,
thus each high-order putative match is defined by the
quadruple ((va,vs), (v1,v2)) Where (vq,vp) is an edge
in the model and (v1, v1) is an edge in the data. For each
edge in the model a maximum of k candidates are pro-
duced. Those candidates are selected by choosing those
that exhibit a better alignment of the principal eigenvec-
tors and similar eigenvalues between the corresponding
vertices (see Fig. 4-1).

Figure 3. Comparison between graphs
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Figure 4. The proposed pipeline for stable graph matching (see text for details).

3.2 Payoff Definition

The payoff between two candidates expresses the
compatibility between them. A high payoff lets two
candidate to thrive together, while a payoff of value 0
prevents the evolutionary process to select both the can-
didates in the final population. Since we want the match
to be one-to-one, we set the payoff to 0 if two candidates
share the same model or data edge. Additionally, we
also want to enforce topological constraints, thus we set
the payoff to 0 if the incidence relation between source
and data edges is not consistent. This is the case, for
instance, if the model edges in two candidates share a
vertex, but the corresponding edges in the data do not.
If both one-to-one and topological constraints are satis-
fied, the payoff is computed as a function that accounts
for the relative direction and length of the edges:

((va,vp),(v1,v2)),
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where o is a term that regulates the selectivity of the
match and v is a function that measures the compati-
bility between the scaling transforms induced by the 6
distances among the involved vertices (see Fig. 4-2):

as ) ) ) . Rl

v ((va, o) (v1, 02)) = min  log— &)
((ve, vq), (v3,v4)) i=1..6,j=1..6 = R;

with the 6 distance ratios being:
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Since we compare ratios the approach is scale indepen-
dent. The log in Eq. 4 makes the measure symmetric
and of 0 average, the min takes the worst value, the
Gaussian of Eq. 3 maximizes the payoff when all the
ratios are preserved. The computation of an example

payoff matrix is shown in Fig. 4-3. The payoff be-
tween bl,04 or al,bl is O because of the one-to-one
constraint, while the payoff between al, b4 or c2, b4 is
0 because of the topology constraint (for instance a and
b share a vertex while 1 and 4 do not). Among the non-
zero values, we can observe that the compatibility be-
tween al, c2, ¢2,d3 and al, d3 is high because all the
ratios are preserved fairly well (note that the actually
computable ratios over ¢2, d3 are only 3 because of the
degeneration induced by the shared vertex). By con-
trast, the payoff between the remaining pairs of candi-
dates is low as some ratios are poorly maintained. In
fact, after a few iterations of the evolutionary game (see
Fig. 4-4), candidates b1 and b4 become extinct, while
al,c2 and d3 have been selected as the correct matches.

4. Experimental Evaluation

In this section we analyze the object recognition per-
formance obtained using the described pipeline with the
proposed stable graph, the Delaunay triangulation and
the knn-graph. We also added in the comparison the
original SIFT-based affine game-theoretic matcher [2]
(AGT). The dataset has been produced using 10 ob-
jects from the ALOI dataset [6]. For each object a set
of different points of view was selected and random
affine transformations were applied. Additionally, half
of the resulting images were cluttered by applying ran-
dom square patches extracted from other images in the
set. One at a time, each object in the dataset was used
as a query and the results were sorted according to the
average payoff of the surviving population (which is ex-
pected to be higher when the match is good). In the
first half of Fig. 5 the result sets obtained by the com-
pared methods for the same query are shown. In the
upper-right corner of the same figure we display a sin-
gle example that shows the match preservation of our
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Figure 5. Experimental evaluation of the proposed method (see text for description).

method even when severe clutter is applied. Finally,
we also plotted a precision/recall graph in order to sup-
ply a quantitative overview. While the stable graph of-
fers the best relational representation for the proposed
high-order matching, it can be observed that the original
AGT performs sightly better for high recall rates. How-
ever, to be fair, it should be stressed that AGT adopts the
robust SIFT descriptor, which requires several seconds
to be computed over the tested images. Conversely, the
very simple computation of the Harris response can be
performed up to two orders of magnitude faster.

5. Conclusions

We introduced a novel graph-based representation
that is built by connecting feature points in the space
of their descriptor rather than in the Euclidean space.
Despite the low distinctiveness of the characterization,
good recognition results have been obtained adopting
an edge-based high-order matching technique that en-
forces the topology of the proposed representation.
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