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SUNTTARY

Four different approafhes to the design and
constrvction of electronic machines capable of disp-
laying Pavlovian conditioning by association have
been investigated theoretically and practically.
Conflicts in the basic requirements for such a machine
might be resolved by the introduction of Probability,
Inhibition and Porgetting. The methods adopted
should not make it impossible to introduce these

features as and when reguired later.

The methods of association information storage
considered have been -
1. Use of recordihgs of sinusoidal signals resulting
from beats between sinusoidal‘input signals. This
introduced problems of linearity in the recording
process, and of selection of the input frequencies.
2 Use of rectangular waves of various frequencies.
While this method couvld elimingte linesrity problenms,
it introduced problems of addition of new information
to previously-recorded information.
34 Use of electirical pulse signels recirculating .
dynamically. While use of this method could elinminate
many of the earlier problems, the problem remained of
noise sugmentation in a recirculating system. It is
desirsble to reduce this if possible.

4 . Use of pulse signals recirculating non-dynamically



This fourth method proved to be the most
promising, and & machine was constructed using
this approach. The orgenisation of this machine
was based on the earlier work. Methods for further
simplification are suggested in the thesis.

Work on this fourth method involved the
following :-
1. Consideration of methods of avoidance of
spurious response and of possible alternative
methods of storage of informstion.
2 Development of various forms of Prime—-number
counter. The method finally adopted used integrated
circuits.
Ay Investigation of a number of circuits display-
ing majority logic ection.
4 Relationship to other work using multi-dimens-—
ional theory, and the simplification of the visusl-
isation of associations. .
5 Theoretical investigation of magnetic pulse
recording waveshapes.
64 Development of methods of construction of the

mechine.
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1. INTRODUCTION

The capabilities of man-made control systems
have been increased spectaculéfly in recent years.

The performance of early servo systems was limited to
some extent by the fixed nature of their control
characteristics. During the past decade, adaptive
control systems have been investigated intensively.

In such systems the control characteristics are
altered automatically so as to maintain a desired
standard of performence despite variations of systen
parameters. Analogies can be drawn between adaptive
action in control systems and homeostatic behaviour in
living creatures, such a comparison being one function
of cybernetic studies.

The writer has recently carried out a thorough
review of this field, as a preliminary to the present
research. This review has been published as the
textbook "Oybernetics“', which is submitted in
support of this thesis. Consequently, no general
review will be given in the present thesis, but the
general background will be taken as known. However,

the particular background on which the present research

hes been based will be discussed.



The investigation is based on the fundamental
problem of how humans aﬁd animals recognise speech .
sounds and assign meanings to the sounds. .The eventual
object is to devise a machine which might be used to
carry out such recognition, in the hope that the .
difficulties encountered willl give some clue to the
elucidation of the fundamental probleﬁ. We can recog-
ﬁise, for example, the word "cat" spoken by‘people
with many different accents and even if the speech
waveforms are degraded in various ways. It is not
clear-exactly which features of the speech waveforms
are used for the generalisation required in such a
recognition process. It is hoped that investigation
of the type of machine.envisaged in the present
research might eventuélly lead to an identification
of these features. Animals and humans arg'inadéquate
subjects for use in such research, since by their
nature they are capable of adapting to compensate
for various forms of degradation of information.
Indeed, the very nafure-of this adaptétion is of
great interest, but it is difficult to investigate
it since it cannot be controlled in the animal and

the human.



Highﬂspeed electronic dfgitai computers
are now widely used, and methods of ﬁrogramming them
tb carry out an extensive range of mathematical
operatiions have been devised. Digital computers
have been used to simulate many forms of biological
activity, including some of the actions of the
nervous system. In biological terms, a digital
computer is a purely reflex device which will, one
h0pes; always infallibly carry out a particular
action in response to a giveﬁ'strmulus. This of
jtself does not limit the use of diigital computers
in thé simulation of animal ﬁervous systems,, but
when\combined with high cost and liﬁited capacity
and availability it helps to réstrict the range of’
such applications. In these circumstances, the
design and construction of sp°01ai—nurnose cybernetic
machines is an attractive alternative to the use
oﬁTprogrammed general-purpose computers. The present
research is an investigation of possible methods of
construction of one such machine. _

It is sometimes suggested that a nermanent form of
Information stovdal simulating bhe €onction
of memory is not essential for research purnoses. However,
fesearch should make possible repeatable experlments,,
and unless some permanence can be ensured if and when
required in the memory process, repeatable experiments
are not possible. The method adopted should not

therefore make permanehce of memory impossible.



In work such as that discussed here, it is
necessary to consider carefullf whether an attempt is
to be made to duplicate biological action precisely or
whether it is only the overall effect which is to be
copied.

Perhaps the best illustration of the applicab-
ility of this approach is the development of heavier-
than-air flight. The man-made aeroplane was developed
not as a result of mere slavish copying of biological
mechanisms. Instead, a study of biological principles,
together with the application of the best engineering
techniques available at the time, led to the development
of the flwing machine. While the principles employed
depended to a great extent on what had been learned from
the study of living creatures, the machine was in no
way a simple copy.

Modern techniques of integrated microcircuit
production make possible the construction of cyberﬁétio
electronic devices which in some cases are approaching
in size the smallness of the equivalent biological
nervous system. At the same time, investigations of
biological nervous systems are making clearer some of
the ways in which these systems are organised. Bacause
of these facts, the use of electronic devices to simulate

some aspects of biological nervous action is continuslly.

becoming easier.
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2. PREVIOUS WORK

It is perhaps as well to consider at this point
the relationshiﬁ between fhe present work and some of
the other cybernetics work which has been reported.
The intention of thé present work is to design and
construct machines in which the facility for learning
by association is a built-in feature. Such a machine
will be capable of assoclating without the aid of a
human teacher. Much of the work which has been
reported in this field relies onla deliberate re-
inforecing proﬁess by a human teacher, who adjusts the
machine in accordance with its responses. It is some-
times suggested that feedback is not a necessary
feature of a learning process% However, without any
form of feedback, changes of énvironment will: introduce
ambiguity in the actions of a machine. The ambiguity
" can be made less importent by the introduction of a
.forgetting Process, but inevitably the machine can not
fhen be completely error-free. Entirely random iyputs
to a non-feedback machine are meaningless and cannot be
used in the learning process, since in time-every.input
would be associated with every other input. Feedback
need not necessarily be deliberately built into a
~ machine, since it can occur via the environment.

In a4 feedback 5331"4"11 Ehe eFFet_'t's of the active 538':'”"‘
ovtpvbts Are detected aAnd ysed te provde add tiena| mpubs,



In recent years there has been extensive invest-
igétion in meny parts of the world into nvmerous forms
of trainable learning machine?'1When examined closely,
much of the latter work is seen to belong to a single
class. This might be called the "Ad justable-Weight,

Ma jority Logic" approach. In this, each of a number of
sensors, such as photo-electric cells, provides an input
which is taken,vis an adjustable "weighting" resistor
individval to that input, to a single common point, the
input terminal of an amplifier. A given fixed procedure
or strategy is then followed in order to adjust the
weighting resistors in such a way as to ensure that the
amﬁlifier gives a particular output only when = given
set of inputs is applied. In this way, the machine is
gradually trained, or adjusted, to recognise patterns.
The training process is carried out in general by a
human operator. Convergence to a final "trained" state

has been obtained by following certain training strat-

egies, proved theoretically to lead to this convergence?

In general, the aim of such work has been the
eventual production of working pattern recognition mach-
ines, rather than the simulation of animal actions.

This is a good engineering object, since such maghines
are required for use with electronic computers, for
example to enable computers to operate on information

produced on normal typewriters.



The writer has pointed out elsewhere that
suéh a system is not well-adapted to operation under
changing conditions once the tfﬁining period is overé*

In animal systems phere is no definable training
period followed by the achievment of a trained state.
Such a system would fail to adapt to changing conditions
end such failure could possibly be fatal to the organism.
A single severe error is sufficient to produce fatality.
Consequently, such non-adaptive action would tend to be
eliminated by the operation of natural selection processes.

This fact alone would seem to explain why the
animal learning process never produces complete freedom
from error. Although the probability of error is reduced
with the length of the training period, the necessary
facility for adaptation énsures that error is neyer
completely absent. If learning machines are to have a
facility for adaptation, then it would appear to be
desirable that the "training phase" never ends, that
the machines operate on a probabilistic basis, and that
therefore theopzration will never be completely error-
free even under fixed input conditions. There are many
human examples of illusions caused by this effect. Pefh—
aps the outstanding example is the illusory change in a
spoken word reiterated over and over again from a tape
recorder. In such a fundamental respect, the machines
envisaged here will differ from most machines which have

been investigated.
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3, CONDITIONED REFLEX ACTION
In the seventeenth century, Descartes discussed

the occurrence in animals df reflex activityé Early
in the presént century, I.P. Pavlov inveséigated
conditioning of reflex action inranimals? In his
classic series of ereriments he showed that if a bell
was sounded each time that food was presented to an
~ animal, eventﬁalﬂy the bell alone could cause saliv-
ation, even though the food.wés not then presented.
It is possible to explain much animal learning action
in terms of conditioning of reflexes. |

- In effect, one stimulus "A" is associated with
~another stimulus "B" repeatedly until eventually
stimulus "A" can on its own produce the response
¢ normal fo_stimulus "B"., It is important to note that
the resulting conditioned response is not infallible.
It appeers rather that the probability of producing
response "B" by stimulus "A" is increased by the _
repetition of fhe association. Since it is possible
to expiain a widé range of animal learning activity
on this simple basis, if is of engineering interest
to consider.the feasibility of machines having similar

capabilities.



B

-

Simple machines in which one or two inputs
can be associated have been constructed and widely
demonstrated? However, it is not easy to extend such
simple machines to handle a wide range df Qifferent
inputs? ﬂjw pfesent research is aimed at the constr-
uction of a machine which can be extended, once the
basic pr;nciples are clarified. :

 mhe R RO B meiety in sometstuple
machines havé'produced traces which were transitory in
the extreme. Examples are the storage of voltage on
capacitorgoand decaying oscillation in electronic
circuitsq Such methods are not adequate if a thorough
investigation of an extended machine is envisagéd. Some
of the methods of informstion storage used in digital
computefs are muéh more permanent, but are too inflex-
ible for initial use in the research. An example is
core storageﬁ?’ The means adopted should preferably give
permanent storage regardiessrof temporary powér supply
failure. The storage form should givé "non-destructive
read-out", i.e. use of the stored information should '
not cause its destructiop. The storage of new inform-
ation should not affect previously stored information.
However, there should be provision for the inhibition
of older conditioned reflexes. The provision of some

form of slow forgetting mechanism at a later stage

nust be kept in mind.



The overall effect of a ﬁaéhine 5aséd on the

requirements above should be probabilistic. It
s ndt réquired that,once stimulus signals S, and
Sy haye coincided, stimulus S, should ?lways
ine?iﬁably produce effect gb‘corresponding to
i‘stimulus Sy - Rather it is requlred that thel

probablllty of productlon of effect ey by stimulus
: B should increase with the past frequency of
. ocecurrence of the coincidence(sé,sb). _

There are thus three requirem;nts for a store

whicﬁ can be used to diéplay Pavlovian conditioning:-

d+ Small size, preferably ﬁolecular.

2.- Exclusive recording of coincidence.

3. Probabilistic recording of coincidence.
An addifional desirable factor would be that older
record&ngs should decay slowly, so that they are
of less importance than are more recent recordings.
This "forgetting" process appears to be an imﬁprtant
feature of animal_activityl.3 Vhile it is not eésential
to incorporate a forgetting process into initial
~work, the eventual need must be kept in mind.
In effect, such a proceés heips to avoid éverloading
of the memory. In the animal case; it enables the
animal to discard habits NﬂlCh are no lowger of”
use in a changed environment or at 2 more advanced
8ge. It is also desireble that an inhiﬂitOry process

can be introduced if reaquived. 16
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4 ‘BASIC REQUIREMENTS
.The initial basic requirenents of an
associatory learning machlnp ‘are as follows ‘-
1. It must have some means of detectinv coincidence
i between the occurrences of a number. of input
. stimuli., - x |
250 Tt must have some means: of recordlng these
coincidences. '
3 'It must have some means of making use of a recorded
f_coin01dence 1f any of the input stimuli occur in
the future.
4. It should bPreferably operate On & probabilistic
' basis. '

There have racenuly been many different
apﬁroaohes to the construction of learnlng machines,
The following are g few”;f the disadventages noted by
~the writer in the course of reviewing such work{

Lo Difﬁiéulty of extension. Whatever practical approach
Z; _is adopted it should not be limited to use wwth
i only a few inputs. Although it is difficult at
present to envisage the extension of man-made -
devices fo a2 biological level of complexity, the
- posgiblity of extension should be as unlimited as is

Practicable. ©This implies that sub-units should

be simple, small and inexpensive.

-



‘2.' Error-free learning. Freedom from error-has been
widely used as a crite}ion of excellence in, for

i example, pattern-recognition machfﬁes!gmHowever,
such é criterion implies that éach‘ernor must hafe
a conétant definition. théfis not true of biol~
_ogiéé} systems, which in éeneral possess: the prop-

- erty of adaptation to sloﬁ changes of the environ-
mehti The ﬁossession of the facility for "forgetfﬁ'.'
ing"is implied in this. | |

e 5 Two—diménsional-appfoach. It is a surprising fact
that many workers have igﬁored theéthree-dimensional
nature of the nervous suystem. This is particularly
tfue of investigations of networks of artificial
neufoﬁsé whiéh have usually been limited to the

two-dimensional approach. (In some cases these networks

‘have been simulated on a digital computer?s



In an associatory learning machine, if'input
signals S and'Sb occur simulteneously, then a record
R(Sa’sb) must be made. This record mugt be kept
available so that if signal S_ occurs alone at a
future time, then the effect €p of signal Sy can-be
produced even though signal Sy, 1s not actuélly
' occurring. ' ‘

The recorded signal should be characterlstlc
only of the associated input signals. For example,
if the input signals are S Sb,Sc,S """"Sz’ then
it must be true that the recorded signals :-

R(_sa,....sb) # R(sx',.....s )

where S ,....Sy are any signals other than S ""‘Sb .
It shOuld be noted that this relationship must be
fulfl;led even if, to take a simple two-member example,
x=abuty#b. In this case again, we must have :-
R(S,18,) R(S,,S,) . ]

- Thus any ﬁarticular recorded coincidence
R(Sa""°sb) must be exclusive to a particular set
of signals Sa""‘sb and must never correspond ta
ény other set, including any set which differs from

the original set by only one member.



It is an additional requirement that each
and every subset coincidence should be separately
detected and recorded, since each of thése_
provides informatiom which might be required by
the machine at some future time. “Indeed in the
case of an organism, subset coincidence might be
of vital future interest. Consequently it is

necessary to arrange that :-

R(Sa,sb,sc,sd,....sz) = R(Sa,sb) + R(Sa,sc) e

ao-‘i“R(SgSz) + R(Sb’sc) o

i R(Sb’sd) +....R(Sb,Sz) +

el _ R(S;384) +....R(5,,5,) +
)

+|o..no¢on +I‘:(\3;Y,L‘Sz

It is Svpposed that assoc-
~iations are recorded in pairs. This'will_inclnde
associations in threes, fours, etec., provided‘that
there is a high probability that each and every
pair'associafion is' . recorded. One effect
of this requirement is that the device is then
capable of pattern completion or of operating on

incomplete patterns of input stimulation.



An example will help to illustrate +the require-
ments. and dlfflcultles. Suppose that there are
four possible 1nput signals S ! Sb’ Sc’”sd' and
that the following associations occur :—

R(S,:8p)s  R(S,,5,)s , R(S,,S_,S,)

Now if all subset palrs are separately recorded, then

R(Sa,Sc,S ) = R(S ,S ) + R(S y S ) + R(S ,S )

If this condition is met, then at some point in the
future input sigﬁal sa appearing without input signal
Sc will be capable of producing association Sgq» SO
that wrong information is stored. Signal S, should
not produce signal Sd unless 51gnal S is also preoent.
Thus it is necessary to ensure that

R(S,18y15g00+2) # R(5,,5,) + R(S,5.) + ...

It should be noted, however, that if this

requirement is rigidly enforced then the machine
will inherently only be capable of a minimal amdﬁnt

of“patternﬂcompletion.



It can be seen that there appear to be
conflicting requirements :-

l. All subset pairs should be separately
recorded, since every ﬁair can provide useful
information for pattern¥comp1etion.

2. Subset pairs should not be separately
recorded, since it is possible for a pair to
provide incorrect information.

In the animal, it is possible that the
conflict is fesol%ed by three features :-

1. Probability

2. Inhibition

3. Porgetting.

T If the first of these features is incorp-
oratéd, then the strength of the recorded inform-
ation will depend on the frequency of past occurr-
ence of the particular association. Consequently,
information will be available for pattern completion.
However, those associations which occur only
coincidentally with other associations will be
recorded less strongly than those associations whicﬁ
occur additionally in isolation.

The second feature would involve the addition
of inhibition of associations which have not occurred

in the psst. While such a process possibly occurs

to some extent biologically, it is not practicable



e —

to incorporate inhibition of every non-coincident
association, since this would require excessive
storage capacity. |

The third feature is known to occur
biologically. 1Its use would ensure that memory
of those associations which occurred oniy in coin-
cidence with other associations would decay more
fapidly than the more frequent associations which
also occurred in isolation.

Since the Dbest method to resolve the
conflict in an associatory learning mechine is not
known at this stage, it is desirable that all three
features should be capable where necessary of
separate introduction,-modification and elimination -
in the machines envisaged here. It will then be
pPossible to carry out comparative tests on the use

of the three features.
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5.  CONDITIONAL AND JOINT PROBABILITY

It was shown in section 3 that a machine should
be probabilistic, i.e. the probability of production
of an effect e, by a stimulus Sa should increase with
the past frequency of occurrence of the coincidences
of S, with S..

Consider two events A and B which occur in the
sequences shown in fig. 5.1, where each occurrence is

marked by an asterisk.

A EAKEXX
B XK WXKAEXARRERARERXNN
Time By T
fig. 5.1

If the conditional probabilities PA(B) and

PB(A) are estimated from previous events, then at

1l

time t, :- PA(B) - and PB(A) = 1, while at

]

time t, :- PA(B) 6/21 and PB(A) = 1.

2
It is sometimes suggested that since at time

P,(B) # Pyla)
then these two probabilities should be recorded

separately.l7

No doubt from a simple and purely math-
ematical point of view this is correct, but such a
view ignéres thenphysiological phenomenon of "forgett-
ing". If the point t2 is far enough removed in time

from point tq9 then the early association between

A and B would be almost completely forgotten
4 1 G



by any animal systemn.

We have no information on the exact law
of forgetting, but it ig tempting to postulate
an exﬁonential decay of memory traces.

Now at tirme %y PA(B) = PB(A)

but at time 'l:2 ’ PA(B)<PB(A)

Thus any scheme involving the use of conditional
pProbabilities must incorporate separate storage

facilities for PA(B) and PB(A).

26



To obviate such separate storage facilities', and
* to give an improved economy of storage, it is sugg-
ested that the memory system ought simply to'store

i &

6/21,

P(A%B). Then at tife t; above, P(A&B)
but at time t, above, P(A&B)

i.e.. P(A%B) has decayed because of’ non-occurrence of
the coincidence. Thus it is ﬁr0posed that storage
facilities are provi&ed not forlcdnditional (ox
‘Unidirectional) Probabilities, but rather for Joint
(or Bi-directional) Probabilities. |

If there are N inputs A,B,Cy.....N,
then the Conditional or Unidirectional Probabilities are .

PA(B)’ PA(C)' PA(D),..........PA(N),
Bota), PR(CHe PalD)ssn . sova BN

PC(A),.........etc. .
There are thereforeN(N-1)" Unidirectiﬁnal probabilities
to ve stored, if two-way associations are recorded. -
However, the Bidirectional Probabilities are :-
P(ASB),P(A&C),P(A&D ), e evvensensesss P(AGN),
| P(B&C) ,P(B&ED )y e escesssnssess P(BEN),
P(C&D), ... etc.
_There are therefore N(N-1) of these Bidirectional

2
Probabilities for which storage provision must be

made. The storage capacity ratio between Bidirectional
end Unidirectional methods is therefore one-half, if

two-way associations are recorded.
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6 .1-. LEARNING AND FOHGETTING CURVES
If it is assumed that the quantity to be stored
is P(A&B), then it is possible to draw learning and
forgetting curves for different circumstances by
‘plotting the value of P(A&B) against time. This is dome : -
in fig.6.1 It is assumed here that the stimulus B is
| repeatéd continuously while stimulus A appears as a

short train of stimuli. The shape of the resulting

i

probability curve depends on the instant of occurrence
and the length of pulse train A. Transfer frém a
1earn;ng'curve to a forgetjing curve takes place at the
end of the A pulse train. -

' It should be noted that the relationship between
the probabilities PA(B) and P(A&B) is given by :-

g _ P(a&B
| PEADRE oy

Now the quantity P(A) is always fractional or equal to

unity, so it follows that :-

?,(B) ;;a P(A&B)

The curves of fig.6.2illustrate the relationships
for a practical case. _ |
It will be desirable to introduce such probability
relationships into the operation of the machines
envisaged here. VWhile it is not absoiutely necessary
tb incorporate these arrangements at the commencement
of the work, the methods adopted must not prevent such

incorporation at a later stage.
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, 662 REPRESENTATION OF HYPERSPACE
It is useful to be able to express associétion

relationships geometrically, one rezsson being the.

ease of visualisation of the results. The represent-
ation of associations by the use of hyper-space has
been widely ﬁse&. In this a._t,)proaxch",g the points
representing different input patterns are regarded as
being separated by hyperplanes which are implemented

in practice by siﬁple majority logic circuits.Unfortun-
ately it is impossible for a human to visualise 2
hyperspace directly, and published representationé‘z

“have merely used a simple two-dimensional drawing of

~a cube in 3~spoce for illustrationy as below in fig. 6.32.,

110 iy 000 100
/ 10 11/
1100 101 .
(2) (b)
010 011
000" 00)  fig. 6.3 00T s (15

It would be possible to make use of the well-
knowﬁ representation of a hollow hypercube for visual-
isation, though this fact does not seem to have been
exploited. A hollow: cube with binary numbered vertices
can be represénted in two dimensions as shown above im
fig.-G.}b.‘ In 2 similar way, a "hollow" four-dimension

hypercube can be represented in a two-dimensional



drawing as in fig. 6.4. Thus it is quite possible,
even though complex, to'represent hypercubes by means

of . two-dimension2) sketches.

0010 10}0
wo LR A
eno
A TI0
MeoJ/)mm;E3 i fig. 6.4
oL

j,f' ‘\gf/flau
0001¢ T

A useful alternative two-dimensional sketch of
- @ 3-space representation of thé associations between
three inputs is shown below. This gives a more logical
layout of the vertices than do those of fig. 6.3
In the first representation of fig. 6.3a,

the point 000 .can'be . taken as the origin and
each of the three coordinate axes is then taken as
represeﬁting one of the input variables, which can each
take the value 1 or 0. In the new representation of fig. 6.7
the diagram has been rotated and the.layout of vertices_
has been changed slightly in order to bring all numbers
containing the -same number of binary ones to a common

level,

= G



001

011

fige. 6.5
111 |
By extending this representation, the four-

dimensional hypercube representing all possible
multi—way associations of four: inputs can be drawn
in two dimensions as shown below. Compared with the
previous representation, the inner cube is now

"gsuspended" bslow the outer cube.

fig. 6.6 Representation of Hypercube.

-



It will be noticed that the numbers of vertices in
the different horizontal arrays are eqﬁal to the Pascal
binomial coefficients, for example, 1,4,6,4,1. The
total numberlof vertices is equal to the sum of all of
the Pascal coefficienté, which is in turﬁ produced by
2 binary progression. For example, 1+436+4+1 = 16 = o,
The number of connections going downwards from éach
vertex decreases uniformly as the diagram is traversed
from top to bottom for example 4,3,2,1 in the diagram
shown. ' :

Four edges terminate at each vertex. The binary
numbers of the vertices joined by any single line differ
by only one digit. Every plane is common to two 3—cubes
and on iie dizgram each 3-cube is simply represented
by “twelvelines. Some of the 3-cube represcntations are
very distorted. An example has vertices :-

0001-0000-1000~10013 0011-0010-1010-1011.
Another has vertices :-
0011-1011-1111-0111;  0010-1010-1110-0110.

Thue it is quite possible to repfesent a hypercube
by a two-dimensional drawing and to use this to study
the connectivities between vertices. As the number of
dimensions of the hypercube increases, so the inter-
connectionsfof'the diagram become extremely complicated,
but the layout of the vertices in two dimensions 1is

qui.te straight forvard.



To separate out a number of hypercubé vertices for
recognition, all lines on fhe diagram joining any
required vertices to any non-required vertices must
be cut by the separating hyperplanes{ In order for
it to be possible to separate out g set of points
using only a single hyperplane, it must be Possible to:
draw along the lines of the diagram which Pass througlh.
all points of the required set & joining line which
does not pass through any other points which are not
in the set. The separating hyperplane must then pass:
through all of those other lines of the diagram which
connect points of the required set to points which are
non-members of the set. If it is not Pogsible to draw
such an exclusive joining line, then more thsn one
hyperplane is required for the separation. As a simple
illus{ratioh of this, two separate intersecting planes
would be required to obtain the function A(Be +.bC) in
three dim;nsions, i.e. to separate out the points
101 and 110. On the other hand, only one plane is
required for the function A(B+C), which involves the
separation out of the points 101, 110, and 111.

It might be convenient to study the surface formed
by joining the mid-points of those lines which comnect
points whichhmust be separated, e.g. the mid-point of
the line goining vertex 101 to vertex 100 in the last

example. If necessary, the nature of this surface could



be investigated: by comparison with the varlous

Planes Joining the vertjces.q The effect of g threshu
0ld change in g majority logic gate is to move the
corresponding hyperplane vertically, while ingdependent
changes of individual coefficients rotate the hyper-

Plane.

G



';6@37 GEOMETRIC REPRESENTATION OF ASSOCIATIONS

It is useful to be able to visualise the principle
of Opération of a machine. In some of the published
work on character-recognition, for exémple, every
possibie set of conditions of the N inputs has been
represented by a different'ﬁector from a
set in N-dimensional spacd’ss described‘above.

In the present work, consideration is given to
associations between pgirs of inputs. If each input is
represented by a point, then the possible associations
between inputs can be represented by lines joining the
points. For two inputs, A and B, a singlé straight line
represents the association AB. For three inputs 4,B,C,
'a'triangle AB, BC, CA, is required. The six possible
two-way associations between four inputs are represented
by 2 prramid, each side being an equilateral triangle.
To represent the ten possible two-way associatigns
between five inputs, a four-dimensional hyper-pyramid is
required. A three-dimensional sketch model looking
"inside" such a hyperpyramid is shown. On the modgl,
as on any drawing, distances are distorted.

Now if more than five inputs are to be represented,
figures in a multi-dimensional space are required. It
was realised that any of these could be sketched, with
distance-distortion, in three dimensions. This in turn

led to a two-dimensional distorted representation.



THREE-DIMENSIONAL REPRESENTATION OF A FOUR-
DIMENSIONAL HYPERPYRAMID

2)A



It is convenient to have all input points A,B,C...
equspaced aroun@ a circle, and to represent the assoc-
iaiﬁons between inputs by straight lines. The thickness:
or ?ﬁhber qf straight lines. joining any two inbut

points can then be used-to indicate the strength of

tﬁe éssociation bétween these points.

,This mgthod of representation illustrates clearly
tha% tﬁé greater the number of inputs, thé more diff-
icuit becomes the problém_of distinguishing one assoc-
jation from another. The arﬁitrary assumption of
orthogonality often usedsimpiies that each situation is
completeiy separable from any other situation. '

The réal justification for the use of orthogonal
representation is that it places every situation next
to every other situation. This is also true of the
simplified method of representation of two-way assoc-
jations given here, and the reprééentation can easily bz

drawn or visualised for any number of inputs.

F

fige. 67T

REPRESENTATION OF
3 ASSOCIATIONS
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Te SINUSOIDAL RECORDING



7.1 USE OF SINUSOIDAL RECORDING

In early attempts tonproduce an assdciatory
learning machine, the writer made use of the properties
of non-linear electrical circuits. For example, if
two sinusoidal voltages having different angular
frequencies are added together and applied to é
squaring element such as a Hall.crystal?c%hen only
one of the output terms has a low angular frequency.
This term can easily be separated out by filtering.

The fact that such filtering is necessary if the
low-frequency term is to be separated out might

make it un-necessary to use expensive squaring devices
such as Hall plates and make: it possible instead to.
use any simple non-linearity which will introduce
cross-modulation.

Now consider & number of sinusoidal oscillators
each producing a different angular frequency wx.whenn
ever it is energised by the occurrence of an input.

If the outputs at frequencies W and Wy of any two

oscillators are applied simulteneously to a non-

linear modulator, then a modulator output containing

the angular frequencies 2w, , 2wb g W .4 W and

Yo = Ny is obtained. The latter, low-frequency term edsnaf
a!wlgs be filtered out from the restif the range o€ Lnput
'f-re.'id-e-f\c-f&; exceeds one ectave . Lt is therefore pecassdmy

bo Uvse o st sale vidheband modylarer.

33



_ " The basis of a possiole association—recording
'maohine'based on fh'e use of this sihah si&ebaaol.
_‘modulator prlnoiple is shown in fig 7.1 . -
If,_for example, oscillators a and b are energised .
simultaneously, produ01ng signals at angular frequ-
encies of Wa and Wy s "then a signal of frequency

W, — W, is recorded on the magnetic tspe_loop, ,The
Isignal'wa - W, ‘can then be‘picked up.fromlthe tape
.v;a tpe-replay arraogemepts“afieny time_in the future
1o in@icate‘that the two osoil;akors‘a and b hare |
beéen sioultsneously eneré;sed'at some time in the past.
 Before considering further how the recorded
information might be used,-it will be as well. to
consider obvious difficulties with the'system-desc—
ribed. There are two main problems B= e

11. The recorded informatlon;can be ambiguous if the
frequencies WgeseseW, are not carefully chosen. For
example, if Wa = W =_Wy - & , then there is no

way of distinguishing between recorded signals indic-
ating an associatlon of ¢ with b and those indicatlng
en aseociation of x w1th Y. In order to avoid such
smbiguity, a careful choice of oscillator freguencies
is necessary, and this choice is.not easy if a large
number of inputs has to be handled.

2. ih the system a2s shown in the diagram, it is

A2
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necessary 10 record newly-acqulred 1niormatvlion on
to the magnetic medium directly over older recorded
. information, without firet erasing the latter. This
procedure introduces problems of partial erasure of
oidEr informetion and of loss of_information due to
tape saturation, and it is thereforé not a desirable
‘mode of operation.

In order to avoid the first difficulty, it is
necessary to construct tables of numbers having:
exclusive differences (or possibly exclusive sums).
To illustrate the problem, a simple difference table

is given below.

f Differences
10
G 1 3
13 g 3
ek, .06 7
22 5 9 11 12 ' -
30 8 13 17 19 20
"40 10 18 23 21 29 30
54 14 (24 32 37 41 43 44

69 3 29

The above difference table has been conétructed by
inserting at the beginning of each line of differences
the first difference integer which has not previously

been used in the table. Inevitably, eventually one
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and which is not therefore available. The final

entry (29) in the above table is such a case, 29

having been used two lines previously.

In the above example, there are only eight
integral values of f which can be used from the 44
equally spaced frequency channels nominally available.
- There are different ways of constructing such tables.
For example, the second line of differences could

have started with 3 instead of 2, giving :-

i 2 Differences
10
1 5 1
14 3 4
19 5 AR
. 25 6 11 14 15 o 2
32 7 13 18 21 22
42 10 17 23 28 £ 32
44 2 12 19 25 30 33+ 33

Here the difference 2 has been introduced near
to the end of the table. Eight channels are now
- usable from only 34 instead of the 44 channels

required by the previous table.



It .is of interest to oonsider'the effective
; channel utlllsatlon in the cases: con51dered. The

fe utlllsation can be deﬁlnud"as $=

: y i 1 — Number of Usable Chaﬁnels
Channel Utllisatlon ". Number of Available Channels

? 'Then for the first case considered above :-
-{ Ho._of Channels [ s T 12 20 °30 44 -
QSable Channels 1 3 .6:.00 15 9328
ﬁtilisation % 100100 86 83 75: 70 63 %
while fﬁr tﬁe second case above §oe)

No. of Channels 1 4 9 15 22 32 34
Usable Channels 1 3 610 15 .2} 28
Utilisation % 100 75 66 66 68 66 82 %

Consider yet another possible difference table :-

.2"

LR

41 9

- 107430 15 ;
8

24 18 21 23

11 19 25 29 32 34
For this case :- _
No. of Channels 2 5 9 15 235
Usable-ﬂﬁannels l- 3 6730 15} 21 ~ Ml
Utilisation % 50 60 66 _66 65 39 %

<



7.2 DISCUSSION OF DIFFERENCE TABLES

The difference tables given have been constructed
'emplr;cally, and _-such a process coﬁl& be
programﬂed on to a dlgltal computer.ﬁ However, it
was felt that such a fundamental probleﬁ of channel
‘ séieétionwahould be avoided at this stage of " the work-.
One requirementlis the eventual extensiom of the number
of available channels at least to twenty and prefefably
beyond, while limifing the necessary total number of
 chamnels. If would also be desi;able if possible to
1imit the rapid increase of the valués in the first
ﬁiffefence column in order fo_eQualise‘the spacing
qffthe channels as far as-possible; If the original
%requenciés £ could always: be equal in'value to the
'1ogayithms of prime numbers, then they WOﬁld always

have exclusive sums. Unfortunately however, such

frequencies would be non-integral. In addition, the

channel spacing would decrease as the numbers increased.

These facts make the log(prime) approach of little value

: . : . Al
even though published tables of such numbers exist.

The absoluﬁe values of frequencies f would of course
be of little imﬁortance, since the table of differences
is thé real basis of construction. In order to use
other frequencies, the whole table can be multiplied
by a constant, or a constant can be added to the f

column.

24



7.3  CONTINUOUS RE-REGORDING

The recording of newly-acquired information. over
.preﬁiously—recorded.information introduces difficulties
es mentioned earlier. In order to gyoidisuch-problems,
tﬁe more complex arrangement shown in fig.7.2was considered
and tried.

Here, the information recorded dm the tape is
| picked up by a replay head. In addition to being'takeﬁ to
the output‘for external use, thq replayed information is !
added’ linearly to new inputs and the sum is recorded.
An erase head ensures that the tape is magnetically
“clean" before it reaches the recording head. With this
‘system, the entire informétion about the past action of
the machine is storéd on the short length of tape
betw?qn the record and replay heads. Such an arrangement
can be thought of as being analogous to the neural
recirculating loops believed to form part of the short-

3%

- term memory system in animals.
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. To4 ELECTRONIC RECIRCULATING. STORAGE

SR ¥@circulatihg

neural loops make possible at least temporary

storage of

i‘nf'ormatioﬂ. ﬂﬁ present aim is to

- produce some of the characteristics of biological

Systems.eleét?onicélly. Information storage

using recirculating loops is not unknown in

electronic

systems, and it is therefore of

interest to_study some of the characteristics

of such systems.

Consider a positive feedback system

having an input signal Vl, a forward transfer

'fhnctién A

a positive

input. We
}vo

whence :-
Yo
-

so that 1=
Yo
Vv

exp(-sT), an output signal Vo, and
feedback function B from output to

can write :—

{195

(Vl'+ BVO)A exp(-sT) " (1)

A exp(-sT) ' (él'.
1 -. AB exp(-sT) . |

oo

n= _ ’
A exp(-sT )Z' APB" exp(-nsT) (3)
n=0 '

I



" Practical éystgms have a finite bandwidth, so we =

¢an take the upper limit of summation as n = N-1 :-

- L2

v, ' n=N-1 .
V =4 exp(-sT)ZE: A"B" exp(—nsT) (4)
W | s : |

& Eiﬁansfcn and“subsequent contraction of'this

series of limited bandwidth gives :-

Y exP(—sT) [1 = (43 zig((_z%;) :] (5)

A exp(-sT) (1+N)B exp(—sT(l+N))
1 - AB exp(-sT) ! (6)

2
1

From this it can be shown by a tedious though not
 difficult derivation that the real frequency

response is given by :i-

Yoio iy pnjeieiaet 24 (1) gN o5 wnt
B | 1+ A™B — 2AB cos wT

where w = 2ix frequency.
In the specfal case where A = 1 and B = 1,

the relationship simplifies to :-

wNT .'

v n. ——
L if__ﬁz,. (8)
vk Isin -3 s




a recirculating.
The obvious dlfflculty w1th—c;:;. scheme is

that caused by unavoidable non—llnearities in the
mrecord—replay system. Since this system forms a
closed loop around which information mﬁsf_circul—
ate, it is unavoidable that any signal will be
degraded more and more eéch $ime that it traverses
_the closed loop sys{em. If the overall signal gein
éround this loop 1s greater than unity, then the
_éignal will increase in amplitude each time it trav-
_erses the ciosed loop. Eventually the signal becomes
sa large that saturation in the record-replay sysviem
causes ‘severe degradafion of the signal.

If, on the ojher hand, the overall signal gain

eround the closed loop system is less-than unity, then '

the signal is reduced in emplitude each time that it
traverses the loop. Such a feature is actually desir-
eable, since it ensures that moré recently recorded
information has a larger amplitude than information
- recorded earlier. Howéver, if a very rapid decay of
reéorded information is to be avoided, the loop gain
must be bnly very slightly less than unity.

From the mathematical derivation given earlier
it can be seen that the input-output response of a

sinusoidal recirculating system is zero at some

frequencies, so it is not at 2ll constant with freqﬁ—_

ency. This fact introduces additional difficulties.



"T.5 THE EFFECT OF NOISE
It is necessary to consider the effect of noise
in a recirculating system of the type discussed: above.

As seen earlier :-
=00
Vol

v= 4 exp(-sT) A"B" exp(-nsT)

bt

n=
Now if Vl is a Gaussiah noise waveform, then the series
for Vo contains noise components consisting of the noise:
delayed by nT and multiplied in amplitude by A"B" ete. fOrf
values of n from O to infinity. The R.M.S. value is

given by the square root of the sum of the squares of all

components. It is of interest to consider the ratio :-

R.M.S. output noise _ 2

R.M.S. input noise

(L + 4 B2 + a4t 4 ........)%

o
R I e

This ratio is plotted against the value of AB in fig. T.3
It can be seen from this curve that if the loop

" gain AB approaches unity, then the R.M.S. noise is -

increased excessively by the positive feedback. Since

the loop géin is required to be only very slightly less

than unity, this method of using positive feedback in a

linear system is not a desirable way of remembering

occurrences.

e
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7«6 PRACTICAL WORK WITH SINUSOIDAL RE- RECORDING

- Preliminary 1nvestigat10n of the possibilities
of the continuous re-recording method-was carried out
using two different forms of commercial magnetic recorder.
One was & magnetic disc recorder which was intended
originally as an early "portable" dictation machine ..

An additional recording head was fitted to one of these
machines, together with additional electronic amplification.
This machine had limitations in that the driving motor 4
was clockwork and the ampxifier; were battery operated.
nevertheless, with this machine Preliminary experience of
the difficulties encountered with the continuous re-
recording method was obtained.

Some further work was carried out uéing a low-cost
commeycial magnetic tape deck and amplifiers. With this
equiément, which was operated from an A.C. supply, the
severe problem which can be caused by interference from
external fields was encountered. Even small amounts of
interference can be greatly enhanced in a linear
r901rculating scheme such as this.

The experience gained with these early systems has

had a large influence on the form of machines now being

investigated by the writer.



T«7T CONCLUSIONS ON CONTINUOUS.RE—RECORDING.
The experience gained with:atfémpts to use the
;method of continuous re-recording of linearly added.
sine waves produced the following conclusions :-

1l. It is impracticable simply to recirculate information
in sinusoidal form using magnetic recording, since the
unagvoidable distortion is cumulétive. However, the
sine waves could possibly be reshaped by the insertion
of filters into the ;oop. This possibility has not yet
been fully investigated. h

2. Great care is necessary with a recirculating scheme
to avdidithe cumulative effects of stray induced voltages.
Once again, there are possibilities of minimising such
effects by use of filters in the loop. |

3. .It would be necessary to develop some form of fast-
actiﬁé automatic loop gain control to hold the loop gain
very slightly less than unity. There is the possibility
. here of using a master pilot tone in an automatic gain
control system. 1

4. The selection of frequencies for the primary
sources is not easy, and this limits the possible amount

of storage in any one system.

b



8. RECTANGULAR WAVES



7

8.1 POSSIBLE USE OF CLIPPED SINE .WAVES

If rectangular waveforms were used in a
recirculating loop informatib; storage system, then
it ﬁould‘be permissible to have the gain around
mosf of' the loop in excess of uhity. Reshaping of the
stored waveform to the standard height and shape could
then take place at a single point in the storage loop.
It should be mentioned that biologicél storage and
transmission systems make use of continuous reshaping
of. information during transmissioﬁ3 rather than
reshaping at a single poiht%a

In a system including reshaping at a single
point in the recirculating loop, it would not matter
~at all if the storage loop had such a frequency
response that the harmonic content of the stored
"rectangular wave waé almost completely removed, leaving
only the.fundamental sine wave. Such a sine wave could
then be "clipped" in order to reproduce the original
rectangular wave. This clipping could be done by the
use of various non-linear circuit elementé, for example
by use of a Zener diode.

If a sine wave is clipped as shovn in fig. 8.1
then if the sine wave is v = V sin wt, of peak

amplitude V, and it is clipped at an amplitude of

v 0056 , then the angle of clipping must be %-i'g
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Expension of such a waveform gives :-
B ) 5. W RO e e
= T (2 H'+ 5 sin 29F)sln wi

4

+ (% sin 20 ik sin 40 )%'sih 3wt

sin 6B )%_sin 5wt

o

R
= ('1' sSin 49-"

The factors % sin xB appear here. The apprqach
to a true rectangular wa%e is determined by the“degree
of invariance wi%h frequency of:the values of the
differences betweeﬁ.these factors. The vélues of the
factors are plotted against the value of x for values
of 8 of 85° and 89° in fig.8.2 It is seen that the
values approach constancy as the clipping level is |
decreased.. |

At least one of the barmonics contained in the
- ¢elipped voltage waveform has a zero amplitudé%k This
fact could be used for sensitive control of the
clipping level. It is of interest to note that as
the clipping level is decreased, so the order of:
harmonic frequency at which zero amplitude 1is achieved
is increased. The way in which this order increases
as the clipping level is decreased is shown in fig.8.3

This method of clipping and filtering is
satisfactory for use as a non-frequency sensitive

control of amplitude of a single sinusoidal frequency.
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Indeed, at very low signal frequencies there is no

really satisfactory alternative method of amplitude
control. However in general it is not suitable for

use with complex waves which effectively consist of

" the summation of a number of sine waves. The fundamental
reasoﬁ for this is that amplitudexlimitation of a

general complex wave changes the distribution and

the amplitudes of the constituent sine waves.

Such proplems;might not exist if rectangular
waves were used exclusively throughout thé system, and
the 1osé of harmonic oontent-was minimised. Reshaping
of a wave containing a number of rectangular waves,
while retaining 211 of the information contained in
the waves, would appear at firsf sight to be a much-
-morg manageable task than is the reshaping of more
complex waves containing a general distribution of
sine waves. It is therefore of interest to consider
some éf the properties of mixtures of rectanghlar

waves .



8.2 LINEAR ADDITION OF RECTANGULAR VAVES
If two rectangular waves having equal amplitudes
but different repetition freéuencies are added together
linearly, then the resultant contains three levels as
shown for example in fig.8.4 Since the linear sum is
being taken, the absolute level of the waveform is
unimportant. However, this level has an effect if
there is any non-linearity in the addition process.
. . A further point of interest is that (€ the
Tepetilion peviods afta Prime numbers, then the
repetition period of the sum waveform is equal to
the product of the repetition periods of the two
constituent rectangular waveforms. Thus in the
example, the repetition period of the first waveform
is 5 units, the repetition period of the second
waveform is 3 units, and the repetition period of
the sum waveform is 5 x 3 = 15 units.

“..~ . The linear sum of n rectangular
waﬁes of equal amplitudes but differing frequencies
contains (n+l) levels of amplitude. In figd.4 the
value dfjn is only equal to 2. However, the waveform
of a linear sum wave rapidly becomes more and more
compiﬁx as the number of components increases.

Such a wave would not bé suitable for re-shaping by
use of simple amplitude clipping arrangements, and so

this method of linear addition is not suiteble on

this count.

LS
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The outstanding reason why simple linear
eddition of rectangular wave signals cannot be
considered is that the maximdm overall amplitude
which can occur is equal to n units if a number n
of rectangular waveforms, each of unit amplitude,

. 1s added: together linearly. This linear addition

woﬁld lead to saturation in any practical recording

medium. Such an effect would cause recorded information

tb be lost without hope of recovery. Thus although
sunnated

reshaping o?hrectangular waves 1s not impossible,

this will not prevent loss of information if simple linear

addition is used.

-



8.3 LOGICAL OPERATION ON RECTANGULAR WAVES

It has been seen that the simple arithmetic
summation of a number of rectangular waves produces
a resultant output wave which has a numﬁer of different
- amplitude levels and which is therefore not very
suitable for re-shaping by use of nonﬂlinearities.
It is conseqnenfly of interest to consider as an
alternative the combination of rectangular waveforms
by use of methods which are inherently incapable of
producing more than two discrete output signal amplitude
levels. IOne possiblé method is by generation of the
logical product of rectangular waves, for e§ampIe by
use of logical gate cifcuits.

Consider two unidirectional rectangular waves
-v1 and vé~, having identical amplitudes'v but differing
angular repetition frequencies WL_and Wo e Now if

_these two waves are applied to the inputs of a two-way

logical AND gate, e RIS AHen the oqtput
of the gate is given by the following table :-

vy v, o/P

0 0 0

0 v 0

' 0 0

v ' ¥ i

This table should be compared with a table of

instantaneous products of.vl and v, . The products £4



can each have one of only two different values, 0 and V%

¥y Vi Product
0 0 0
0 v 0
v 0 0
v v Ve

From this it is seen that the logical AND gate gives
the required output, modified only by a scale factor.
If vy and v, are rectangular waves :

then the product ViVs is given by the expansion :-—

e
ViV, = V/4 :

+ V%AW sin Wlt+(1/3)sin 3Wlt+(l/5)sin 5w t+...m L
+sin w t+(1/3)51n 3w t+(1/5)51n 5w t+...£]

+4V2/n?[31n Wl .sin Vg t+ +(1/3)sin wlt sin 3w
+(L/5)uin.wl esin Sv,t 4eeseene.
+(1/3)sint3wlt.sin:w2t +(1/9)sin 3wltasin13w2t
+(1/l5)sin-3wlt.sin 5w, R Y
+(i/5)sin15wlt.sin wzt_+(1/15)sin Swlf.sinaSWQt
+(1/25)s1m 5wy t.51n SWot +eeres +eunuan]

Here the first term is a constant. The second
term is simply formed from the aigebra;c sum of the two_
original rectangular waves.

If the steady component was removed from the

original rectangular waves so that :-

v, = ETFI fsin Qé.?f'E + (1/3)sin3wyt + (1/5'.)si'n 5wyt +..4)

cq



v, = %; (sin;wzt + (l/3)sin:3w2t + (1/5)sin oWyt tees

then the product wave would only contain the third
set of termsin the expansion above, the first term
~and the second set being eliminated entirely.
Unfortunately, removal of the §téeady component

of the original waves changes the possible instantaneous

levels from V and O to +-% and’—-%l. Consequently
the table of instantaneous products becomes :-
R Product
/2 a2 4%/
+V/2 e " N
-V/2 +V/2 ~v2/4
Ve | A2 +V2/4

The action correspondiﬁg to this table can be
obtained by use of an inverted exclusive-OR arrangement
as shown for example in fig.8.5 though this is not the
only way to_implemént such a "logicall product" table?f

The writer has used such an arrangement gs a
generator of triangulerly pulse-width-modulated test
signals for p.w.m. amplifier systems?b.& convenient
graphical way of visualising the effects of input
frequency changes was shovn to be the use of a

"chess-board" representation of the two inputs. In this

the two axes represent the rectangular wave inputs and
shaded areas represent regions where both inputs are

simultaneously positive. Various effects can then be shown..

Lo
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8.4 USE OF A GATE AS A SELECTIVE FILTER

If rectangular waves are mixed to obtain the
logical product as suggested ;arlier, then this
logical product waveform contains the required past-
association information for application to the memory.
If this information is stored, then provision must
be made for its utilisation at a future tine.

If the occurrences of inputs A and B have
coincided in thé past, then excitatioﬁ of the rectang-
" ular wave generators having frequencies w, and wp has
coincided in the past. These rectangular waves have
been mixed and the resulfs have been stored. The
stored information: takes the form of a triangularly:

- pulse-width-modulated wave:}6 Now the problem must be
considered of how this stored information is to be
used in the future.

If one of the inputs, say A, occﬁrs alone in
the future, then it must be possible to make use .of
this input A, together with the information stored in
the meméry about the past association of input A with
input B, to produce . . excitation of the output b which
corresponds to input B. In this way the remembered past
essociation of A and B can be used to cause excitation
of a.particular output b,not only by the occurrence of

its corresponding input B but also by the occurrence

of the associated input A.

1™



It would be possible to use tuned circuits
és selective 6utput filters, together with some form
of mixing device as envisageé.in the earlier sinusoidal
scheme. However, there would bqsevetral disadvantages
in the use of such 2 method. The schemes discussed
here are envisaged for eventual use with a very large
number of inputs and outputs. The resulting large bank
of filters would be bulky, sinbe inductances would
be required. The inductances FOUI A ook, bav shidl Ak
in order to prevent effects caused by extraneous fields.
If a magnetic recorder was used as the memory device,
the speed would have to 5e dlosely coptrolled. Any
chénge of inductance due to-dfift would introduce
additional problems if a very large bank of filters was
involved. |

As an alternative to the use of tuned filters,
logicel selective gates can be used. As an example,
a two~input‘AND gate with one input connected to-a
master fréquency pulse supply will only give a large
mean vaipe.of output if the other input is connected
t0 a source producing pulses at the same frequency..
Any difference between the two frequencies will cause
beats to appear and there will be a reduction of the
mean output from the gate. Thus such a gate can be used

as a selective filter if one input is connected to a

master pulse source.
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8.5 RECTANGULAR WAVE ANALYSIS

Consider a recorded triangularly pulse-width—
modulated wave as produced b§ a simple AND gate
t0 be applied to one input terminal of a further
logical AND gate. The other input terminal is connected
t0 a test source producing a rectangular wave at a
repetition frequency almost equal to that of one of
the original constituent rectangular waves. Then the
mean outpuf of the AND gate varies slowly at the
difference frequency between the.recorded frequency and
the newly-applied. frequency.

The frequency of the rectangular wave from the
test source can be nade exéctly equal to the frequency
of one of the originally associated rectangular waves
contained in the recorded trianghlarly pulse width
modulated wave. The output of the gate is then reduced
to zero provided that the test redtangular wave is
exacily in antiphase to, as well as equal in freguency
t0, one of the original rectangular waves. An examplé
- of this action is shown in fig.8.6. Here the original
associgted signals had repetition periods of five units
and of .three units respectively.. The logical addition
" of these two waveforms produces the width modulated
waveshape shown. The logical addition of this logical
sum waveform to the negative of the rectangular wavé

having & period of thzee units then gives a zero output

Jidlie
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from the AND gate as shown. Similarly, the application
of.the negative of the rectangular wave having a period
of five units will give a zera output. On the other
hand, the application of a rectangular wave with a
period 6f for example four units gives an output as
shown in fig. 8.7. #

' Detection: of the null can be used in a very
sensitive selective filter arrangement. In the present
case, when a particular freqpéncy is applied,suéh an
arrangement can be used to detect the presence of a
recorded association with that frequency. In logical
terms, the process can be expresséd as.:—

(A.B:€)B = BB = 0

However, it is not spfficient simply to deter-
mine that there has been an unspecified association in
the past. It must be possible to determine the actual
frequency of the rectangular wave which has in the past
been associafed with the presently impressed wave.

Now a triangularly pulse—width—modulafed‘wave
can be formed by the logical addition of two recténgular
waves neither of which has any steady content. It is
convenient here to consider a simple specific example.
In fig.8:8 two waves having repetition periods of five
units and three units respectively, and each having
a mean value of zero, are logically added in an "exclusive-
OR" circuit to produce the wave shown. This wave is

an elementary form of pulse-width-modulated wave. Now
¥ ool
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suppose that this wave is applied to one terminal of
a further %Flusive—OR circuit, while a zero-mean-content
rectangular wave of repetition period three units is
' applied to the other input terminal. The output of the
exclusive-OR circuit is then the associated rectengular
wave of five fnits period as shown in'fig. 8.8.The logic

statement of this approzch is :-

let A.B +AB = 12

then B.Z + BoZ = B(A.B + A.B) + B(A.B + 4.B)
% RheB 4 A5 '
T as required.

I+ should be noticed, however, thet the exclusion:
of unwanted output is not at 41l complete with this method.
¥hile the correct associated ﬁaveshape is always obtained
when an associated signal is applied, non-associated
signals are not prevented from producing an unwanted
output. This output will not be a periodib rectangular
wave such as those given by the correct associatéd
signals, and it can therefore be eliminated by further
‘filtering.

It is of interest to compare the mixing of
rectang&lar waves as discussed here with the pptical
work which has been carried out on Moiré fringes and

2
their applicationsj



8.6, DENODULATION WITH SYMMETRICAL RECTIFIER

In the course of work on the methods discussed
here, it is necessary to invéstigate the form of the
recorded width-modulated pulses. In the methods
i considered,.the information about past associations
is stored on the magnetic recorder in the form of
pulées of variable widths. As has been seen, the
association of two rectangular waves results in the
production of a triangularly pulse-width-modulated
wave. Demodulation of such waves is commonly achieved
by the use of simple low-pass filters.. While this is
edequate for many audio applications, there is a severe
loss of information at the higher frequencies, and for
~example a triangular wave is degraded in:isuch a filter
to become a waveform little different from a sine wave.
It’Was'feitithat better methods should be available
in the present research. Accordingly, the possibilities
of the method of symmetrical rectification were ihvestig—
ated. ‘ 28
The writer has shown elsewhere that a device
having a perfec?ly symmetrical though non-linear
charactéristic sﬁch as that of fig.8.9 is suitable for
use as’; rectifier of pulse waveforms. If a waveform
- such as that of fig.8.10 with an on-time of t, and 2
repetition period of tk énd having no D.C. content, is

applied to an ideal : : rectifier of this

type, the mean value of the output of the fectifier is

LT
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given by the linear relationship :-

= (
Voo = Ym (i~ 21

It is assumed here that both the maximum positive

- and the maximum negative levels of the waveform
exceed the clipping level Vx‘of the symmetrical
rectifier. This assumption is fulfilled provided that

the peak-~to-peak height V_ of the rectangular waveform

P
is greater than :-

v > vxtle:
p e

Within this limitation, the mean output of
the symmetrical rectifier is proportional to the
mark=to-period ratio of the applied rectangular wave.

Thus the relationship is 1inear; passing through zero

at theipoipt where ;i—z 0.5 , as shown: in fig. - T (e
Thus the symmetrical rectifier is an ideal device for
use as a demodulator of pulse-width-modulated siénalé.
. In the present investigation, the symmetrical _
.rectifier is of use for the conversiom of the triangul-
arly pulse—widtﬁ+modulated pulses into a triangular‘
wavefo;m. Such a converting device is required in the

equipment considered here. The necessity for the incorp-

coration;of such a conversion is discussed below.
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“8.7f BASIC DIFFICULTIES WITH PULSE-WIDTH-MODULATION
: If pulse-width-modulation is to be used in the
memory of an associating typenofflearnfng machine, there
are ceftain'basic practical difficulties which must be
overcome. It is possible to regenerate and to recirculate
the stored ﬁnfbrmation, though some degradation must be
expected due to shifts of the edgeé of the pulses
durihg the regeﬁeration process. Fortunately, both
leading and trailing edges of the pulses should be shifted
by the same amount in a purely linear system. However,
this will.not be true if the system has change-over
chgpracteristics which depend on the direction of change.
Such a ddpendence could be caused for example
by the cutting-off of an emitter-follower,using an NPN
transistor, which occurs because of stray capacitance
across the load when & negative-going edge appears. lore
fundamentally, carrier storage in semiconductors is
likely to introduce such undesirable asymmetrical, effects.
Even small shifts are likely to be exaggerated in any 2
scheme featuring dynamic recirculation of information
in pulse form. If is noteworthy that biological systems
which feature continuous pulse re-shaping do not seem
to suffer from such defects.

Recirculation degradation is an unfortunate effect.

However, an even more imporfant problem is caused by the

-



difficulty of adding- mnew information to a variable
pﬁlse—width recording. In order to do this, it would
~ be necessary to modify the wiéthzof the pulses to
give the algebraic sum of the width of the recorded
-pulses plus the width of the incoming pulses plus =z
constant. One possibility here is the use of the
symmetrical rectifier to produce triangular waveforms
f&om the pulse-width-modulated recorded information,
possibly followed by filters, before the point at

which the new information is added-in.



. 8%8 CONCLUSIONS ON THE USE OF PULSE-YIDTH-MODULATION

The work described here on the use of pulse-
width-modulated recording in a cybernetic éssociation-
memory scheme led to the following conclusions :-

: 1. A great deal of further work is required to
achieve successful memory devices incorporating complex
pulse-width-modulated waves.

2. Normal ﬁulse generators do not produce a
sufficiently stable frequencj and, more important, the
tape speed of a recorder is not sufficiently stable to
ensure a close métching of speed and frequency. It
is preferable to derive all pulse signals from a master
track recorded on the tape, so that speed and frequency
will vary together. Such a scheme is being incorporated
in the further work on association memory devices now
being carried out.

3. If tape loops are used in association-memories,
special arrangements are required to overcome the.loss
of signal at the loop splice in the tape. Possibly
magnetic disc or drum recording could reduce this
difficulty, though it would still be necessary to haye
a reference "start" point in the recording. - Such
arrangements in various forms are incorporated in the
further work now in progress. '

It was realised thdt it is not necessary_to

record the actual pulse-width-modulated waves on the

risi



megnetic medium.. The change-over times of the pulses
convey all of the information contained in a wave, since
.the amplitude of'the wave is congtant. In fact, If

a pulse wave is applied direct to a magnetic recording
-head, the reproduce head merely gives a short differ-

" entiated pulse each time that the recorded pulse

changes polarity. A bistable circuit can reconvert

these short pulses to pulse-width-modulated form.

.
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.9. POSSIBLE USE OF SHORT PULSES

So far, the possibilitigs of using sinusoidal
signals and of using rectangular wave signals in recirc—
ulating cybernetic memories have been discussed. In the
latter case, while the problems introduced by distortion
effects in the earlier system can-be overcome, diffic-
ulties are inherent in the process for the addition of
new association information to the earlier-remembered
information. In addition, the application of a rectangu-
lar wave of current to a magnetic recording head produces
only short pulses corresponding to the changeover points
at the replay head, since a steady flux can give no
signal.

These two facts suggest the possibility of the
use of short pulses in a2 cybernetic memory storage system.
The similarity of such an approach to the use of short
pulses which occurs in biological nervous systems is
noteworthy. It is essential in cybernetic work to take
care not to attempt the excessive use of such analogies.
However, it is of interest to consider some known
aspects of biological systems and the consequent feasip-
ility of adaptation of some of these basic features into

engineering devices.



10. NEURAL NETWORKS



10.1: .NEURAL PROPAGATION

At thislpoint some of the known features of neurzal
impulse propagation“should be summarised. A nerve fibre
passes signals on an all-or-nothing basis. The neural
sheath. is normally non—cdnducting. Vthen the sheath does
conduct, it does so for a short time, of the order of a
millisecond, only and then it recovers to the non-conducting
state. Any in-between condition of partial conduction can
persist-fof ékvery short timelonly. Information: is coﬁveyed
along nerve fibres by such transients in a form of pulse-
frequency-modulation.

The nerve fibre'has very spécial propzrties which
make its action unlike that of an electrical passive
transmission line. The form of the propagating nervous
signal depends only on the nature of the nerve fibre and not
on the means by which the signal is started. After an impulse
has passed a givén point on the nerve fibre, a short recovery
(or refractory) time is required before the next impulse can
pass. If separate discharges start from opposite ends of a
fibre, they are mutually destructive when they meet or collide,
since each leaves behind it a refractory region through which
neither impulse can continue to propagate. There can be no

reflection of a signal when it reaches the end of a neural

transmission line, because of the refractory region behind i%t.

"



Biological nerve flbres convey 1n10rmat10n
by means of pulse- frequnncy—modulatlon. The greater
“the ex01tat10n 1nten81ty E, the greater the frequ-
ency of the pulses produced. Let I be the (constant
valued) intensity of a single 1mpulse and let £ be
the rate or frequency of the impulses. Then we can
write :-

® - TAT & (1)

‘Now a neuron pfoduées impulses when it is stimulated
by some ex%efnal stimulus S, provided that the
stimulus S exceeds a certain threshold intensity i.

As a first approximatiom we can write :-

f = Kl(S - 1) e (2)

where Kl is a constant. Hence :-
e Mo (3)
B K(S - 1) ' (4)

where K is a constant, since I is é constant..
However we know from biological observation

that there is é maximum possible value of £, so that

| we can write f\< F. A suitable approximation“'

to the value of f' is therefare .given by :-

e € ole B8 = 1)y)
£ = Rl - expl é————)) (5)
.Hence E = IFEl - exp(—'gigé; i)); (6)



i Now aséume'that ét-the end of a fibre,
the stimulus conveyed to another neuron is given by :-
A8,
2 ;
. = R e
.8y = KBy T]a;_d,G (7)

where K2 and Tk are constants. This gives :-

_ it =%
82“ = KQElil - exp(—-——TEfE—J ;

on the assumptions that El is constant and that

(8)

S,=0vwhen t =t . The excitation takes a time

t, to travel along the fibre. The first fibre

-

ex01tes the second neuron when 52;> 12 « This occurs
" when :- ! i
A t -1 K.E
P - 2k
exp (—1f—~—J i e amer (9)

N .k ko
Hence it follows that :-

t. = tp + Tklnmgzg(s - il) =B in (KzK(S - 11)—i2)
This expression gives the time at which the second (10)
neuron is excited. It should be noted that the delay

is a function of ' S.

N
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" 10.2 SIMULATION OF NEURAL PROPAGATION
Many attempts to simulate neuvral transmission by
A9
use of electrical analogues have been made. Lillie used

8

a model made of iron\wire immersed in nitric acid} WValtery,
~who himself has constructed analogues using neon tubes,
criticised the Lillie model on the grounds that the nature
of the insulating film in the iron-wire model is almost as
mysterious as is the nature of natural nerve fibre. Walter
used a cross-coupled arrangement of neon tubes which: could
be used to derionstrate the neural type of propagation
visually. Burnéoused‘thyratron valves in a model neuron.
Freyganglsuggested the use of a resistance-capacitance
trensmission line with voltage pulsg regenerators situated
periodically along the line. Crangfconsidered various
practical forms which artificial nerve fibres can take.
Nagumo et a:l.‘:.li"3 and Yoshizawza et aiﬁahave used the properties
of tumnel diodes to provide the necessary pulse regeneration
in artificial nerve fibres, while Co_tég%.nd Rosengreen nhave
used four-layer semiconductor devices. :

There has thus been much work on the simulation of
nervous transmission of information. There has not been the
same emphasis on the use of closed neural loops for temporary

information storage, though it seems that such a mechanism

I.md's,féssibhj b@ used in biological sysiems.



10.3 CLOSED NEURAL LOOPS

It has often been suggested that some
memory storage in neural systems uses the properties
of closed neural 1oop;q" While it is most unlikely
that permanent memory takes this form, judging fronm
the non-permanent results of such occurrences as
concussioﬁ, it is quite possible that temporary
information sterage takes place in recirculating

neural loops. A tﬁpical loop is illustrated below.

A neuron having an excitation El excites
another neuron with excitation 82 . On the previously

adopted assumption, we can write :-

as,,
5, = KBy =~y 35 (11)

Now if a further fibre carries excitation from the

second neuron back to the first, then we can write :-

Sy = KB, ~ % g5 (12)
Substituting the earlier approximate forms for El and E2
K(S,-i,) as
S 5w nl ¥ L) 2
we obtain :- 32 = ;{211'(1 - exp(=- F o ,I_k-.-c;; (13)



E.I'ld o= :

K(s,1,) ) ds

'Sl -3 KlgFél - exp(- ___ﬁ____)) Ty E;l (14)

Now it is of interest to consider the conditions

for unchanging 32 and for unchanging Sl. The first ¥s :-

_ K(S,-1-)
= x 1pl it AN :
Sy = K,IF(1 - exp(- "‘?f“f") _ (15)
Tﬁis equation defiines a curve on the 52,8l plane;
A similar curve is defined by fhe other conditiiom :-

: Ktsz“iz)))

8,78 L BINL - el )] gk

If the two curves in the 82,51 plane intersect, then
a stable operating condition exists in which an
impulse can continue to circulate around the

neural loop once it is started.l It is important

to note that the actual exponential forms assumed
are not essential for the results obtained to be
true. It is merely essential that the actual
algebraic forms make intersection possible, so

that a stable solﬁtion,invoﬂving the storage of

information, exists.The situation is illustrated below.

ar



11. RECIRCULATION



sdoll HLULIRVULATING PULSES
As showm in section 7.4 a general
expression for the transfer function of a re—

" eirculating positive feedback system is given by :-

v e |
o2 sk exp(—sT)zi: A"B" exp(-nsT) (1)
-1 - n=0 :

Noﬁ supﬁpse fhat the signal pulse transmitted in
this system has tpe Laplace transform Hl sy then

-2 signal pulse delayed. by a time 13ty Has 4he
transfbrm.Hl exp(-snltl). A seqﬁence of such pulses

' occufring at multiples of time Ty has the transform :-

: Sl =.‘Hl(l + exp(—snlﬁi) + exp(—snetl) + exp(—sn3fl).i.;
: 2

where nl,nz,nB... are integrsal. _
In the special case where the pulses form an

evenly spaced train, nl,nz,nj;... = D23 seens (KSY)

(1 - exp(-sNtl))-
(1 - exp(-st,))

then S = H '(4)
Now if we apply the sequence of pulses having

the transform Sl to the filter having the response

Vo/Vl given above, the transform of the output is :-

i

SO=Slxv—19-- (5)

3

x4 exp(-sT) (1 + .AB exp(-sT) + A2Bgexp(—st}..u)

We can match the delay T to the period tl.

Hy(1 + exp(-snyt,) + exp(-snyt,) + eKP(-Sn_tlJ---)

(6)

7



In the special case where nl=1,n2=2,n3=3 etc.; this
gives :- | ‘ _
So = HlAtexp(—sT) + (1+AB)exp(-2sT)
+'(1+AB+A232)exp(-3sT) + ..L.} (7)
and in this special case, the inverse transform is :-
V.-=1 1H JAexp(-sT) + L™H A(1+AB)exp(-2sT)

o
+ L lHlA(1+AB+A B }exp( 3sT) +

&y’

Thus in this spécial case the output is expressed as
a train of pulses spaced at intervals of T.

It is of interest to note that in the special

-

case wherélAﬁ = =1 (i.e.'negative feedback, unity loop
gain) : _
& __1 - 5 - "']—E_I : _1
-Vol = L HlAexp{—sTJ + L lAexp(—3sT) + L HlAexp(—5sT)

5 W g s _ . (9)

Thus in this special case, every other pﬁlse is
cancelled out by the preceding pulse, i.e. such an
arrangement would' perform the function of pulse
frequency halving. -

we are interested in the case Ghere the loop
gain Aé is positive. What is the condition for the
pulses to continue at constant amplitude after an
input pulse train has finished ? We_are particularly
'iﬁterested in the condition for a single pulse to

be retained.
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If we insert a single pulse having transfornm

Hl, then the output transform is :-

'So = _Hlﬁexp(—gT) + HIAQBexp(—2sT) + HlﬁaBQexp(-SST)..{
Noﬁ if we require the pulse to be maintained:
reciréulating with unchanged amplitude, we must
have :- 1 = 4B = 4%8% 4383 =........
This is fulfilled by the conditions A = 1 and B = 1.
However, if Aj}l we simply have an amplification of"
: the_inpnt_pu%sgbamplitude by é'féctor A.

‘ ;f.we make the loop gain AB slightly less
than unity, then the stored pulses gradually decay
exponentially, the ﬁ th output pulse bging ANBN
times the amplitude of the first output pulse. .

The decay time constant is determined by :-

ANsY - 0.368
' _ 10g(0.368)
whence N = Tog(4B) ; - .

Alternatively, the required loop gain can be

determined from :-

BB = (0.368)F
A loop gain of 0.99 will cause the amplitude of the
100 th recirculated pulse to be 0.368 of the

amplitude of the first pulse.

(v 4



The curveof fig 11.1_shows the required loop
gain AB plotted against_theunumber of pulses recirculateq
before decay to 0.368 of the amplitude of the first
pulse has occmrred. A partial table corresponding

to this curve is given below.

N 4B N 4B
0.6059 6 0.8467
3. 107166 10 0.9048
470,978 100, 0.9901
5 0.8189 1000 0.9988

From these results, it is seem that s very
close control of the effective loop pulse gain is
required if the remembered Pulses are to decay only
slowly.

The effect of noise on such a recirculating
storage loop was considered in sec+T«5It is of interest
here to consider the ratio of output noise to input
noise as it varies with the value of N. The result
is plotted in fig. 11.2.It is seen that the use of
positive feedback in a linear system is not a desirable

form of memory if the decay is required to be slow. .

2
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From the foregoing it is seen that there are
Possibilities of simulating th; hypothetical neural.
method of short-term storage of informatiom by making
use of recirculating pogitiwve feedback electronic loops
involving a delay, and by storing short pulses.. However
it is undesirable to require that a separate recirculating
loop be required to store each separate item, since thfs
-would lead: to excessively complex memory arrangements
for storage of quite small amounts of association inform-
atioﬁ} S
A single recirculaﬁing loop can be used to store
a number of different items provided that steps are
taken to avoid mutual confusion. It is possible to base
the design of such arrangements on the use of‘the'progsrtieg
of prime nuﬁbersh

Any two prime numbers have an exclusive product,
i.e. no other two prime numbers can have the same product.
This fact follows directly from the basic properties of
primes. The possibility of utilising this fact was
considered with the earlier sinusoidal.storage scheme,
but the nature of the logarithm of a prime number intro-
duced difficulties. However, in the present instance use
can be made of the prime numbers themselves rather than

92
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of their logarithms, as will be seen later. |
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11,2 NON-LINEARITY

" It will be noticed that in the above derivations,
no specific steps have.been taken to introduce non-
linearity info the loop gain AB. Biological nervous
transmission appears to include contihuous pulse
re-shaping.. Similar pulse_réshéping processes would
be very easy to intrbduce into electriFal storage loops,
for‘example by the addition of a single saturating-type
of non-linearity at one point in the "loop. <

However, such a storage loop could not possess:
the feature of slow decay of stored information which
was required in the present investigation. :In a satur-
ating type loop, the gain around most of the loop would
' exceed unity, and the satufation non-linearity would
then ensuré that the overall effective gain was unity.
There is no known way in such a non-linear loop of
providing an overallmeffective gain véry slightl& less
than-unity in order to ensure fhe required slow de?ay of
‘the stored information.

One possibility here is the progressive narrowing
of stored pulses in the loop. This might bé done for ‘
example by sliéhtly delaying the leading edge of a pulse
while not delaying the trailing edge. While this would
ensure the slow decay of stored infafmation, it would
necessitate circuit complication. It was decided instead
“to limit the investigation gt this atage to a considerat-

ion of linear loop gain.
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12 . POSSIBILITY OF NON-DYNAMIC RECIRCULATION

Following the precedent set by the apparent
method of operation of the short-term memory arrange-
ments in biological systems, the work described earlier
was all based on the use of dynamic storage of inform-
ation. Such an approach shows some promise for use
in engineering systems. However, it has been shown
that difficult groblems remgin to be solved in the
practicel development of such dynamic systems.

The problems are mainly those, such as noise
augmentation, introduced by the dynamic nature of the
storage arrangements. If dynamic storage is indeed used
in biological information storage systems, 1t is cleat
that these problems can be overcome. However, this fact
does not necessarily imply that the best engineering
solution is the closest possible cop& of the biological
method.

It has been shown in the earlier work that a
possible advantage of dynamic recirculation is-the-easy
way in which. the important forgetting or "information-
overload-avoiding" process could be incorporated autom-
atically. This again is an advantage if a direct simul-
ation of biological processes is required. However there

are
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other possible ways in which a forgetting process could
be incorporated, and it might be better to consider
the use of these alternative éethods in engineering systems.
If the alternative methods are adopted, then the absolute
‘necessity for the use of dynamic storage methods no
1onge; exists, and the use of non-dynamic methods' becomes
worthy of investigation. Such non-dynamic methods,
- togethezr with forgetting arrangements, are required
anyway for permahenf cybernetic memory systems.

A dynamic memory afrangement loses its éntire
- content of stored information in the event of even
temporary failure, for example of the power supply
circuits. While biological evidence apparently indicates
that this phenomenon does occur, for example in the
case of concussion, it is only the information in the
short-term memory which is lost and long-term memories
do not disappear permanently. Thus it is very unlikely

that long-term memories are stored in dynamic form.



There is a number of possible methods of
non-dynamic storage of informétion, These can be
divided into two general classes, namely :-

l. Those sfatic methods in which all stored inform-
ation is immediately available. An example is the use
oﬂ'magnefic cores.

2. Those methods in which any particular item of stored
information is only available periodically. An example
is the use of a magnetic tapé or drum.

In the present work, immediate access is not
essential, and so it is possible to concentrate on the
second class of non-dynamic storage methods. Such a
course has the advantaée that the earlier work on
dynamic storage systems made use of this class of storage
methods,. - . The experience gained: and the'.equipment
used in the earlier work was used and adapted for use
in the present work. The possible use of magnetig cores
in static storage systems is considered later.

VWhen the magnetic tape or drum method of non-
dynamic recirculation of stored informatiom is to be'used}
the associetion signals are to be permanently recorded
whenever an association occurs between inputs. The
recording is then to be mechanically recirculated over

and over again. This recorded association information

can then be periodicelly extracted and used in the

1



future if any of the previously-associated inputs
re-occur. For example, the association-signals can

be permanently recorded in pulse form at definite points
on a continuous loop of magnetic tape. The recorded
'signals czn then be continuously recirculated past

a replay head by driving the loop of tape at a constant
speed. A magnetic recording drum could be used in

thé same way. It should be noted that the recorded
information is retained in magnetic form even if the
power supplies are removed and if the mechanical drive

ceases ..

an



With a non-dynamic recirculation system such
as-that discussed, ‘“ the information
gfored is determined entirely by the position'on
the magnetic medium at which a memory pulse is recorded.
Consequently, any variation in speed of the mechanical
drive arrangements of the magnetic recorder can have
' the effect of completely changing the apparent nature
of the stored information. This could be a serious
practical dissdvantage 6f the system.

There gre two possible solutions to this problem.
Pirst, the speed of rotation of the mechanical drive of
the magnetic recorder could be rigidly controlled with
reference to an extremely stable mastér-frequency source .
For example, the drive could take the form of a servo
system in which the reference frequency was derived
from a temperature-controlled quartz crystal oscillator
of extreme .stability. Such an arraﬁgement would .be
quite complex.

fortunately, there is a simpler possible
alternative arrangement. In this method, all of the,
signals used in the overall system are derived from a
single master source of clock pulses. The required
master clock pulses are derived from a continuous

train which is recorded on one "llaster" track of the

recording medium. Signal pulses having the various

98



required repetition periods can be derived from
this "master" track by counting, using for example
electronic counters. Coincidences between the
signal pulses can then be recorded on to o seperate
"Memory" track on the same recording medium as is
used for the permanent master treck. There is then
no possibility of loss of synchronism between the
source of master pulses and the source of memory
signals, since both sources exist side-by-side on
the same medium.

The two methods suggested here for overcoming
the effects of variation of speed of the recording
medium can be compared directly with the corresponding

t53 and by

methods introduced by Williams and Ves
Booth54 for use in the magnetic memories adopted

in digital computers.
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?he method-of‘information"storage using magnetic

POSSIBLE USE OF CORE-STORES

cor%s is widely use& in compﬁters, and' since it is
coméletely static it should be considered fbr the
pre?ent uSp. Howeyer, there are several problems.
‘It would be necessary to have a large degree of
redﬁndancy in brder.to introduce an element of prob-
' ability into the'operétioﬁ'of & core store. Unfort-
unately, . large - core stores are expensive, and the
extension of memory size is‘ahquadrafically increasing
problem. ‘ > - - -
: To handle 1000 inputs, it would be necessary to
uﬁg 500,000: cores, evenhif cqnsi&erations of’ redund-
ency are ignored. A tapé store would have to operate
Wi%h high—frequency'éignals to be capable of use with
‘& large ﬁumber of‘inputs, but this is not impbssﬁble
as witness: the development.offvideo tape recorders.
The inherent rapid access: feature of core-
stores is not a requiremeﬁt in the present work.
Rédundancy would be necessary because cores are
essentially two-state devices. On the other hand,
input signal summation and inhibition are not difficult
features to add, and magnetic cores inherently carry

out a pulse integral summation process to saturation.

[
Economics rule out core stores for use at present.
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. Steinbuch has used core stores in his Lernmatrix.

s

It_is_perhaps of interest here to list some of the

.eriteria upon which he based this choice of storage
| - ' '
medlum

4

-

l. Innut and output must be parallel (as opposed 1o
serlal) = e &

P No external supply mus t'bé required-to maintain
the 1nformation stored.

3. Newly—learned information must not affect stored
information.

4. Read-out of stored 1nformat10n must be non—dest—
ructive. '

The last three of these corresbond to the raqufrér
!ments inherently addpted from the start of the preéent
work. However, the first of these reqpirémenﬁs does ﬁof
correspond to any of the requirements adopted for the .
present work since it was accepted -that
-some time delay in operation is not objectionable ;
provided that it is kept short.

The 1mportant addltlonal requirement con51dered in
the present work is that the action should be probabll—

istic. While the present approach can be considered to
embrace that of Steinbuch, the reverse is not true. =

One form of the Lernmatrix is non-binary in the sense

that the input signals can be continuous.

- 10]



14 . USE OF SHORT PULSES



.ﬁlﬁul PRIME PERIOD STORAGE PRINCIPLEBc

The basic idea behind ?he method of association
memory storage using the properties of primes can be
._stated quite simply. The periods (rather than the
frequencies as in earlier schemes) of the input signals
are to be base&_onzprime.numbers. The repetition
periods of input pulses: are all to be-different prime
“integral multiples of the period of a master'clock:pulsé.
Cdnsider, for example, short pﬁlses-having a prime
repeti:tioﬁjperioﬁ.of'B units of time, which occur
duriﬁg éhéhsame interval as: other short- pulses having
& prime repetition period of 5 units ofjtime.' Assume
that the.two sets of pulses are applied to the two
inputs of a logical AND gate. Then the output of the
AND gate willl consist of pulses of coincidence, having
a period of 15 units of time. Such a signal is absolutely
exclusive to the two prime repetition periods 3 and 5 o« It
cannot be produced by signals having any other prime
repetition periods. _

fhe method of use of this approach can be described
with reference to fig.l4.l. Here,  pulses A, having a
prime repetition period of three units of time are
produced during the same interval as are pulses B, having
g prime repetition period of five units of time. The
two pulses therefore coincide every fifteen units of time.

Pulses having this repetition period can be recorded to

T
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indicate the past occurrence of coincidence.

. If then in the future pulses A occur alone, they
will coincide with the recordedninformation at every
fifteenth interval, and_this point in time also
‘coincides with 2 B pulse. The coincidence of the new A
pulses with the recorded-A.B pulses can therefore be used
to gate pulses from the B source to an output actuator if
required. There can be no confusion with such a system
because a pulse recorded at a given product interval
can”coffespond only to two prime input intervals.

With +this scheme; it is possible to interleave the
storage so that a single storage medium can be used
to store the associations between numbers of different
prime input pulses. Such & Teature leads to an economy
of storage, 'an advantage shared by the earlier schemes
using sinusoidal and using rectangular wave signals.

In order to use +this scheme, sources of the various
pulses are required, and so are coincidence detectors. If
~ the coincidence detectors take the form of AND gates, then
e large number of gates is required. For example, with
five different possible pulse inputs A,B,C,D,E, all_hgving
different prime repetition periods, it is necessary to have
ten AND gates for A.B ; A.C ; A.D ; A.E ; B.C 3 B 3 B.E 3
¢.D 3 C.E ;3 D.E . Fortunately, matrix boards into which
diodes can be plugged are now readily available, and use

has been made of these in practical work on such systems.



" 3442 BASIS QF THE SHORT-PULSE METHOD

A practical short pulse can be considered as
the sum of a positive exponential rise and a delayed

negative exponential rise. Thus :-

1 1
I(Ehort pulse) = -g—;- X ——-—1—-—5"@' =g Xy X exp(-s¥) (1)
et o - exp(-s7) 1 s
;- s 51 % 8T (2)

where T is the rise time constant and T is the time
length of the pulse. It has been assumed that the
rise and fall time constants of the pulse are approx-—
imately equal in value.

In the present system, pulses like this are
delayed by various times Njt,, N,t,, ﬁ3ta, etc.,
where t, is the master pulse repetition period and
Nl’Nz’N3’ etc. are numbers of the form :-

(Prime product)x(some number X)

Hence the Laplace transform of the recorded waveform
1l - exp(~-sT) ., 1 (

is :- exp(-N,t_s) + exp(~N,t_s)
& 1l + sT ( la ¢a
: + exp(mN3tas) T 2 s ;
: i (30
Now this recorded waveform is compared logically
with inputs of the form :-
1 - exp(-sT) 1 '
s e Y s 80 exp(-N t,s) (4)

where Nx takes the form (Prime number)x(some number Y)



If it ever occurs that

Il

L exp(—Nxtas) LEexp(-Nltas) + exp(—Nztas) +....§(5)

1l - exp(-sT) h :
s i W B

where T =

then an association corresponding to the present
input is present on the recording and an output is

required. The requirement is satisfied if ever

Nxta. = Nyta where Ny is one of Nl,Nz,N-,
r Y etc.
or Nx = Ny ; -
Now Nx and Ny are products of integers :-
Nx =(Prime number Q)x(Bome number Y)

Ny =(Prime product RS )x(Some number X)
‘The equality is therefore satisfied if Q = R and Y=SX,
or if Q = S and Y=RX. Note must also be taken of the
case X = Q and Y=RS,since this places a limitation
on the range of numbers.which can be used in the

system.
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14 .3 PULSE PRODUCT TRAINS

Consider an infinite ;eries of pulses of
unit height, each having a time durationiof 2t1
seconds and with a repetition period of T seconds,

as illustrated in fig. 14.2 below..

i e
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fige 14.2

Such a pulse train can be expressed as :-

®sin ornt. /T
&) = + QZ Y cos 2EOE (7)

T
Yi=|

However, if t1<§T, then :-
sin 2qnt,/T —> 2mnt,/T .

The emplitude of each harmonic then approaches 451/T.
. For convenience, we can suppose that the pulse
height is equal to 1/2t,, so that the amplitude

of each component approaches 2/T, and equ.(7) becomes :-

S S s £ 2 :
= & + 7 c08 2xz + g COS A + 7 COS 61& R

V07 -



‘Now consider two separate pulse frains having
pulse repetltlon periods of U and V respectively.

The flrst train can be expressed as -

e $ 42 cos 4mt s § con bmt’ |
91 e A ces 27 + G cos 4 T * g cos 6 + veee ()

‘while the second train can be expressed es::—'
a o BP WS
O, = F+% cos 27 *+§. 008 4y 4§ cos 6Ty + ..... (10)

The product of these two pulse trains: is therefore :-.

| i e SRS i t
.Iﬁlﬁz = BVt TV(eOS 21 5 + COS 4w T + €OS 6T g + ...
+ cos 2% v + cos 4 v + ©os i 7+ o)
+-T%r{cos 2??% cos 21;% + CcOs 4&' cos2a$
e % ‘ .t 4t
+ cos 27rﬁ cos 41r?»+ cos 4:.ﬁ cosga? +
+ cds;ZTT% cos GK”% + CcoSs 4T‘i cosSK% +
) : ' : .
+¢c-oo.-cu ) * (:_l_l)
The final bracketed expression here can be expanded
to give :-
2 (" (113} (11) (2.1),
UV( cos(U+ﬁ)2nt + cos(U V)Qnt + COS(U+?)2nt +oae
€1 2y " (1 2) 519)
+ cos(U+V)2nt + cos(ﬁwv)th + COS£ﬁ+v)2xu +eoe
el R O T €
+ COS(U*Y)Q”t 4+ €0 (ﬁ"V) 2nt + COS(ﬁ+V)2ﬁu toee

R L PR }- (12).

e
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'Each term of the expansien ean be:written in the
form - 1_ , . : .
Do Sl (a i.%ggnt = Tﬁrcos ngﬁ%;22§2xt
Now we know that the product wave must take the form

Cof a sinale $rain of pulses having a pulse repetltion
- perlod of UV. It can be expressed ae - _
| 3192 = _2_1-_‘_%\{_ 2 -U—%—-Ecos 2}7—%,—- + cos 4‘;1%?- + ....g (13)
It follows that in‘the‘eipansion‘we must ﬁave
av L vu = every p051t1ve integer.

It is worth noting that if the orlginal pulse
traiﬁsﬁare AC eoupled to a true multiplying circuit
SOIﬁhet & true product is obtained, the first two terms
: of;the 9192 product expahsieheefuequatienu(11)
disappear. The final bracketed {erme must therefbre
contain a product puTSe wave, tozgether w1th other
negatlve pulses if the two pulse trains are AC coupled
to a_true multiplying circuit. However, a logfcal
AND circuit will merelf give the positive coihcidence
pulses without the undesired negatﬁve pulses.'

It has been assumed in the above discussion that
the pulses are short. If this is not so, there can
be partial coincidence between several successive
pulses and a true product pulse train is not

obtained.



14 .4 PULSE-WIDTH TOLERANCE

If the pulses used are derived by counting and
gating directly from a high-frequency rectangular-wave
generator, then there should be no possibility of’
partial coincidence between severa; successive pulses
frbm two sourées having different prime repetition. periods.
However, the maximum usable frequency of the high-frequ-
ency rectangular wave generator will depend on the ‘
possibility of mutual interference.

Such spurious mutual interference could be caused,
for éxaéﬁi;, by pulse lengthening caused by carrier
storage in semiconductor elements or by the effects of
stray capacitance. The difficulty is illustrated by the
ringed cases in fig.l4.3which shows two pulse trains
having prime repetition periods of 13 and 17. It is
seen that the pulse—width.tolerance or the pulse-position
tolerance is only equzl to one half of the pulse width
in this case. However, this is not a serious limitation,
since there is no reason why shorter pulses should not
be usedi the master signal then not . having a
one-to-one mark to space ratio. Vith any given system
this course will, however, have the result of lowering
the storage capacity.

Pulses of a higﬁif%gﬁuency might be used to help

t0 overcome tape defects and also to increase the number

of channels which can be carried by a given memory tape.

1R e}
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a4§5LIMITATIONS ON RANGE OF PULSE PERIODS

It is not practicable to arrange a system to be
cagable of handling pulse periods as high as :-
taxAxBxCx........XxY, where A,B,C,.... are gall
different prime numbers and b is the master pulse
repetition period, since the numbers involved would
become astronomical. It is therefore necessary to
impose some practical limitation on the maximum
number of inpu%s which can be associated. Suppose
‘that it is decided that only pair-associations are
40 be accepted. What are . . the limitations on the
prime numbers which can be used if there is to be an
inherent rejection of pulses produced by triple assoc-
iations ? The rejection prbcess-is not difficult if

X.Y < A.B.C

where X and Y are the two longest prime pulse periods
used (divided by the master pulse period ta) and
A,B,C, are the three shortest prime pulse periods
used (again divided by t_ ). In this case, the system
is simply arranged to reject any pulses having a

repetition period greater than X.Y.ta o

The requirement X.Y<< A.B.C. can be approximated
by x2 < a3

or ? .<: [Ij.

i.e. the largest prime number nust be less than the



square root of the cube of the smallest prime nﬁmher.
This