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SUMMARY

A review of pulse-code modulation has shown that interest is again
being taken in pulse-count encoders. On these and other p.c.m, systens,
logarithmic companding is desirable but it is usually applied in a
separate stage. This is an investigation info methods of incorporating
the companding action in a pulse~count coder.

A theoretical appfaisal has revealed at least five possible methods
of non-linear pulse-count coding. The first may be instrumented simvly
only at the encoder. Three methods may not instrumented conveniently at
either end. The fifth method may be avplied to p.c.m. because the same
type of coder is required at both ends.

The first method was checked experimentally by testing the transfer.
characteristic of a monostable multivibrator which had transistor
resistance modulﬁtorn as timing elements. A new timing circuit has been
proposed which should give a symmetrical characteristic for positive
and negative modulation. Experimentally, a small agymmetry was given,
and it is concluded that a non-linear enccder could not be based uvon a
monostable multivibrator.

To test the fifth method, low frequency models were developed for
the two coders. The main component stage was a novel voltage-to-freguency
convertor driven by a distorted triangular sweep waveform. The junction
f.e.t. has a certain advantage as é gingle-ended compandor and huas been
used in the sweep generator.

The test upon the encoder gave a symmetrical characteristic but on
the overall test, errors due to asynchronism occurred. It is concluded
that these errors are inherent in a system where the clock pulse freqﬁency
is amoothly varied.

Finally, an alternative encoder giving a segmented characteristic,

which should be error-free, is proposed.
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(iii)

LIST OF SYMBOLS

Capacitance - subscripts denote position in
circuit .
e.2. Cce — capacitance between collector and

emitter

gradient of the transfer characteristic of a

voltage-frequency converter

clock pulse frequencihvariable; subscripts

8 = send-end, 1 = receive-end .

constant value of clock p.r.f. which will give
the maximum number of quantum levels in the

full channel pulse duration
highest value of modulating signal frequency
general modulating functions

Current gain factor in common base) parameters of a

" " " n o emitter) bipolar transistor

Qutput slope condﬁctance

general current variable; in particular the drain
current of a f.e.t. Subscript denotes branch in
which i flows

normalised value (= ?Imax)

f.e.t. drain current when drain and gate values

are at pinch-off and zero values respectively
The inhibiting inputs of a J.K. binary stage

the number of guantum levels corresponding to

a modulating signal sample of height U volts

the maximum number of levels - also the general

symbol for inductance

number of channels (see Chapters 3 and 10)
also R2/p, in compound CR coupling (see
Chapter 4)

also Te/.  in separate-stage companding (see
Appendices I and J)



(iv)
LIST OF SYMBOLS Continued

n number of binary digita pulses such that
2" = paximun number of gquantum levels
& e ey The lower and upper lozic levels in a binary
system
Q1,Q2 ete, Symbols for different transistors
T general resistance variable: in particular

the drain-source resistance of a f.e.t.

Ye resistance of compressor element) in separate

e resistance " expander " ) gtage companding
Tr resistance of receive- and send-end compandors

Tg in Method 5 coding - second subscripts O or 1

denote resistance at zero and maximum voltage

input -(e.g. Yoo » T, )

Ry drain-source resistance of a f.e.%t. when
‘- = Ip, v = v'p
Rey Ry resistance values in emitter and base leads
Rgs RD = " " gource and drain leads
Ry, resistance in series with collector (or drain)
o deviation from the ideal (see Chapter 7)
o r.m.s, noise deviaticn (see Chapter 1)
8 number of segments in a segmented companding
characteristic
h general time variable
Em, Lan instants just before and just after respectively

the trailing edge of the clock pulse
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LIST OF SYMBOILS Continued

Von

Vee
Ube

VB ES

VCES

Vou, Vor

time delay in a stage
pulse duration variable

pulse duration at send- and receive-ends

respectively

pulse duration for zero modulating signal
time deviation from T,

Minimum and maximum valuves of pulse duration
also temperature (see Chapter 2)

general symbols for different transistors in

a circuit
Normalised output and input voltages (i.e. V&:Eﬁ)

general voltage variable: in particular, the

drain voltage of a f.e.t.
maxtmum value

the gate-source voltage of a f.e.t.
voltage between collector and emitter
L d " base and emitter

Saturation values of base and collector potentials

w.r.t. the emitter respectively

The smallest value of base-emitter voltage for
which an appreciable value of current flows
(i.e. the cut-in value = 0.5 v for a silicon

transistor)

Upper and lower clamping levels of a difference

amplifier characteristic
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M The Principle of Pulse - Code @odulation

This work ig concerncd with the design of a
&

particular type of coder for pulse code wodulation.

Pulse-code modulation (p.c.m.) is a system of
communication where the signel is sampled by a pulse train,
the height of each sample being made to generate a train of
vinary digit pulses of equivulent value . (fig 1.1.) This
is the encoding process. The binary digit pulses (soncti.es
called code pulse groups) arc transmitted aand at tae
receiver tae code pulse groups are decoded by a process,
waich is usually (though not always), the inverse of that of
the encoder. A block diagram of a typical uwulti-channel
system is shown in fig 1.2. Tae sampliag process occurs in
a channel gate and the outputs of these gates are applied
to the coder. The coding process cannot convert all
values of signal amplitudes, for a binary digit train of n
pulses per sample can only represent up to e amplitudes .
Hence the auplitudes are said to be quantised and a typical
value of n is seven which gives 128 levels. The guanciser
is shown as a separate stage, although in some systems it
is an integral part of the coding process. The term encoder
is usually reserved for that stage in wnicn the binary
digit trains are produced. At the receiver, the decoder
converts the incoming code pulse groups into pulses whose
heigit (or duration,) is proporticaal to the amplitude of
the original modulating signzl. After separation ianto
the appropriate chanaels, these pulses are demodulated

by passing through a low pass filter.
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Quantisation of amplitudes inherently introduces
error S waich gives rise to duantisﬁtion distortion.
That is, at the receiver, the reconstituted signal may
differ ffum the original signal by as .auch as one step.
This may be seen in fig. l.3. which shows tne quantisation
errors which occur when an arbitrary modulating signal is
sampled by pulses whose amplitudes range over eight levels.
The amount of distortion may of course be reduced if the

number of levels is increased.

Since all values of error from zero to one step are
equally likely, the result is a fluctuating error in the
receiver output which manifests itself as a "hiss" noise, (2.)
not unlike that due to fthermal agitation in a resistance.
Tane maximum value of the signal: guaniising noise ratio has
been given (2] as: -

(10.8 + 6n ) decibels
That is for n=7 the signal: noise ratio at peak cignal level
is nearly 53 db. At low signal levels, however, the ratio
reduces and woald become unacceptable. . To improve the
small signal performance, non- linear guantisation is carried
out in which the step size reduces with the signal level.
In effect the signals are coqﬁreused at the encoder. At
the decoder the_inverse process of expansion is required to
restore the signal to become a faithful replica of the
original input signal. The processes of coupression and
expansion are together tcrmed companding. This work
describes a study of the application of non-linear couapanding
to a particular form of encoder i.e. one using & binary

counter.
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Although the coding process inu;oduces
gquantication noise, p.c.mn. systems oéfer'consideruble
signal ¢ noise advantuge over other pulse systems. This
may be seen from the following reasoning. Noige wmodulates
the amplitude and to a sumaller extent the duration of a
pulse. Hence pulse - modulation systems will only operate
satisfactorily if the noise variation is a swmall part of
"the amplitude or duration of the pulse. On the other hand,
in é p.c.m. system the noise will vary the amplitude and
timing of the "bit" pulses, but as long as the presence or
absence of a. pulse can be detected, noise will not degrade
the modulation. The reliability of detecting the presence
or absence of a pulse, however, is a function of signal:
noise ratio. If this is too low, the output of the detector
will occasionally be mistaken as a pulse when there is none.
If the noise is assumed to be white gaussian, it will have
a normal probaJility density function. That is, the
probability of & noise burst exceeding any value, no
matter how large, is never zero. It follow. tuat even with
the largest pulse power, there will be éertain error rate

(

! - 27 SRl
due to received noise. It hag been shown ) that the
probability of error ia the precence of white noise is

given oy:-

R T R (1, 2)
where Vo = peak signal pulse
0 = r.m.s noise amplitude
and erfx = the error function
: 5 +X

= ; exp (*‘ﬁ?2) du

———

/2



(5)

Values of p calculated frouw equation (1.2) are showm
in table 1.1. It may be seen that in p.c.m. transmission
there is a definite S/N threshold, at about 20 db, above
which the error rate is negligibly small. This figure of
20 db may be coupared with the S/N ratio of 60/70 db
required for high quality A.ll. or P.A.M. traasuission of

audio signals.

Table 1.]. Relation vetween error - rate and signal

to noise power ratio in a p.c.m. systen

S/ PROBABILITY ERROR FRLQU LNCY,
db f OF ERRUR | ONE ERROR LVERY
| 3%, 3. } 1074 | 10~2 seconds
17.4 | 1074 i 10"t seconds
19.6 | ! 10_6 10 seconds
21 i | 20  minutes
| 22 10710 ? 1 day
é 2% f 1&“12 E 3 months

P.c.m. offers two advantages in multiplexing and

switcaing.

(a) . Channel iiul.iplexing

As with other pulse methods of modulation
(p.a.m. p.lem. etc.) pcm lends itself to .ultiplexing on
a time basis (t.d.m.) thus many channels (24 typically) may

be accomodated on one pair of wires (for each way)
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The system uses semi-conductors and components which
are small and relatively chéép. " This may be

contrasted to a frequency-division multiplex (f.d.m.)
system which requires expensive channel filters (L3)
That is,a p.ce.m. transmission system should be less

expensive than a f.d.m. systen.

(b) Channel Switching

P.C.li. uses digital techniques so that it may
be integrated with a t.d.m. switching system. This
means that once the signal is encoded, it way be
routed through electronic switches until it reaches the
switch serving the called subscriber, when it may be
decoded. P.c.m. cen also be integrated with
electronic controlled space - division switchiag
(e.g. a system using reed relays). Hence p.c.m. is

compatible with both modern switching techniques.

124 Historical Review of the Develooment of P.C.M.

Although p.c.m. was gpecified by Reeves £ %) in
Prench and U.S. patents in 1939 and 1942 respectively,
organised develOpmént did not comwence until after World
War 1I. It would appear from the literature rgviewed
Gl that such development occured in two phases i.e. the

post war - experimental era (1947 - 1957) and the'"semi -

conductor era" (1961 - present day).

In the first period (1947-1957) the reports were of

two kinds.
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(2) Descriptions of the instruumentation of
experimental systems, mainly ih the U.S.A.

using thermionic valves.

(b) Descriptions of the principles and
theoretical derivation of the properties

of p.c.m.

In the second period of 1960 onwards the reports
were more comprehensive studies by groups of workers. Tne
papers reviewed covered the applicaition of p.c.m. systenms
to local area telephony, television and programue

distrivution in the U.K. aad France,in addition to the U.S.A.

l.2.1. Post War Period 1947-1956

In 1947, Black and Edson L) at Bell Telephone
Laboratories and Grieg (&) at Federal Communication
Laboratories, both constructed five - digit multi-
channel syste:.s, based upon the Reeves metaod of pulse
counting. In this method,the signal is saupled by
a pulse train. The height of each sample produces
a proportionate number of narrow pulses. These are
applied to a binary counter so that eacn saaple
produces a code group of equivalent value. The
receiver also used a binary couater as a decoder, and
the principle of these metanods is given in more detail
11 weobioa 2.2, It is interesting to note that
Black (5‘)_reports that in the sa.pling procesc "Ghe
amplitude of the pulse is logarithmically related to
the signal aaplitude". The type of compandor,
however, is not specified, but it maybe assumed that

the compression occurs in a sepurate stage.
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Goodall (%) in the came year described a 5-digit
multi-channel systen using'd;mpérﬁtors and gates.
In principle, each Qample is converted into the
corresponding code group by a series of comparisons
with the weights of the five binary digits. This
method is termed Feedbeck-Subtraction, and is
described in detail in section 2.3. Once again the

decoder is functionally the reverse of the encoder.

In 1948, leacham and Peterson (9) reported a new
approach to coding. The signals from six speech
chunnels are applied to the deflection system of a
specially developed cathode ray tube, wanich produces
the corresponding 7 - digit code groups. A beanm tube
cannot be employed conveniently for decoding, and

80 a simple method based upon a C.R. circuit, and
originally proposed by Shannon,(g)was used, Three ycars
dater; in 1951, Goodall V' ioitlinedtent sxperiasntal
bean coding system for the transmission of a single
television channel. The saupling frequency was

10 MHZ which meant that tne codiang process fur one
character had to be accomplished in 100 ns. The
earlier tube was not capable of such high speed
operation, anu a tuve operating upon a different
principle, ‘was developed. Tiue principles of operation
of Beam_tibe encoders and Shainon-type decoders are

described in detail in section 2.4. and 2.5.

Throughout the post-war period a nuwuber of papers

were written whicn dealt with the principle$S and
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properties of p.c.m. Since" thg subject of the
research reported here,is concerned with the design
of coders, only a brief review of the main points of

each paper will be given here.

In 194/, Clavier, Panter and Grieg (13) showed the
relation between signal to guantisation noise-power
ratio and the number of levels when the latter were

(14)

equally spaced. Bennet , in a couprehensive
paper,in 1943,studied the relation between
quantisation distortion and step-size,by consideriag
the frequency spectra of quantised signals. In the

(15)

same year, Oliver, Pierce and Shannon discuss
the properties of p.c.m. and the auvantages over
fregquency modulation. A year later (1949) Clavier,

(16

Panter and Dite ) show thét when quantisation

noise is smaller than the input noise,p.c.m. can bring
ebout considerable improvement in the signal-to-novise
ribio, L1051 Danber aid Dite: ¥ W studted £he
effect of logarithmic quantisation upon quantisation
distortion, In 1957, Saith S, in a detailed study
of logarithmic quantisation, describes a process

for choosing +the number of digits (i.e. the number of
levels) and the degree of companding to establish a

given signal to quantisation error ratio.

1.242 The Semiconductor Period 1962 - Present Day

The period under review was marked by the
tremendous increase in the use of transistors and,

later, inte;rated circuits. Such devices wade the
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p.c.n. time division system an economic practical
alternative to the analogue Ifrequency division systea,
Consequently the main papers of thisc period were

concerned with operational p.c.m. systems.

(3¢ )

In 1902, C.G. Davis of Bell Laboratories
described an experimental 24-channel, 8 digit
telephony system, which, as the Bell T.l1l. systenm,was
the first to becoe operational. One year later,
in France, Mornet, Chatelon and La Corre i
reported upon the application of p.c.m. to an
integrated telephone network. Chatelon (Q’)describes
an encoder in wnich the cowmpanding is given by a
digital method. The companding action is based
upon the fact vthat a logarithmic coumpression
characteristic may be achieved by a piecewise—linéar
characterictic;(this tupic is treated ia more detail
in section 2.6.).

Cattermole, Barber, Price and Smith k28 folluwed in
1963, with a paper dealing with tue application of
pP.c.m., to local area telephony. The problem of
transferring binary-coded signals through transformers,
is discussed, and it is coancluded that a unit disparity
code.is more convenient than simple binary code. Tae
encoder appears to be relatively coumplex,as it
incorporates 36 level cowmparators and a matrix of

%6 x T cores.

During the period 1967-1963 the B.EBE.C. Research
Department published a series of reports upoa an
investigation of p.c.m. for high quality souand signal

distribution.
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Howarth and Snorter (24)

gave an appraisal of the
requireuaents for the p.c.m. diatripu%ian of music
signals. The use of instantaneous companding, to
improve the signal to quantisation error ratio is
discussed. On the basis of Chew's result:,(see below),
it is concluded that such methods are unsuitable for
programme distribution. Chew and Inglis L25) describe
experimeats to test the distortion due to companding
with diodes. They found that,even though the mea-ured
value of harmonic distvortion was low, the distortion
was auuible. Thig result is commented upon further.

. ; N (26) &
Finally in another report Chew discusses the
choice of coding method. de describes a 11-bit
encoder using a binary counter, operaviag at 80 MHZ,
conatructed from integrated circuits. Companding was not
incorporated in the coder, although provision was made
for its inclusion, as a separate stage. Hence the
review commenced, and finiches with refecrences to binary
counter encoders. The research described here is an
investigation into the same type of encoder, but one
in wnich non-~linear companding is incorporated. Before
setting out the objects of the research,the principles

of the main types of encoder will be described.
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CHAPTLER TW
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Objects of Present Research
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It appears from the review of the literature of
the previous chapter, that there are three main coding
methods, i.e. those incorporatiing bimnary counters, those
using the feedback-subtraction principle, and those using
beam-coding tubes. The principles involved in instrument-
ing the encoders and the corresponding decoders will now be
described, using block diagrams in fig. 2.1 - 2,10, The
first type will be described in greater detail ,because the

principles underlie the research being reported here.

Plsce Coding by Binary Counter

The principle of the coding methods used by Black(

6)

and Griegi is as follows. In fig. 2.1 the signals from
‘each channel modulate the duration of the channel pulse
train (p.r.f. = 8KHZ). The length-modulated pulses from
each channel feed a common quantizer. This consists of a
gate which is opened by a channel pulse, to admit a pulse
train of much higher p.r.f. (™~ 1.6 MHZ). Hence success-
ive "bursts", each containing up to 31 pulses (2" -1) are

applied to the coder, which is a 5-stage binary counter.

The five counter outputs are gated by the outpuis of a 5-

stage ring counter which is synchronised at the binary digit

rate (320 KHZ), so that a p.c.m. serial output is obtained.

A typical code conversion is given in fig. 2.1 for the case

when the instantaneous signal sample has a height in between

11 and 12 guanta. The corresponding channel pulse length,
causes 1) dock pulses to be admitted through the quantizing

‘gate. These step the counter forward from the reset

5)

L]
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condition to give the binary stage cutputs as shown.
The parallel-serial conversion gives the corresponding
binary pulse code group 01011.

In both references (5) and (6) it is stated that the
receiver is functionally the reverse of the transmitter,
but the actual arrangement is not clearly specified. In

(7)

his review Flood writes "At the receiver the incoming
code pulses operate a circuit which produces pulses whose
lengths are proportional to the 'weight' of the digits
represented by the incoming pulses." It is shown in fig.
2.2 that groups of such weighted pulses are passed to the
appropriate channel gate, and demodulated by a low-pass
il ter. The actual decoding stage is shown as a gate,
but in fact it consists of an input register whose outputs
set the corresponding stages of a binary counter. These
early coding systems were instrumented with thermionic
valves. That is,a counter was formed from a cascade of
double-triodes with diode steering, while a gate was formed

from the pentode coincidence circuit.(z?)

The number of
levels (32) was just large enough to provide the required
signel: quantisation error ratio,necessary for trans-
missions of "toll" quality. High quality music and speech
signals, however, require a peak signal to peak error ratio
greater than 6?db,(24) which, if the kvels are equally
spaced, will just be provided by a 1ll-bit system. A
counter type coder for such a system would be difficult to
instrument using thermionic valves, or indeed discrete

transistors, for the following reason. The clock pulse

frequency would need to be at least equal to (2 x number of
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levels x highest signal frequency); that is greater than
60 MHZ. Now in a "ripple through" binary counter (i.e. a
cascade of bistable elements) a transition from logical 0
to logical 1 at the &th stage can only occur when stages 1 _
to 7 have successively switched from 1 to O. If the
transition time per stage is 40 ns, the 8th stage will
switch 320 ns after the input clock pulse. This time is
nearly (20 x the clock recurrence period). Hence the
outputs of long binary chains do not represent the exact-

(21) With thermionic valves

count at high count rates.
(and discrefe transistors) the problem may only be overcome
by a large increase in circuit complexity. From 1965
onwards,digital integrated circuits became available.
These not only provided complete bistable elements with
small transition times (typically 10 ns), but also facilitated
the construction of synchronoué-type counters, in which all
transitions occur simultaneously. .

The 11-bit coders due to Chew(24) were constructed
from integrated circuits and block diagraﬁs are shown in
fig. D5 and 2ok, The encoder operates as follbws. The
input signal is sampled and compared with the voltage
across a capacitor which is being charged with constant
current. Just before the sample occurs the capacitor is
short-circuited and the counter is reset. When the sample
occurs, the short-circvit and reset conditions are removed;
the capacitor voltage increases linearly, and the counter is
stepped forward by the 80 MHZ clock pulses. When the
capaqitor voltage balances the sample, the comparator gZives

an output, which stops the counter. Tnat is,like the
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earlier encoder shown in fig. 2.1, the counter stage
outputs register, in binary code, the height of the sample.
In this version of a counter encoder there does not appear
to be a stage of pulse-length modulation, However, the
ramp voltage across the capacitor produces a duration
proportional to the amplitude. Note that the sampling
p.r.f. ﬁas 30 KHZ, so that the time to execute the maximum
count (2048), must be less than the recurrence period of
355 pse In fact, with transition times per bistable of
13 ns, the maximum count time was some 26 us. In this
type of eneoder the count corresponding to an instantaneous
sample, occurs during the intervél following that instant.
The parallel-serial conversion must then occur while the
next sample is being countéd. Hence the need (a) to
transfer a completed count to a register aund, (b) to derive

Ureset" and "read" pulses from the sequencer.

The decoder for the 1l-bit system is very nearly the
encoder in reverse(zq), (see fige 2.4)s The incoming p.c.m.
serial undergoes serial to ﬁarallel conversion in the input
register. The outputs of the latter set the corresponding
stages of the reversing counter. The sequencer then

gives the counter a start pulse to initiate a count-down,
driven by the 80 MHZ clock pulses. A capacitor is
simultaneously charged with constant current, the process
being completed wneh the counter outputs are all at logical
O. The voltage on the capacitor is proportional to the
weight of the code pulse group being decoded. A replica
of the original modulating signal is obtained at the output

of the low-pass filter.
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2e3e Coding by Feedback-Subtraction

g
The principle of the Feedback-Subtraction method( )

is shown in fig. 2.5 and 2.6, The modulating signal is
sampled, each sample charging up a capacitor in the STORAGE
CIRCUIT, to its respective amplitude. This is compared
with the first reference value, a pulse of height 16 guanta
(the half maximum value). If the sample eXceeds the
reference, a binary pulse is gated through and amplified.
This pulse is also fed back and delayed by an amount equal
to the digit time interval. It then acts in the SUBTRACTIOn
CIRCUIT to remove 16 quanta of charge from the capacitor.
The remaﬂniﬁg charge (or voltage) is compared with the
second reference value 0f 8 quanta. Once again,if the
charge exceeds the reference a second binary digit is trans-
mitted and fed back. If, however, the capacitor charge is
less than the reference, then no binary digit is trans-
mitted. The feedback is zero, no charge is‘subtracted,

and so the same charge is compared with the third reference
value (one of 4 quanta). Hence it may be seen that a

binary code pulse group is transmitted.

In the receiver (see fig. 2.6), a capacitor is charged up

£o the maximunm level (32 quanta), and then successively
reduced by the action of the incoming code group in the
SUBTRACTIGNCIRCUIT, At the end of code group, the residual
charge is measured and subracted from the initial maximum
level, so that the total significance of a code group is
given. Hence, the incoming p.c.m. is converted into p.a.m.

samples which are demodulated by the low-pass filter.
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- Coders of the Feedback-Subtraction proved more convenient
to instrument than the counter type. Jarvis and Hutt(f?)
used the same principle, but with transistor current

sources controlled by bistable elements,instead of a

capacitor,

2ellis Coding by Beam Tubes

(7)

The beam coding system of Meacham and Peterson
represented a radical departure from the practice of
coding with an arrangement of circuit elements. The whole
coding proeess was accomplished in one tube. A functional
diagram of the tube is shown in fig. 2. € In it,an
electron beam is arranged to scan an aperture plate in the
¥ - direction, while the y - displacement is proportional
to the amplitude of a signal sample. This arrangement
may be compared with that in a cathode ray oscilloscope,in
which the p.a.m. samples are displayed on a screen. In
the coding tube, however, each p.a.m. sample gives rise to
a corresponding train of binary digit pulses. To do this,
the aperture plate contains seven columns of holes (see
fig. 2.8 ), the first containing 20 holes, the second,

25 holes, etc, The lengths of the holes, in the y -
direction, are such that when the beam scans a row of
holes, it is interrupted in a binary sequence, whose
weight is proportional to the y - deflection. The beam
electrons which pass through a hole impinge upon the

PULSE PLATE to cause a current pulse in the output circuit.

Accurate scanning of the holes in a row is difficult to
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(10)

achieve without some controlling guide. This is
proéided by the QUANTISING GRID, with its feedback
connection to the y = amplifier and the COLLECTOR PLATE,
The quantising mesh has 128 wires spaced so that a wire
lies just below the top edge of eadh row defined by each

of the 64 apertures and 64 spaces of the first column.

The operation is as follows. When the beam is being
scanned in the x - direction, the x-— sweep controls a bias
voltage to the y - amplifier, so that the beam tends to
drift in the y - direction during the X - sweep. This
movement, unless limited, would cause the beam to strike
one of the wires. In.such an event, secondary electrons
would be emitted, and these would be captured by the
collector plate. The resulting loss of current from the
guantizing grid is fed back to the y - amplifier to control
the guantizing bias. Hence the bias, which tends to move
the beam in the y - direction, is limited to the value

which sets the beam to pass just below the wire correspond-

ing to the y - sample.

Although the idea of performing the quantization and coding
operations in one envelope, offered an attractive solution
to the coding problem, it does not appear to have been

(12)

developed except by Goodall. Three reasons are
suggested. Firstly, there would not be sufficient demand
for a specially developed tube, to reduce the cost of
manufacture to an economic level. Secondly, with the

increasing use of semiconductor devices with low voltages,

- in communications, it is undesirable, from an engineering
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viewpoint, to incorporate high-voltage devices. Thirdly,
the coding time is large, (due to the guantization-grid

(12).

and feedback). Goodall overcame this third objection
by having a tube working on a different principle. The
alignment errors were reduced by méking the aperture plate
produce a special code, (called “"reflected" binary).

This conversion to simple binary was made in the output

cirenits

2.5. Miscellaneous Coding Methods
(2)

The principle of the Shannon decoder is shown

ol I LR P s The input binary digit train is reversed

in time so that the least significant bit is directed to
instantantéously charge a capacitor. The interval between
bits is such that the charge decays exponentially by one
half. In the example shown the‘al bit is absent so that
the charge falls to one quarter of the initial value by the

& bit. Hence the net charge after

time of arrival of the 2
the rinal interval‘is 13/1%5 of the total charge which

would have been given if the_u-digit train had been complete.
Hence the voltage input to the cathode follower is pro-
portional to the total weight of éhe incoming code pulse
group. The output of the cathode follower is applied to

a sampling gate with appropriate channel pulses, éo that
p.a.m. samples are produced. These are demodulated with

a low-pass filter to obtain a copy of the original modulat-

ing signal.



3 = - | .
SAMPLEE CATHODE |
5 i FOLLOWER —

FiLteer
TTIM!N‘G
g&)

CONSTANT PCM INPUT
CURRENT

N,
e

p——
=

F
o

E
=~

Fig 2.9 THE SHANNON DECOLER WITH WAVEFORIS.



(21)

A disadvantage of the simple CR circuit is the uncertainty
which occurs, because the more significant digits give
contributions of charge on the steep parts of the
exponential curve. The slope of the exponential curve is
large for these digits and therefore precise timing of

(1)

binary digit pulses is required. A modification,
suggested by Rack ,largely overcomes this limitation. A
parallel branch circuit, LCZRQ’ resonant at the 'bit'
rate is connected in series with the Shannon circuit,
CiRy (See fig. 2.10). By properly choosing Cl’ 02’ Rl
and R, the first (and.second) derivatives of charge are
made zero at successiﬁg points one pulse period apart.

Hence, the charge decay curve has zero slope when the

binary digit pulses occur, and timing is less critical.

Thesé CR decodews although simple and elegant in operation,
appear to have been used only for those systeums, where the
receiving~-end cannot use the same method as the sending-end.
One possible reasoﬁ for this, is the need to reverse the
order of code pulse group from the conventional one, of

sending the most significant bit first.
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2.6, Methods of Companding

Companders are of two main types (a) SYLLABIC and

)

(b) INSTANTANEOUS, The former have been used(ae for
many years in radio and carrier-telephony systems to
maintain adequate signal/noise ratio at low signal levels,
and are not relevant here. Instantaneous compressors are
used in p.c.m. systems to increase the signaliquantisation

error ratio at low levels.

(17 ,29)

It has been shown that a logarithmic companding
characteristic is desirable, and that if v and u are
respectively the normalised input and output (compressed)

amplitudes respectively, then u is given by:
log(l+ pv)
S A R n)
In this expression, p is the compression parameter,
(usually having a value between 5 and 500), and gives the
degree of companding. The companding characteristic may
be a continuous curve as showr in fig. 2.11, or it may be

a piece-wise linear curve of two or more segments,(33) o

shown ' in $ig, 2a12,

I S Continuous Companding Function by Diodes
The p.n. junction diode has an approximate
logarithmic current/voltage characteristic, and has

(19,25) The

been much used as a companding element.
principle of the balanced diode compander is shown in
fig. 2:135. Resistances Rl and RE have values such

that the compressor output follows the input signal

current, while the expander output follows the input
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silgnal voltage. The two circuits have inverse transfer
characteristics if the diodes in the two units have
identical characteristics.
There are a nuﬁber of disadvantages which limit the
usefulness of diodes as companding elements:=~
(i) the i/v characteristic of a two-terminal
device cannot be conveniently varied by external
bias; therefore the co@pression parameter ( p )
cannot be readily controlled, and elements in the
compressor and expander cannot be readily matched.
£41) thé small range of junction voltages (700
nVv fdrrsilicop) required to give a change of
current from maximum to minimum, implies precise
control of voltage at the expander.
(iii) the forward biassed junction is temperature
seﬁsitive for logfﬁﬁv/f} This suggests that

(25)

temperature control is desirable to maintain

matching of characteristics at sender and receiver.

It is shown in chapter 7 how the use of junction field-
effect transistors overcomes the most serious of these

disadvantages.

([
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Methods of Companding

2564 Segmented Companding Function by Diodes

The disadvantages, given above, for the diode
compander may also be overcome by the segmented

3 19 433
compancer{ r523)

shown in fig. 2.1l Here there are
two sets of diodes; one for each half cycle of signal.
All the diodes conduct at maximum signal current, but
as the signal is reduced the number of conducting
diodes falls, The forward resistance of a diode is
swamped by the resistance in series, giving a five-
segment charécteristic, which will be independent of
the diode characteristics. The companding law may be
controlled by the series resistances.

Hence,it may be seen that the segmented compander
has the aGVantage of instrumental conveﬁience.(:g )
There is, however, some degradation in signalinoise

ratio(33 )

, as compared with a compander giving a
smooth characteristic. It would therefore appear
adVantageous to use a companding element with a quasi-
logarithmic i/v characteristic which may be controlled

precisely. It is considered that the Jjunction f.e.t.

is just such a device.
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et The Obijects of Present Research

In the first chapter the history of p.c.m. has been
reviewed primarily to show that the first encoders were of
the pulse-count type. Even the idea of logarithmic com-
pression in such an encoder is notlnew. The early encoder

of Black and Edson(S)

probzbly incorporated a non-linear
coﬁpander, as a separate stage in the signal path. The
pulse-count method could not, however, be conveniently
applied to high~-quality multi-channel systems, using discrete
components, and subsequent development of the Feedback-
Subtraction method occurred. With the advent of integrated

(26)

circuits, Chew has, demonstrated that a il-bit counter-

type encoder may be made.

At the outset of this investigationtthere did not
appear to be a pulse-count coder in which non-linear
companding is an integral part of the coding process.¥
This islrather surprising, since in the basic Reeves method
there is a p.l.m. stage which may be made to follow a
quasi-logarithmic law. A theoretical study of this method
and other related methods of companding is given in chapter
3, while the experimental investigation of the basic method
(termed Method 1) is described in ¢hapter 4. From the
theoretical study one method emerged which could be more
conveniently instrumented at both sending and receiving
ends, A description of this coder is given in chapters
5 « % inclusive.

o Cattermole(33) mentions a possible coding technigue

where the frequency of the clock pulses is varied in
discrete steps, to give a segmented companding law.
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The two most important stages of the coder are a
clock-sweep generator and a linear voltage-frequency -
converter., It was decided to use integrated circuits
where possible and this led to the design of a dual
monostable-astable wltage-frequency converter, which is

described in chapter 6 ,

During the investigation it was found that junction
field-effect transistors (f.e.t.) had certain advantages
over diodes, as companding elements. Hence these have
been used in the clock-sweep generator; an account of

this work is given in chapter 7 .

The other stages of the coder, such as the

synchronous binary counter and parallel-serial converter .-

etc. are fairly well known. It is considered, however,
that some of the methods of synchronising and inter-
connecting these stages, are now, and this part of the

work is reported in chapterc5 -8

The results of tests carried out on the encoder and
decoder are given in chapter © , while the work is

concluded in chapter I0.
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et Statement of Methods

It has been stated in chapter 2 that an

instantaneous comprescor sh.uld have a traasfcer
(18,29)

characteristic P
g = + Log (1= pv)
log (1 + p)

. h +
In a p.c.m. system the compressed normalised voltage (- V)
is uniformly quantised in a number of levels 1 up to a

maximum value L. .. Thus 1 is gifen by
el + log (= nv) ;
e [ L= Toe (T ) | -~--(3-1)

Now, in a pulse-count encoder the channc¢l pulse is usually

length—moduiated by the signal, and is then gated with
short-duration clock pulses so that the number of the latter
contained within the duration (T) of the channel pulse is

the number of levels 1, as shown in (fig. 3.1.)

To incorporate the coupanding process in the p.l.m.
stage merely requires that the channel pulse daration (7T)
be varied according to equation (3-1 ). For single-edge
length-modulation the trailing edge of the channel pulse
is varied by the.modulating voltage, so that the duration is

given by:
T = To p 2ol )

! + ) o : :
where - AT corrcsponds to positive and negative modulation.

Hence for logarithmic companding in the p.l.m stage:-

o bt i1 Iog 4 Ly V) -
T = {Lo[ el ) == ii5e2)

This expression implies that the duration T is zero when
V= ~l. ©This is clearly inconvenient in practice and so

equation (3.2)is modified as follows:-
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+ log (1% wuv)
log (1 + pl- (5s3)

P=rfimin 4+ o [ i

The variation of T with V is shown in fig 3.2 If now the
clodk p.r.£.(f) is constant at fo, then the number of

levels corresponding to an input V is given by:-

r + ;
! . v . . + logl(l- uv)
1l = fo (Tmin + T)=fo 2 T min + 10[_1_ Toglls p )]1L504)

Now, equation(}.é)has been derived for the method in which
T alone is modulated. Examination of equation 3.4 shows
that the same companding law would be given if T was held
constant, and the clock p.r.f. (f) was modulated. Also
two further methods may be possible if the signal modulates
both T and £, one linearly, and the other in a way to be
determined. It may be noted that these additional methods
have become possible because the channel modulating and
companding functions have been separated.In fact the
principle of four methods may be defined as follows. The
waveforms of channel and clock pulses during & modulating
signal interval,for the four methods are showa in fig. 3.3

Method (1) A pulse-length modulator where the

duration of the channel pulse is a particular
logarithmic function of the modulating signal
amplitude.‘ The length-modulated pulses are then gated
by very short duration pulses of constant p.r.f. so that
the number of pulses contained within the duration of

a given channel pulse is proportional to the

logarithmic function of the modulating voltage.
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dethod (2) The channel pulces are. of constant
duration and are gated by saort duration pulses, whose
p.r.f. is the particular logaritauic function of the
modulating signal amplitude. The number of gate
pulses contained wethin the duration of a cnannel

pilse is the same as for Method (1)

Method (3) A pulse duravion modulator where the
duration of tne cnennel pulse is & linear function of
the modu.ating signal. The length-modulated pulses
are gafed by very short duration pulses whose p.r.f.

is a non-linear function of the modulating signal.

The number of gate pulses contained within the duration

of the channel pulse is the saue as Method (1)

Methoa (4) The duration of the channel pulse is a

non-linear function, while the clock p.r.f. is a
linear function of the modulating signal. The number
of clock pulses is again the saue as for Method (1)

A positive increasc in modulating signal causes the
duration (T) to decrease non-linearly, and the clock
p.r.f. to increase linearly. Once again the number
of clock pulses for one channel pulse is the same as
for Methud'(l). A fifth method may now be éefined if

the compression is applied by a sweep voltage.

Method (5) The signal linearly modulates the length

of the channel pulse, while the clock p.r.f. is swept
(ina maaner to be deteruined) during the channel pulse
duration.The waveforms of the cnaanel,clock and clock

sweep pulses are shown in fig. 3.4.
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Bach of the five methods ‘will now be studied in
order to:
(a) show how the channel pulse duration, clock p.r.f.

and modulating signal are related;

(b) review possible systems for instrumenting each

encoder;

The principles of expander action in the corresponding
decoders are discusced, together with the principles of
instrumentation of two of the decoders. Pinally, it is
concluded that one method is inherently more convenient to

instrument in both the encoder and decoder.

3,2, Coding by lMethods (1) and (2)

This first method is basic, and the principle has
already been given in the introduction to the five methods
stated in section (3.1). The channel pulse duration T is
given by equations (3.2) and (3.3) while the clock p.r.f.
has a constant value (fo). The variation of T with
modulating signal (V) is shown in figure 3.2. It may bpe
noted that the number (¢ * 4V) is always positive, for the

( = ) sign occurs with negative values of v.

A block diasgram showing the components required to
instrument this.methud is given in fig. 3.54) The stages
of divider, sequencer, gaterinary counter and output register
are common to all the coding systems described in this

r

chapter, and their functions are outlined first of all.
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The Divider

The binary digit train should be synchronised with the channel
pulse train. Hence a 'bit' train of frequency 'b at the input

to a divider, formed by a cascade of n bistables, is used to give a

synchronising pulse of period 2n/fb to the sequencer.

The Sequencer
The pulse train of frequencyfﬂé-n is applied to the channel sequencer,

which may be formed by a ring counter of m bistables. BEach of the
bistables gives a channel synchronising pulse of duration Zn/fb, and

repetition frequency szﬂﬁ. i.e. there are m pulses in a frame.

The Gate

The channel pulse vhich may be length-modulated (as in Methods (1),
(3), (4) and. (5), is used to gate a number of high frequency clock
pulses, which may be frequency-modulated (as in Methods (2), (3),
(4) ava (5)).

The Binary Counter

The gated clock pulsges are apnlied to a binary counter, so that the

bistable outputs register the number of clock pulses in binary code.

The OQutout Register

The counter stage outputs are transferred to the corresponding
stages of the output register, at the end of a chamnel synchronising

pulse, to enable the binary code to be given out in serial form.
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The main component of the system for Method (1) is
the voltege-time cunverter wherc.the ﬁufaﬁion T is varied
by the modulating signal (v) in accord with egn. 3.3.
This length-modulation may be realised with a monostawble
multivibrator which has 3 - terminal active devices for
the elements of the timing circuit. Tne input modulating
signal samples vary the resistances of the devices, and hence

vary the period T.

An experimental investigation into the feasibility
of these ideas iu described in Chapter 4 anu it will be seen
that a major difficulty arises in that the transfer
characteristics for positive and ncgative modulation are not

identical.

A further disadvantage of the first method brought
out in section 3.6, is that the instrumentation of the

correcpouding decoder is extremely complex.

The secondmethod is very similar to0 the first. The
channel pulse duration, however, has a constant value To,
while the signal modulates the clock p.r.f.(f). The relation
between f and v may be obtained from equation (3.4) which
applies to all of the methods (1-5). For constant To,

Lt |

loo(1+ 1 V)
[ , o iU e Sl
7[. 2 7{‘;”; ; f [ / " ZO\? (-r, -f';"f;} | F T RS (3\5)

The variation of £ with v is similar to the wariation
of T for method 1 shown in fig (3.4) The range of values

of £ for positive, zero and negative modulation have been
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calculated from equation (3.5.) for a high-quality telephony

system. These are shown in Tablu‘ﬁ.l; aﬁu it may be noted

that £ must vary over a 10:1 range . for negative and

positiVe modulation. This is a wide range for a voltage

frequency converter to operate precisely in accord with

gsome particular law. In addition, the similarity to Method

(1) suggests that similar disadvantage will apply. The

instrumentation of an encoder for Method 2 is shown in fiv.3.5j{
It may be noted that there are two distinguishing

features in the block diagrams for the first two methods.

(a) In the first method the channel pulse is length
modulated in a non-linear voltage-to-time coaverter,while
in the second method the clock p.r.f.'is modulated in a

non-linear voltage-to-frequency converter..
(b) fultiplexing in Method (1) is achieved in the p.l.m.
stage, while in Method 2 a sepurate p.a.m. stage of

channel gating is required.

3.3 Coding by Methods 3 and 4

In the third method, the signal modulates both the
channel pulse duration T, and the clock p.r.f.(f). On the
one hand, T varies linearly with v, so that the channel pulse
length is given by:

\
}
v

O~

o & —_— i :/ ::‘
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Table 5.1.
Variation of Clock Frequency for Method 2

Highest Modulation Frequency (fm)
Channel p.r.f. (2£m)
Channel recurrence period 2fm
No. of chgnnels

Unmodulated channel duration

No. of levels for each half cycle
Unmodulated clock p.r.f.

Minimum clock p.r.f.

Maximum clock p.r.f.

HIGH QUALITY
SOUND SYSTEM

15 KHz

30 KHz

33 ps

256

6.4 VHz

%2 MHz

64 VHz
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On the other hand, f varies so that the
logarithmic companding law is given, To show the relation
between f and v, consider the number of levels given by the

number of clock pulses within a duration T. This is given

[ ff 5 AR -

The modulating signal period, however, is much

bys -

greater than the channel pulsc duration T, so that to a
first approximation f does not vary during the duration T.
Hence, the integral may be omitted and the clock p.r.f. is

given by combining equation (3.4) and (3.6) to give -

- r- -+ ) .-\a: “I ’
£ o e o LR )
s T im + TO{H‘&" \ L = fo‘_? (;4-/;5) -| g i

The variation of £ with v, for various values of P
given by equation (3.8) is shown in fig 3.6. It may be noted
that £ = fo at values of v egual to zero, and & L - AT
intermediate values of v, the clock p.r.f. iﬁcreases by 205
for positive modulation and decreases by 40x for negative
modulation. To gain more symuetry between the curves for
positive and negative modulation, the minimum velue of T may

be increased.

The instrumentation of a system obeying the principles
of Method (3) mgy ajpear complicated, at first sight. The
variation of clock p.r.f. with modulating signal v is not unlike
the I/V char.cteristic of a device, which can exhibit both
positive and negutive resistance. If such a device precedes a
linear voltage-frequency converter, the output voltage may be
made to have a frequency which is the required function of the

input voltage.
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Such devices as tunnel diodes have negative
resistance characteristics, and while no particular dioue
may have an I/V characteristic which will permit the clock
p.r.f. to obey equation (3.8) exactly, it may suffice to
use the same type of diode in the encoder and decoder ia
the same mode of operation. A block diagram of an encoder
working on thece lines is shown in figure 3.7, while typical
waveforms are shown in fig. 3.3. It can be seen that the
instrumentation of this encoder iz considerably more
difficult than the two encoders described previously, for

two reasons.

Firstly, a device with anl/V characteristic
exhibiting negative registance is required to be driven
from a source of low resistance,.so that the resulting
current follows the variation required for the clock p.r.f,
which is shown in fig 3.5. It is considered that such

operation may well be unctable.

Secondly, the signals from different channels
have to be multiplexed in both the p.a.m. and p.l.m. stages..
It is thought that this double process will produce timing

errors and false counts..

The fourth method is very similar to the third metha,
but the T and f functions are interchanged.. Hence,
similar principles may be applied to the instrumentation; that
is a linear voltage-time converter maybe preccded by a

device with a "negative resistance" I1/V characteristic.



(37)

Obviously, this method will be no less.complicated than the

third method and hence no block diagram is shown.

%.4. Coding by Method 5.

In the previous four methods, the logaritaaic
companding is obtained by applying the modulating signal to
a device which controls the channel pulse duration (1) and/or

the clock p.r.L. (£)s

In Methods (3)‘and (4), one parameter (T or £) is
subjected to linear modulation, and the departure from
linearity (ﬁo obtain the companding law) is arranged by
causing the modulating signal to vary the other parameter

(forT)

In the fifth metvhod, the channcl duration is
subjected to linear modulation, but the clock pulse train
is given by an independent variable-frequency gencrator,
To obtain the required departure from linearity, the clock
p.r.f. must be varied so that, during a given channel pulse,
the number of clock pulses corresponds to the level of the
modulating signal. Hence the clock p.r.f must depend upon
the channel pulse duration (and modulating signal). At
this point, it may well appear that Methods (5) and (3) are
effectively the same, for in both the channel pulse duration

is given by equation(3.6), re-written below:—

N R L O B B SRR



(28)

In the fifth me . hod, however, the clock p.r.f. is
swept within the duration of thé-phahnél-pulse, according
to a certain law. To show this law, the integral form

for the number of levels given in eguation (3.7) is recalled:-
(2T +Gns)

s /fo(T 3T 5 RS & v

If T is given by equation (3.6), then dT = To dV.
Now the nuwmber of levels or clock pulses contained within.
a given channcl pulse duration is the same for all pulse-
count methods, ana is given in equation (3.4). Hence it

follows that:

U i (ﬂg(:t,uv)]
To fﬂfv 76 T‘mt‘n IO‘- s {03 (i+/u) ---- (gq)

Differentiating (3.9) w.r.t. V gives the following

expression for the clock p.r.f.:-

Al [_'___q PSSO

)( = i (09(”7‘) Ji H V

Although equation (3.10) shows the clock p.r.f. as

a function of signal input V, it is from (3.6) an implied

function of duration (7T). Phis time-dependence may be

seen, when V is replaced by [I:Q;Ewﬁ = 7] in
o

equation (3%.10). '
e §

= &f} [ To } : :
fog(i*/u.] TotﬁL[T‘Tmn'T;] i -,.Q'IOQ)

The variation of £ in the channel pulse duration
is shown in figure (3.8), for various values of R, while the
variation throughout a typical modulation period is shown
in figure (3.4). It may be noted from fig (3.8) that the.
clock p.r.f. varies rapidly with time at values near to To,
especially when there is a moderaite degree of coumpanding.
Also, the clock p.r.f. variation is syumetrical for both

positive and negative modulation.

L
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When the variatioa throughout a modulation period

is considered (figure 3.4), the following features are seen:—

(i) the clock p.r.f. rcaches maxima at instants where
the trailing edge of the unmodulated pulse would

occur;

(ii) +the sweep period is twice the duration of the

unmodulated pulse (2 T0);

(iii)the variation resembles the output of a full-
wave diode rectifier, with clamping(or

compression)of the peak value..

There are two ways of instrumenting this encoder,as
shown in figure 3.9. In both, the sigral linearly
modulates the channecl pulse duration in a monostable

multivibrator.

On the left-handside of figure (3.9), a sawtooth
waveform is applied to a logarithmic compressor, whose output
feeds a differentiator. The output of the latter feeds a
linear voltage-to-frequency (v-f) converter to control the

clock frequency.

Alternatively, a triangular waveform is compressed
(not logarithmically)and is applied to a linear v-f converter

to vary the clock frequency.

In both schemesi&s for the previous four methodslthe
gated clock pulses are applied tu a binary counter and then to

a shift register for parullel-to-serial conversion.
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The Expansion for Decoding

In general, the encoder and decoder may operate on
different principles,eg. a beam tube-type encoder was
complemented with a ‘Shannon-type decoder {5 ). As pulse=
count encoding is the subject of this particular work, it
is convenient to specify a counter-type decoder, like the
one proposedby Chew (29. If compression in the encoder is
obtained in a separate stage, it is necessary only to have
the same type of companding elements in a separate expansion
stage in the decodef. The inverse characteristics for
such compandors may be achieved by voltage - and current
driving the two sets of companding elements respectively,

as shown in fig (2.13).

When the companding action is incorporated in.the
coding process, there may be more restrictions upon decoder
design, depending on the extent to which the modulating
and compression functions have been separated in the encoder.
The form in which the expansion must be made in the five

methods proposed, is now considered

The theoretical relation between the transnmitted
level number (1) and the normalised modulating signal (V)

is given in equéiion (3;1) and is repeated here for

convenience: -
Pl B 1@313ﬁ§4690
e SR s (TR A T st - o (51)

Decoders for all of vhe methods stated should have
transfer characteristics which are the inverse of equation
(3.1). That is if 1 is the weight of a received code pulse

group, and v' is the output of a low-pass filter, then
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1 and v' are related, as follows:

S (24 ) |
v’ (= V) =~:-/7’—[(‘+/“) ) Sy
If the expansion is not iucorpurat&d-in the process
of decoding, but takes place in a separate stage following
the decoder, the expander itself must have a transfer
characteristic given by equation (3.11), the normalised

input voltage being 21/L.

If the expansion is incorporated as in Hethods (1)
and (2), the elements of timing circuits in the decoder
should be varied by the level nuumber (1 ), so that egquation

(3.11) holds.

The problem of determining the form of expansion
for methods (3-5) will now be considered. Consider firstly
Method (5). Here the signal modulates the channel pulse
duration linearly, and the companding is applied by a
swept variation of clock p.r.f. The period of the sweep
is the full channel pulse duration, while the variation of
frequency (f) with T is given by equations (3.10) and(3.6)
A given signal sample will then generate a channel pulse
of duration (T), while the sweep generator produces a train
of pulses. The correspondiné level number (1), given by

fdT, is counted to produce a code-pulse group whose weight
is given by equations (3.4) and(3.9). At the receiver the
code pulse group may be set into a c.ounter. To make the

demodulated output proportional to the input signal sample,
an expansion correction must be made. This may be achieved

by a sweep generator which drives the receiver counter at an
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instantaneous frequency (fe). This can be made to
generate a pulse of length T which must equal that in the
encoder, Clearly, this may only be done if the encoder
and decoder sweep generators are identical . This rather
Surbri:ing re-ult implies that the decoder for lethod (5)
may be conveniently instrumented using the same design

principles given for the encoder, in section 3.4)

The same result, however, is not true for those
methods where the signal modulates both £ and T. Consider
now Method (3%); the compression is éiven by making the
clock p.r.f. a function (@) of the modulating signal (v),
wvhile the channel pulse duration T« V..

The transmitted level qumher (1) corresponding to a signal
sample (v) is then given by '~
L= W it e R (3.2 )

At the receiver, a code pulse group of weight (1)
is set into a binary-counter. To make the required
expansion, the pulses vhich drive the counter should be
controlled by the modulating signal, vhich, obviously, is
not present. If the weight (1) is used to control the
clock p.r.f. (fe), then fe = @e(1) vhere fe is an unknown
function. Hence, a pulse is produced.having a duration

given by: 1

: 3 S ey (g
Te B (1) :

If the expansion is to be correct, T = Te, and

Qﬁe (E) LT R Ca.lh)

#(v)

n
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The implication of equation (?.l4)'is seen if the
logarithmic companding function given 1in équation (3.1) is
written { = F(v) S rawd Y s £ kG
Equation 3.14 then becomes -

& & a8 T NSRS A eSS V)

Hence to give the regquired expansion, the level
_number (1 ) must be decoded, applied to a device having
the inverse characteristic E—'(l) and then to a device having
the transfer function $. The clock pulses are then
generated to drive the counter and to generate a pulse of

length (T).

As a decoding method, this is iwpractical for two
reasons. Pirstly, the decoding is carried out twice:
the step of obtaining the inverse characteristic (P~ (1) )
implies decoding. Secondly, it will be difficult to find
a device for which V = F'l(l)}for the encoder to this method

does not have a stage which gives 1 = F (V) explicitly.

The instrumentation principles of thne decoders are

now considered in the next section.

3.6 Decoders for iethods (1) to (5)

In Method (1) compression is obtained by the way in
which the modulating signal varies the resistive ‘elements
of a timing circuit, which control the channel pulse duration.
To obtain the inverse process in the decoder, the incuming
binary digit train should be coanverted into aan identical

train of lengta-modulated pulses.
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This pulse train should then be. applied to an integrator,
the output of waich should be a faithful 'copy of the

original modulating signal.

There are at least three requirements for such an

integrator and these are as follows:-

(a) It must have the same type of active resistance

elements as the encoder timing circuit..

(b) The resistances of the active elements should be

controlled by the output voltage.

(e) It must distinguish between pulses subject to

ositive and negative modulation respectively.
P ¥

A possible decoding systea is illustrated in figures
(3.10) 2nd(3.11). The incoming p.c.m. train is set into
the reversing counter, The constant-frequency clock
pulses, with a start pulse from the bistazble eleument,
drive the counter to zero. The O levels frouw the counter
stages are gated, to give a signal which causes a
transition in the bistable., -Hence the output of the
bistable is the chaanel pulse and it will have the same
compressed duraﬁion as the corresponding encoder cunannel
pulse. To separate positive - and negative - modulation
pulses, the p.l.m. train is gated by a train of pulses,
having the unmodulated pulse duration (To). The action of
the negators may be seen fron thé pulse waveforms, shown in

fig (3.11) to result in negative length and positive length-
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modulated pulses being directed to the upper and lower
integrators respectively. The'Lhtegrdtars contain active
elements similar to those in the timing circuit of the
encoder p.l.m. stage. The active elements are controlled
by the output voltage of the integrator, so that the correct
expansion is given. The outputs of che two integrators

are combined and demodulated by a low-pass filter, to give

a copy of the original modulating signal.

This is a possible decoding system for Method (1).
It has been described in detail in order to show the
difficulties iua instrumentation whea the companding action
is incorporated in the coding process. In iiethod (1) the
difficulty arises in distinguishing between positive and
negative length-Aodulafed pulses. lioreover, it is
doubtful whether the expansion caa match exactly the encoder
compression. In the simple encoder developed in Chapter
4, a saturation-mode monostable multi-vibrator was used in
which the timing capacitance tends to discharge towards tie
reverse polarity, as a result of a switching action. In
the integrators proposed for the decoder, there is no such
svitching and the timing capacitance tends t0 discharge
towards zero. Pinally, it way be noted tnat decoding for
oaly one channel is saown. Cnannel separation, however,
cai be made at %ne point X in fig 3.10, and reference to
fig 3.12 (i.e. liethod 5) will snow how each channel may be

gated by a pulse train from tihe seguaencer.

If the decoder for Method (1) aospears difficult to

design, that for HMethod (2) aospears impossible.

Fi
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In this method, the clock p.r.f. must be_varied in a
particular manner, It is difficult to see how the weight
of binary digits, which are set into the receiving counter,
may be used to control the timing elements of the clock

pulse generator, aud hence control the frequency.

With reference to lMethods (3) and (4), it has
already been pointed out in section (3.5) that decoder
instrunmentation is impracticable. Hence of methods (1)
to (4) it only appears feasible to instrument a decoder for

Fiethod (1)

On the other hand a decoder obeying the principle
of Method (5) is just as convenient to instrumecnt as the
encoder., This may be seen from the block diagram in
figure (3.12). The clock pulses, which drive the counter,
maybe obtained in two ways, as in the encoder, but one oanly
is illustrated. As in the decoder for ice¢thod 1 , there
are the input register, binary counter with decoding gate
and the bistable element in wuich the channel pulse is
formed, In addition, a channel sequencer is shown and
this provides the pulsé trains which enable the channel gatcs
to give chaanel separation. For eacih channel a low-pass

filter demodulates the length-modulated pulses.

Hence, cbding by Method(5) appears to offcr a .
considerable advantage over the other methods in that the
encoder and decoder may be similarly instrumented. The
original aim of incorporafing the companding action in the

coding process is fulfilled.
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To simplify the instrumentation problem, however, it
appears necessary to separate the signal modulatioa aad
companding functions in the way outlined. A deteiled

design for this coder is given in chapters 5 to 8.

In the next chapter, an account is given of the
experimental work to test the feasibility of coding by

Method (1)
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CHAPTER 4
INITIAL SXPuRIMLGTS TO TusT THE

PEASIBILITY OF BNCODING BY MuTHOD 1.
4;0. Statement of Work to be Done to Test Method 1

B A Methods of lieasurement
v S A i A Low Frequency Model
7 A D.C. Method of Measurement

4.1.3. A.C. Methods or Measurement

4.2 Monostable Multivibrator with Modulated Timing
Resistance.
;o A Single Bipolar Transistor Resistance
Modulator

&y 252, A Double Transistor Resistance Modulator

7. S Monostable Multivibrator with Compound C.R. Coupling.
4.4, A P.E.T. as a Resistance Modulator

A4l Peatures of a Juaction P.HE.T.

4.4:2. F.E.T. Resictance ilodulator

4.5. Conclusions from the Tests on Method I.
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4.0 Statement of Work to be done to Test Method (1)

This is an account of the initial experimental work
which was carried out to test the feasibility of Kethod (1)
encoder. A block diagram of the system has been given in
fig 5.5, The principle is recalled as follows. The signal
to be encoded, modulates the duration of the channel pulse
according to the logarithimic law given in equation (24 s
The pulse duration is then measured by counting the number
of constant frequency clock pulses which are gated by the
channel pulse. Successive counts are converted into binary

code pulse groups.

Clearly, the main difference between Ilethod (1) and
traditional pulse-count methods is in the design of the p.l.m.
stage. Hence, any initial experiments to test the feasibility
of the method ﬁeed only be concerned with the non-lineer

p.l.m. stage.

The p.l.m. stage proposed is based upon the collector
coupled monostable multivibrator circuit shown in fig. 4.1.
In this circuit tﬁe pulse length is given by 0.7 C.¥25(3|)
where CRg is the discharge time constant. It is concidered
that the pulsg length may be varied logarithmically when one
(or both), of the timing components is (are) replaced by
three-terminal active devices which are operated non-linearly.
In the following sections ( 4.2 oemd 4.4 ), bipolar and field
effect transistors are considered as a replacement for RaJand

to modify the wvalue of C.
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4.1. lMethods of Measurement

To simplify the measurement of small pulse durations, it
was decided to use a low frequency model for the p.l.m.
stage. A description of this and the methods of

measurement are now given.

4.1:1, A Low Frequency lModel

In a typical p.c.m. system,624 channels may be
accomodated in the channel pulse interval. That is,

in a telephony system, where the channel pulse repetition
frequency is 8 KHZ, the maximum channel pulse length is

125/24 4S5 i.e. approximately Smus

The unmodulated pulse duration in a p.l.m. systen
would then be 2.5u5. This would be used to gate
about 128 clock pulses, which would each have a pulse
length 2500/256 =¢ 10mS.. These small duration values
are difficult to measure accurately, and so it was
decided to scale down frequencies by a factor of 50,or
thereabouts, by making measurements on a low-frequency

model.

The paraneters of a suitable model may be chosen as

follows:~

Highestmodulating frequency (arbitrary)----——-- 100 HZ
Channel prf ———————eaa 2 S b 200 HZ
Channel recurrence period 1/200 - PRI 5 nS

Number of channels (arbitrary) —————e—me——e———— 5
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Duration per chaunel 5/5=———c=——=—- 1 ms
Unmodulated pulse duration——;————-—;u-———m—-—BOD us
Guard bands between channels (arbitrary~————- 200 us
Change in duration on largest signal-—-——=————- 400us
Duration on maximum negative modulation—-—=——-— 1o00us
Duration on maximum positive modulationwe———— 900us

Number binary digits in a pulse group(arbitrary) 8

Number of quantum levels 256

Period of clock pulse 800/256 3.LpS

It will be noted that some of the parameters
are labelled as arbitrary, aad an attempt is now made
to justify their choice. The overall choice is
dictated by the cmallest duration of pulse, which may
be conveniently measared. It is considered that a
change of pulse duration of [~2#3 could be readily
determined, and a clock pulse period of some 28
was chosen. The number of quantum levels (2%) chosen,
is typical for a commercial telephony system. There
Iappeared little point in scaling down here, since a
small number of levels would give a large step size
which would tend to mask any coding errors which might
occur. It may now be secen that the choice of the
maximum channel pulse duration followed from the clock
pulse period and the number of guantum levels. ‘The
channel p.r.f. and the hi_hest modulation frequency are
then determined by the channel pulse and the numnber of
channels. A choice of five for the laﬁter was
influenced by two considerations. Firstly, larger

nqmber of channels would make the cnannel p.r.f.
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inconveniently small. secondly, in these initial
experiments, the duration of the channel pulse is
the sampling period; and this would be too large if

the number of channels <= 95.

The validity of any test results from the
model may Be questioned at this stage. 1t is
considered, however, that if the types of device used
in the model, behave similarly at the higher operational

frequencies, the results are valid.

The models to be described in sections 4.3 and
4.4 were made up from discrete components rather than
integrated circuits,because they allowed greater

freedom in the choice of working voltages.

A major component of the model p.l.m. stage
will be the transistor which forms a variable timing
resistance. The modulating signal which is applied to
-control this resiitance may therefore be either a
direct - or an alternating - voltage. That is, the

method of measurement may be termed d.c. or a.c.

4.1.2 A D.C. Method of lieasurement

If the d.c. input to the variable timing element(s) is
varied in steps, the resulting variations in pulse
duration may be measured by using the calibrated tinme
base controls of an oscilloscope (CRO). To display

a pulse waveform on a C.R.0. screen, the internal
timebase needs to be synchronised by thé pulse=train..

If the leading edge of the pulse is made to synchronise
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the time base, then as the.timipg-rgsistance is
varied in steps, the duration of the pulse may be

seen to incrcase in steps. It is considered that
these durations may be measured to an accuracy of + 1%
with the better type of C.R.O. Greater accuracy may
be obtained with a universal-type counter, having a5

clock pulses for time measurement.

4,2.2. A.C. Methods of Measurement

An ac method of measurement may be c.nvenient for
some coding methodo. Indeed, if the performance of a
complete system, including encoder and decoder is to
be t.sted, then an ac method is desirable, mainly
because of the oresence of coupling capacitors at the

mbdulating signal input to the encoder.

In general, there are two types of a.c. methods.
(a) the OBJECIIVE method and (b) the SUBJLCTIVE method
In both of these methods, a.c. signals are applied to
the input to the encoder and the corresponding a.c.

signals at the decoder output are examined.

In an objective method a variable frequency sinusoidal
generator is applied to the encodur input and the
decoder output is examined with a waveform analyser
(or frequuncy selective voltmeter), to measure the

harmonic and attenuation distortion.

With the subjective method speech and / or music

signals are applied to the encoder input
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A group of observers listeh alternatively to the
decoder output and éncoder iﬁput signals and a
statistical assessment is made of the observers' aural
appreciation of harmonic, attenuation and error

distortions.

For both of these methods, however, it is
necessary to devise a method to determine whether poor
performence occurs at the encoder or at the decoder.
That is, if such methods are to be used then it is
necessary to design an a.c. method of te;ting the encouer
and decouder seﬁarately. Consideration was given to
an a.c. method, and a major difficulty arose. For
wvhen an a.c. signai modulates the duration of a p@lse,
(the signal and pulse are derived from independent
sourcesx a steady single line trace cannot be observed
on a C.R.0. screen. The problems involved with a.c.
testing, and how they may be overcome, are considered in
Appendix A. It is clear, however, that a d.c. method

of measurement is simpler, and so this is the method

adopted.

diz. A Monostable Multivibrator with Variable Timing Resistance

The p.l.m. stage is chown in fig. 4.1. The d.c. signal
which controls . the timing component{s), may be varied over the
range - V to + V, so that the discharge time constant varies
Prom (CRg ) =~ to (CRs") The transfer characteristic

mim max,

required is shown in fig. 4.2., and clearly a balanced
resistance modulator will be required. Hence,the feasibility

tests were conducted in four phases as follows:
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(a) A single bipolar transistor for resistance

modulation on negative signale only

(b) A double bipolar transistor conductance

modulator
(¢) Transistors. modulating both Reg and C.

(d) A single f.e.t. modulator.

4,2.1. A single bipolar transistor with negative modulation
The p.l.m. stage is given by the collector-
coupled monostable multivibrator in fig. 4.1.. in which
the norﬁal timing resistance Rg is given by a p.n.p.
transistor T, . The resistance between collector and
enitter is controlled by a negative-going voltage VUi,
which represents the modulating signal. An increase in U,
increases the collector curreat, which causcs the
capacitor C to discharge in a shortcr fime. The
discnarge time is also the pulse duration and this may

be shown to be a logarithmic function of¥,, as follows:-

Consider firstly, the opera.ion of a monostable
multivibrator. The output pulsc commeices when Ta
is switched to conduction, C is charged to tae suvsly
voltage Vee, and a nearly constaant discharge currentt
flows through T, tending to charge C to the opposite
polarity. The output pulse is completed when the
capacitor p.d. reaches zero approximately. Hence , T,
collector — emitter p.d. (VUce) varies betweea QVC:_ and
Vee and has a collector current which varies only upon

the base input voltage VY. That is, during the
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discharge, the collector current is -constant if Ur  is
constant. (In the a.c. method of measurement described
in Appendix f—], Ui is only approximately constant, since
the discharge time is 10% of the period of the modulating
signal, this is a source of error in that method of

measurement). The approximate relation between (¢ and Ve .

(31, 36)
may now be obtained as follows:-
e hfe) lesg  + Kee lp
= (1« hfc) (.cbo + hge lebo fexp.@’_’) - fJ TS (4_’)
Vi =T
i~ \’l \
-1 (el Y —
0 s L L NN R R %
e = arge signal curreat gain of T, (ov T2
he 1 ignal t gain of T, (ov T2)
J‘cbo = collector-base reverse leakage current
At - = wvoltage equivaleut of temperature

= 26 mv at 300K

Re =l = Yot o, (*l&) - A )
Ec h;g Lebo Ve

The duration T of the ouput pylse o CRp
T e e X ple NGy
This variation, shown iu fig 4.3. has approximately

the correct shape for negative going signals. It may be

seen however, that thé pulse duration increases to a

~maximum value for values of U, near to zero. This is because
the collector leakage current (imo) of T1 limited the value

of Rg to about 100 kL.

It may be noted here that if the resistance modulator
were current driven at the base,  the collector current would

be proportional to the driviag voltage

Ie o 1% ik [Y}é& + (ého_] L At 9 _ (44)
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Hence the resistance Rb is given by.

RB = Vcc_ = Ve .

¢
(e hye % | + tfzo)

Where the base driving current is Vi/R.That is, the

resistance (and pulse duration) are nearly invergely
proportional tothe input voltage. ( The principle of
current - driving a resistance modulator is also the
basis of Biddlecowub's voltage - frequency converter,
ﬁhich is fully treated in Chapter 6. In that case %00{
which corresponds to the result above,VEEI/T). This
may also be considered as a suitable companding
characteristic. It has the added advantage that it
will be more easily reproducible, as it is independent
of the base-emitter characteristic, which is subject to

"spreads",

The fact that the resistance tended to a limiting
value at both high and low values of V, suggested that
one transistor may give the correct resistance modulation
on both positive and negative modulation. In effect,
the transistor would be biassed at the val ue which gave a
pulse having half the maximum duration. A germanium
p.n.p. transistor having a low leakage current (4z2l1)
was tested ag a recistance modulator. The compeading
characteristic is shown in fig 4.4. It may be seen that
the compression for positive and negative modulation is
not symmetrical. It is considered that tais feature is
undesirable in a commercial system. If asymmetry were
allowed, it would mean that positive and negative

modulation signals would have to be uisgtinguished
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throughout the system, so that the correct inverse

expansion may be given at the decoder.

4.2.2 A Double Transistor Conductance Modulator

A companding characteristic with symuetrical
compression may be achieved if two transistors are
connected in parallel and th. following conditions
hold.

(1) Two silicon transistors with small but
finite leakage

(2) One base-ecuitter junction sligntly
forward biassed.

The other base - emitter junction biased.
(3) Both Transistors t.o be current-fed.

(4) The heavily biassed transistor to have a
a collector resistor to ensure saturation.

The predicted variations of tne two component
conductances and their resultant are shown in fig 4.5.
The double modulator was connected as shown in fig 4.6,

and the companding characterictic is shown in fig 4.7.

It may be seen from figs4.6 and 4.7 that the
double modulator when current fed,should give a
symnetrical characterictic, but there tends to be marked
asymumetry in practicé. The main reason for this is
that compressions for positive and negative signals
arise frou different effecis. For positive-guing
signals are limitea Ly leakage current or shunt
conductance, while nesative signals are limited by
saturation. It also aupears doubtful wnetner limiting
by leakage current or saturation is evean approxiumately

logarithmic.
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4.3, A Monostable Multivibrator with Compound
C.R. Coupling ” :
The resistance modulators, considered so far, have
replaced the resistance RbD. The pulse duration may,
however, be varied by the capacitance C, and consideration

is now given to the modulation of C by a trancistor.

The useof transistors as reactance modulators, wnich
may vary the tuning capacitance of a hign frequency oscillator,

(3)

is well known. The variations of capacitance given
are small and providing the oscillator signal excursions
are not too large, the a.c. ouatput conductance of the

transistor is small.

In a maltivibrator, however, the capacitor p.d. decreases
to zero, and if replaceuwent by a transistor were atteupted
its conductance would be too large to hold the charge for

the required tine.

It was decided therefore vu connect a transistor across
the coupling bapacitor (C2) and to have a second larger
capacitor (C,) in series to block the direct current. The
timing circuit, which resulted, is.unuwu in fig 4.8, and R2
is the resistanee which will be modulated. In effect,

conductance, rather than capacitance, is to be mddulated.

At first sight, it may appear that an increase in Ra2
will cause an increase in discnarge time. A closer incpection
of the timing circuit shows that in the stable state, the

capacitors €1 and Ca are ultimately charged to Vece and zero
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respectively: (the charge on Ca has leaked througnRz)

During the quasi-stable state € tends to discharge to the
opposite polarity, (as in normel multivibrator action), wnile
Ca tends to charge. The total capacitor voltage Vee will
decrease to zero when Ues = Uer, A large value of R2 perumits
Cy to gain a high voltage and hence the guase-stable state

is terminated in a shorter time.

A more rigorous analysis is given in Appendizx C , where
it is shown that the differential equation governing

(~0)

discharge

73 ; .
-l U R R Vel LR RE e
I | Cz R[ Ca Rz P . ClC'J QI F\)ﬂ. L :

L

where p denotes the operator %t and i is the discharge current at time t.

is given by:-

Itis further shown that equation (4.6) has a solution:

E = 2____”__ . EXP. (- s t) + / 2 o ___L____.. Qxp ,{_-cy{l f:)}‘- IF_ s [f..a. 'f)
m (‘3‘:;“ C{z) K *]n(!)’_“’".‘-(g) / 1
w(1Q'\'€ f{[ = .......L_._(-..L & ._[,. o+ ]) ) O<'l = = ! .
Co R,\T‘ m 2 {T‘n 4T AN -1'1)
m= Ra/fp, and M = Cifc,.

The rootutﬁf'and tﬂ;tare the two time constants of the
discharge current components. The smaller of the two,tx; -
indicates a relatively large c.mponent which decays rapidly
through three parallel resistancesR,, nkK, and Ko . The
exponent ®; indicates a smaller component of current due o
C, discharging into three resistances in series i.e. R, Rz

and P-z/h
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The quantity of interest is Ver and in particular, the
time taken for Uee to decrease to zero. Clearly, the
time T for Uee to fall to zero is given by the solution of

the eguation:-

when substitution for i is made from equation (47). This
solution, however, can not be obtained by simple algebra,
because of the presence of two exponential terms,of comparable
magnitude in equation (4.7). Hence solutions by numerical
nethods were obtained. That is, values of m ranging from
0.1 to 10 were inserted inturn into equation (4.7 ), for
various values of M1 in tﬁe range 1 - 25, and the corresponding
values of + which made equation (4.8 ) zero, were computed.

The tables of results are given in Appendix C , and the
values of relative pulse duration are shown graphically in

figs. 4.9 and 4.10.

It is pointed out that R and K2 have been considered
as pagssive elements, and have nut yet been replaced by
active elements. The curves in fig. 4;9, show the
theoretical variation.of relative pulse duration T-T} with
m (: Qp/h;). In general, there is an approximate
logarithmic "roll - off" for large values of M, and the
values of T7ﬁ; do tend to asymptote for large and siall

values of M.

It was observed in section 4.%.1 that if a transistor

recsistance modulator were current-fed the resistance between
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collector and emitter would be inversely proportional

to the input voltage. That is, if Ra were replaced by a
current-fed bipolar transistor it should give a companding
characteristic like that showa in fig 4.9. but with the
abscissa /m (==QU¢5). Hence,the variation of relative
pulse duration T/7, with Y4m is shown in fig 4.10. for one
value of n . It will be seen that the origin has been
chosen at ™M=0.5 in order to predict the characteri.tic,
which will be obtained, when Ri and R2 are replaced by
resistance modulators. In such a case, one polarity of
input voltage would effect high values of Ri and a constant
value of R2 , while the other polarity would give high values
of R2 for a constant Ky. It can be see. that the predicted

companding characteristic shows only a small asymmetry.

An attempt was made to confirm the above result. The timing
circuit shown in fig. 4.11 was testeds The experimental character-
istic is shown in fig. 4.12. The overall shape is correct but the
asymmetry is greater than that predicted. It is considered that
the asymmetry arises from the use of a penepPe = N.p.n. pair.

While the use of a complementary pair is not strictly necessary, a
difficulty occurs in correctly setting the bias points of the two

transistors.

4.4, The F.E.T. as a Conductance Modulator

The bipolar transistor only has so far been considered
as a resistance modulator. The unipolar or field-effect,
transistor (f.e.t.), which is perhaps a more logical choice

for a voltage-controlled conductance, is now 'considered.

/
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The f.e.t was predicted by Shockley (41) ia 1952, and

the analysis of experimental units wes reported ia 1355,

The maenufacture of the device, however, awaited the aevelopuent
of silicon fabrication technigues, so that they did not becone
available until] the early lQoO‘p.(AI) Initially, the

f.e.t. received prominence as a simple low-noise pre-

amplifier at low and high frequencies. The planar epitaxial
bipolar transistor could provide higher power gains at

higher freguencies and the latter appeared to be preferred
after about 1963. The f.e.t. has the merits of low noise,
(3[).

high input impedance and zero off-set voltages Hence,
the device curréntly has had only limited applications as

a high input impedance amplifier, and as & chopper-type
amplifier (BI). There are two main types, namely, the
junction and insulated-gate f.e.t.8. The latter have a
near infinite input impedance and have recently been

fabricated into integrated circuits. (37)

The junction
f.e.t. is a more robust device which is more convenient for

experimental use.

440 Features of a Junction F.E.T.

The junction f.e.t. consists usually of a lightly
doped silicon channel, as shown in fig 4.13. whose ends
are called the source (8) and the drain (D). The channel
ig surrounded for a large part of its length by more
heavily doped material,called the gate (G), of the opposite
kind to the channel. That is, a n-type channel will
have a p-type gate. There is a depletion region
surrounding the channel and this region will be widened:

if the gate~channel p-n regions are reverse biassed. This
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will occur, when the p-type gate is made negative
w.T.t. the source, and it maybe seen that the channel
is therefore restricted. In the n-type channel shown
in fig 4.1% a current will flow from drain to source,
when the drain is made positive w.r.t. the source.
Current will of course flow from Sto D if the polarity
is reversed and this is one of the main operational

difference between f.e.t!s. and thermionic pentodes.

I1f, in fig 4.14 the gate bias (V) is increased the
channel resistance is increased and the drain current
(¢) is decreased. When Ug= PINCH-OFF value (Ve), the
drain current is decreased to zero, and this gives one
definition of the pach-off effect. The drain-gource
pd. (U) also affects the depletion region, ( A fa11
description of this effect is given in Appendix D
when an expression for the resistance of an f.e.t. channel
is derived),and pinch-off may also be defined as the
smallest value of U at which the saturation current (o)
flows. These definitions are illustratea in fig. 4.15

which shows the variations of drain current with U andlﬁ

4.4.2 FoEt Tc as & Rebi mta.llCB 1"1Ddulat0r

When the application of the f.e.t. as a resistance
modulator, to replace Qg, is considered, the drain voltage
(V) varies over the constant curreat portion of the
drain characteristic (i.e. to RHS.of the lineV =Vp ),
Hence the current may be considerea to depend only upon

l%m An equation for the transfer characteristic,
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The resistance of the channel (7T) is then given by:

when U>Vp has bLeen given ass

o= Vee PRSI S N
I::('““‘Ug/\/f):L

where Vec iz the d.c. supply voltage.

In the required companding characteristic shown in
fig 3.2, the durationT, which is proportional to Re
should asymptote either to some high, or to some low
value of T. As equation (4.10) stands large values of
Uy will cause the resistance to asymptote the wrong
way. -Hence, to replace Rg, the f.e.t. should be
biassed to pinch off and positive - going modulating
signel should then drive the f.e.t. into conduction

and lower resictance.

An approximate relation may be derived by
adjusting the origin of the transfer characteristic to
1@-=Vp «.The drain current, as a function of input

voltage (IL) is then given Dby:-

. ) . .
PR (U.A/P) o, SR T R
omd T = EQ. \_fc__g e e -(4‘12)

The predicted companding characterictic from equation

(4.12) is shown in fig 4.16

To obt«in experimental coafirmation,a n-channel

f.e.t. was connected as shown in fig. 4.17. The input
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voltage (Vi) was varied from zero to 3v for which the °
resistance changed from 20K{l {0 4000 , The
corresponding relative pulse durations are shown in

fig 4.16.

The following observations maybe made on fig. 416

(1) The f.e.t's used,  (Fallard B.F.W.1l0 and
Motorola MPF 102),appear to have a transfer

characteristic approximately given by:=-

. ! N Y &

Losi s e 0 ()
rather than that givean by equation (4.10)

(2) A high value of compression parameter (M) is

possible with a f.e.t.

It should be noted that no attemnpt has been made

to obtain a balanced companding action from f.e.t.s.

It is considered that the problems involved will be

similar to those with bipolar tramsistors.

Conclusions from the Tests on Method 1.

The principle'of coding by the first method has

been investigated experimentally to test its feasibility.

The p.l.m. stage, which is peculiar to the method, has been

constructed from a simple monostable multivibrator, in which

the timing elements are transistors connected as resistance

modulators.
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The principle of the method consisted in determining
the transfer characteristic of thevp.l.m. stage.. That is
a variable direct - voltage / current was applied to the
base (gate, of the resistance modulator, and the

corresponding duration of the output pulse was determined.

To simplify the measurement of pulse-duration, the
tests were conducted with pulses which had a duration sonme
50 times larger than those which obtain in practice. The

tests were carried out in four phases.

Firstly a single p.n.p. bipolar transistor replaced
the base feed resistor (Re) and a negative - going iaput
voltage (Vi ) was apglied between base and emitter. It was
predicted from simple theory that the transfer cnaracteristic
should be a curve for which the pulse duration (T) is
proportional to exp. (-Vi). The experimental characteristic

was of approximately this form.

The second and third phases were atteapis to obtain
transfer characteristics which were symmetrical for positive
and negative modulation. In the second phase, a resistance
modulator consisting of two traasistors replaced Re . The

; : ain T o€ A )
bases were current-fed to obtain Vi In the event,
there was slight but unacceptable asyumetry. This was because
the non-linearising of the transfer characteristics on pocitive

and negative modulation were due to different effects.
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In the third phase, the timing circuit was modified to
include a capaoitor.C2 shunted byqa second bipolar traasistor
(Ra). It was showa that a symmetrical transfer
characteristic is theoretically possible, but difficult to

obtain precisely in practice.

The fourth and final phase was an ianvestigation of the
field-effect transistor as an alternative to the bipolar
transistor. Although the operating principles are somewhat
different, the companding characteristic obtained is siumilar

to that obtained in the first phase described above.

Hence, it has been shown that it is possible to design
a p.l.ms stage which wil: permit coding by the first method..
It has also been demonstrated that considerable difficulties
can occur in obtaining a transfer characteristic which is
symmetrical on pogitive and negative modulation. These
difficulties stem from the inability to devise a monostable
multivibrator which gives a symmetrical characteristic. The
problem may be likeﬁed to that of designing a single-ended
class A stage, ta.have a large amount of odd harmonic
distortion, but using 2 device with a parabolic transfer
characteristic. It is, therefore, concluded that a
multivibrator p.l.m. stage using ordinary transistors as
timing elements to provide logarithmic companding, does

not provide a practicable coding method.
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Sadds The Encoder in Outline
It was shown in Chapter 3 that thé fifth method

proposed for pulse-count coding, had a definite advantage
over the other four methods. Namely, the encoder and de-
coder required identical methods of clock pulse generation,
so that the two coders could be similarly instrumented.
Consideration is now given to the designs of models for
this coding method. . Once again, to simplify the problems
of accurate measurement of pulse duration, a low-freguency
model is planned, but with some parameters different from
those given for Method 1 in Chapter L. The relevant

parameters for the Method 5 encoder are as follows:i-

Clock p.r.f. at instant of zero modulation - - - 4350 KHZ
Number of binary digits - = =« = = = = = = - 7

Number of quantum levels T S RS B

Number of chaphels = = = = = & &' = =« =« '§

Channel pulse duration (including guardbands) - - 1l.00 ms

It will be shown in the following sections that the above
values were dictated both by the availability and limitations
of the chosen devices.

Block diagrams have already been given for the encoder
and decoder in figs. 3.9 and %.12 respectively. The
principle of the method is recalled as -follows. | The
channel pulses are derived from the binary digit pulse
train via the DIVIDER and SEQULNCER, The channel pulse
length is linearly modulated by the signal in the PoL.M.

stage. The variable-length pulses then UATE the swept-



SR

frequency clock pulses, which may be generated in two ways.
y : I H =
In both types of CLOCK PULSE GENERATOR the frequency is

c/ﬂ[fffbg? (1 +4V)]
dv

proportional to

where log (1 + /LV) is the companding function given in
equation (2.1). The gated.high frequency pulses are
applied to the BINARY COUNTER, whose stage outputs then
represent the weights of the binary equivalent of the
logarithmibally compressed signal, These are applied to
a PARALLELusERIQL CONVERTER, and converted into a train of
code pulse-groups. |

Certain stages of the coder are common to all methods
of pulse-count coding, and because their principles are
well established,(QEisl) they are considered in this
chapter. In particular, designs are given for the divider,
the sequencer, the p.l.m. stage, the gates, the binary
counter and parallel-to-serial converter. The two types
of clock pulse genceration each contain two main stages,
namely a LINEAR VOLTAGE-FREQUENCY CONVERTER and a SWEEP
GENERATOR.  Since the development and application of these
stages are original to this work, a brief introduction only
is given in this chapter. More detailed descriptiohs of

the two stages are given in Chapters 6 and 7.

Sl Use of Integrated Circuits
It was decided to use integrated circuits where
possible, and to simplify design and construction, one

type of base, the dual-in-line, was adopted. On the
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grounds of economy, circuits from the medium speed
Transistor - Transistor - Logic (T.T.L.) family were
selected, The latter choice set a 1imit to the minimum
pulse duration of about 100 ns, but this was negligible

in the low-frequency model on which measurements were made.

not only fundamental to all the gates in the model but also
to the J-A bistable circuit used in the counter, register
etc. and to the monostable circuit used in the p.l.m. stage.
Hence, the descriptionsof the instrumentation commences

with these basic logic circuits.

5¢1s1l. The L.T.L. NAND Logic Circuit

The L«T.L. arrangement is particularly suited to
integrated circuit techniques for 1t can give the
greatest number of logic gates for a given size of
silicon chip. This arises because T.T.L. makes more
use of p.n. junctions than other components, This is
in contrast to Transistor-Resistor Logic (T.R.L.),
which fends to use a larger number of resistances.
Furthermore, in the manufacture of an L.C., it is
possible to fabricate the multi-emitter transistor
which enables the convenient formation of the T.T.L.
NAKD gate.

The circuit of a typical NAND gate is shoﬁn in fig.
Belis It may be noted the n.p.n. formations shown,
make positive logic preferable and this appears to be a

fairly uniform convention. Another fairly common

standard in T.T.L. logic is the requirement for a



CommoN

B

ICTION.

11 nT
v

—

"\f.“. |r-1| .".;f




~~
-3

{0
-

single 5V d.c. supply.

The operation of the NAKD circuit is as follows.

When the inputs Ay B or C are at a logical '1' level
(or unused ), the circuit is in the normal state with

T T, non-conducting and T T., conducting, giving a
1? LI ; o 3 )

2?
logical O level at the output, When one of the inputs
A-C is grounded, T, conducts which makes in turn, T,
non~-conducting, which gives logical 1 at the output.
Hence; the presence of one or more O level inputs will
give a 1 level output, which is an expression of the
NAND function. It may be noted that the T.T.L, NAND
gate cannot distinguish between an unused input and a

1 level. This is an advantage when interconnecting
gates, for it obviates the connection of those inputs
which are not required.

The applications of the NAND gate to the encoder are
straight forward as indicated in fig. 3.9. In the
first case, when a dlock pulse occurs within the
duration of the channel pulse, it should be transmitted
to the binary counter. That is, tﬂe outputs of the
p.l.m., stage and the v-f converter form the inputs A,

B to an AND gate, which may be given by two NAND

gates in tandem. Another application is described in

the parallel-to-serial conversion stage.

5.1.2. The J.K. Master-Slave Bistable
The bistable multivibrator may be considered as two

NAND gates cross-connected. This circuit may be made
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into a divide-by-two, or binary stage (or "“toggle') by
arranging a UR diode circuit at the trigger input as
shown in fig. D2 The input pulses are steered first
to one side and then to the other. The development of
L.C.s has shown that the master-slave circuit may be
realised coﬁveniently, and this permits a toggle~action
without external components.

A master-slave circuit is shown in. fig.5.2as two seils of
cross~-connected NAND gates. The J.K. master-slave
bistable is a particular type in ;hich the normal (Q)
and coﬁplementary (Q) outputs are connected to the K
and J inputs respectively, to permit toggle action.

The operation of the circuit, when a clock pulse wave-
form is applied, follows a four-point sequence, as
shown in fig. 5.2. and as follows:~-

(1) gates 3 and 4 close, isolating slave from master,
(2) gates 7 and 8 open, connecting master to inputs,
(3) gates 7 and 8 close, isolating master from inputs,

(4) gates 3 and 4 open, connecting master to slave.

Hence, the leading edge of the clock'pulse may only
cause a transition in the master section at point (2),
while it is isolated from the slave. Whether a trans-
ition actually occurs, depends upon the logic levels at
the J and K inputs.

At the trailing edge,the master section is isvlated
from the inputs, and at point (4) the logic levels,
which have been determined by the J-K inputs, are

transferred from the slave to the master. The follow-
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ing characteristics of J-K master-slave bistables may,

therefore, be noted:-

(2) Transitions in the output are observed on the
trailing edge of the clock pulse,

(b) A single logic O level at any K input, can
prevent a transition from 1 to O at Q.

(c) & single logic O level at any J input can prevent
a transition from 1 to O at Q.

(d) The control of the J and K inputs may be over-
ridden by the application of O levels at the set
and clear terminals. That is, a 0 at SET forces
al at @ (and a‘O at §) and a 0 at CLR forces a

al at § (and a 0 at Q).

The following truth table may now be drawn,

Table 5.1, TRUTH TABLE FUR J.K. BISTASLLE

Inputs at tn OQutput at tn +1
J K Q

0 0 same as Q@ at ty

0 1 : 2 0

x 0 1

it 3 same as Q at tp

In table 5.1l. tp and §n+l_denote the instants just
before and just after the trailing edge of the clock
pulse.

The J-K flip flop is desirable in a synchronous binary



counter and a sequencer and has been so applied. To
simplify construction, it has also been used in the
divider, parallel to serial converters and the start-

stop bistable of the decoder. These applications

are described in the following sections,.

Sele The Pivider

In a pulse-count coder the clock pulses are counted
during one channel pulse duration, and converted into a
binary digit train during the next channel pulse. In
order to observé a code pulse group upon an oscilloscope,
however, the bit pulse period should be related to the full
channel pulse duration. This is achieved conveniently by
applying the binary digit train to a divide-by-eight scaler
f6110WEd by the sequencer shown in fig.5.5.

The divider,shown in fig. 5.3.,consists of a cascade
of three J-K bistables, in which the normal outputs (Q)
of the first and second stages are connected respectively
to the clock inputs of the second and third stages. This
is the Wripple~through'" connection, soO céllcd because the
transitions occur sequentially from stage to stage. This
gives a disadvantage as the transition at the Nth stage
suffers a time delay w.r.t. the input pulse of nT,
where T dis the propagation delay per stage. * With the
I.C's used the propagation delay is only 20 ns per stage
g0 that the pulse at the third stage is only delayed by
some 60 ns. It is considered that this small delay will

not prevent synchronism.
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The pulse-wavelorms -are shown in fig. S.4. It may be
noted that transitions at eacin stage output only occur when
_ the input pulse goes from logic level 1 to logic level O.

(28)

This characteristic of the master-slave flip flop has
been noted in section 5.1.2. and arises from the transfer of
logic levels from master to slave sections on the negative
edges of the clock pulse. The J and K inputs are left un-
connected in a "ripple-through" counter, but in ¥.T.L.

logic an unused input constitutes a 1 level. Hence each
complete clock pulse causes one output transitiocon, and the

final stage produces one complete pulse for every eight

binary digit pulses.

e e The Sequencer

The divider output, consistiﬁg of 1KHZ square pulses,
is applied to the sequencer which generates five channel
synchronising pulse trains. The channel synchronising
pulse is 1.00 ms long while the recurrence period is 5 ms,
as shown in fig. 5.5.

These pulse trains are generated in a five stage ring

(28)

counter formed with five J-K bistables as shown in fig.5.5
The normal (Q) and complementary (@) outputs are

connected respectively to the succeeding J and K inputs as

in a shift register. The final outputs, however, are not

returned to the initial J and K inputs, as is usual in ring

counters. Instead, as shown in fig. 5.5., the J and K

inputs of F¥FA are inhibited by the Q outputs of FF3 ype ard

FFD, If any  of these are at logic 0, Q4 cannot go to
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logic 1 level. Hence,when the normal outputs 4B and &C
have been at O level for one clock pulse period, a pulse
will be generated at Q.

This method of connecting the J and K inputs has the
advantage that the final output Qp is net loaded by feed~
back. Hence,the full output is available not only to
trigger the p.l.m. stage but also to provide the clear
pulse for the seven stage_binary counter, which forms a
considerable logic load.

It may be noted, however, that a limitation arises from
the use of J-K bistables, in that the number of J-K inputs
is usually limited to three. This number, (the FAN-1N),
may be increased by the use of external gates. This
procedure, however, was decided against, because of the
aaditional complexity in wiring. Hence the number of

channels in the model is limited to five.

S Channel Pulse Generation

The outputs of the sequencer consist of the channel
marker pulses which may be used to synchronise the length
modulated pulses. In the experimental encoder one channel
only is to be instrumeﬁted, but two different types of
)
p.l.m. stage are considered as follows:-

(2) a monostable multivibrator;

and (b) a ramp-and-coumparator.

5.4.1. A Monostable Multivibrator P.L.M. Stage
The design of a linear p.l.m. stage using discrete

transistors in an emitter-coupled monostable multi-
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vibrator is well established”™ . There seecmed
little point, however, in designing such a stage,

which would inevitably have some non-linearity which
may mask the errors, due to non-linearity in the novel
part of the coding process. To make use of integrated
circuits therefore, it was decided to simulate the
p.l.m. stage by a single 1.C. monostable multivibrator.
The duration of the channel pulse could be varied
linearly over several decades with an external decade
capacitor, and measured by a digital universal counter.
In this way the duration of & given channel pulse
could be accurately measured and any coding errors
which occur would not be due to non-linearity in the
p.l.n. stage.

A diagram of the monostable used is shown in fig. 5.6G.
With a timing resistance (RT) of 10 K.Q. , the pulse
durétion could be varied linearly with timing
capacitance(ct) over the respective ranges 1 uS to

1 mS,and 150 pF to 150 nF.

During tests upon the experimental encoder in.which

the monostable was used to produce length-modulated
pulses, a variation was occasionally observed in the
number of clock pulses gated by a given channel pulse.
In order to eliminate timing Jjitter in thg p.i.m.
stage, an alternative circuit consisting of a

comparitor with a ramp input, was tried.

5.4.2. A Ramp and Comparator P.L.i. Stage

Although the use of a linear 1.C. operational amplifier
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(0.A) as a comparator is relatively new,( ) the idea

of using it with a ramp input for analogue to digital

(28 .21 )

conversion is becoming well used. A common

form of I.C. comparator is based upon the emitter-

51
1o, shown in fig. 5.7. The principle

coupled Cl;pper
may be explained as follows.

Conesider that the applied voltage Uei drives trans-
istor Q1 into cut off. Transistor Q2 will conduct
only'if the voltage Ve2 drives it into the active
region. The output voltage (Vp) will have the steady
value (va:) as shown in fig. 5.8. If now Uar is
incréased positively, Q1 conducts, raising the emitter
potential, and therefore decreasing the base-emitter
voltage of Q2. The current g, falls and YU,
increases to the saturation level (Vcc), as Q2 is cut
(o) i 0 Hence,the transfer characteristic of the emitter
coupled clipper takes the form shown in fig. 5.8.

To show how this circuit!functions as a comparator,
consider in fig. 5.8. a reference voltage (Vg;) to be
at the value when QL is conducting. Let an input
voltage (Vge) be increased by AV s S0 that icz
increases and ‘l¢i decreases. Clearly, if DV is

large enough, the output voltage undergoes a transition
from Vgo. to Vod o Thet is, the property of a com-
parator is that the output voltage changes state when
the input voltage ( Upy) reaches a certain value. 1L
the comparator were preceded by a high gain differentiagl
amplifier, the output transition could be made to occur

when input and reference voltages differ by a few
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millivolts. The high gain of a balanced differential

o

transistor pair can be further enhanced by reducing
the gain to common-mode sign&ls,(yi) and this is
achieved by a constant current supply to the common
emitter. The complete high gain comparator is shown
inefde, 5.8,

If now the reference voltage,applied to the non-
inverting input (+), is a positive-going linear raup,
whilé a signzl voltage is applied to the inverting
input -(~), then when the ramp is zero, the output is at
Vor As‘the reference rises to within a few milli-
volts of theinput signal, the output abruptly increases
to Vepu . if the si;n;l input is increased, the refer-
ance has to increase to a higher value and the trans-
ition to-Vou is delayed. Hence,the step voltage is
linearly modulated in time, and if a sawtooth reference
is applied, the resulting pulses are length-modulated.
The linear 1.C. used (710 OPA),is a high gain operational
amplifier (Ay = 50 x 103) and was specially designed to
have low thermal drifts. A feedbaék resistor R was
connected to provide hysteresis. This is required
because the high gain makes the comparator sensitive to

(2%) The feedback increases the threshold level

noise.
by about 20mV, but since the input signals are greater

than this, the error due to hysteresis should not be large.
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A diagram of the circuit used is shown in fig. 5.10.

The complementary output of the sequencer () is

applied to a transistor switch so that the capacitor

(C) charges during the channel pulse duration. A
linear ramp is obtained by constant current charging(?r)
by transistor Q2. To avoid shunting C,and increasing
non-linearity, a junction f.e.t. is connected as a
source~follower. The sawtooth output voltage of the
latter is applied to the non-inverting input (+) of the
1.C. comparator. The signal input voltage is simulated
by a potential divider, so that when the input voltage
was changed from 50 mV to 200 mV, the duration of the
high output state (i.e. when Vs = Vou = " V) varied .
from 800 us to 200 us.

It must be admitted that the comparator p.l.m. stage

differs in two respects from the monostable stage

(a) the leading edge (rather than the trailing

edge) is varied;
(b) the Qariation in pulse duration is smaller.
Nevertheless, both stages were tried, but as far as timing
jitter was concerned, both appeared to give the same result.
The monostable stage, however, is provided by a simple digital
circuit (fig.S) and hence this was incorporated in the ex-

perimental model.
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S ds The Binary Counter

A binary counter could have been constructed from a
cascade of bistable elements in a “ripple through"
connection, i.e. the output Qr is connected to input Tr+l.
Such counters are unable to register correct counts at high
pulse frequencies, because of the propagation delays in

(31)

egch stage. Since the input pulses to the experimental
encoder may have freguencies ﬁp to 106 HZ, it was coﬁsidercd
advisablelto connect the bistables to form a synchronous
counter. It is convenient to do this with digital I.C's
because of the gpecial property of the J-K flip-flop. It
has been stated din sectioﬁ 5¢1.2. that the J-K terminals can
be used tc finhibit a transition in a bistable.

To explain the synchronous connection, consider the
puise waveforms of the outputs of a binary counter shown in
Tig. Da 4, The o th stage in a n-stage counter undergoes
a transition when all the preceding stages go from logic
level 1 to logic level O. This means that the T th stage
must be inhibited by having at least one pair of J-K
terminals at logic level O, right up to the [ 2f¢*¢" ‘J th
clock pulse. fhis condition is given by connecting the

normal output Qr to the {J-K)r+1, (J-K) vees (J-K)

r+2
terminals,

When the binary counter was designed, there was not a
master-slave J-K bistable available which had more than
three J-K inputs. Neither were there available any 5 or 6

-input AND gates to expand the input ecapability of a

bistable. Hence, it was decided to comstruct the counter
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in two synchronous parts which were ripple connected as
shown in fig. 5.11. That is, in the experimental encoder
the swept frequency clock pulses are fed to the clock inputs
of the first four stages, while the normal output Qq is fed
to the remaining clock inputs.

The counter has to be cleared once a count has been
transferred to the output register. In the experimental
encoder the sequencer output @ is counectedito the clear

pulse lines

Sabs Parallel to Serial Converter

At the end of a given channel pulse, the number of
swept frequency clock pulses contained within that pulse is
registered cn the counter outputs as a series of logic levels.
To arrange for a train of binary digit pulses, the series of
logic levels must be set into the corresponding stages of é
register. The appropriate code pulse group will then be
generated when the register is pulsed at the binary digit
rate.

The counter outputs must only be coﬁnected to the set
input at the end of a count and so controlling gates are
.interposed between the counter outputs and register.

These gates are enabled (opened) by the register set pulse
which is derived from the gated clock pulses.

The system for parallel-to-serial conversion is shown
in fige. 5.11, The shift register is made up of 1.C, J-K
bistables with the same type of inter-stage coupling as the

sequencer.,
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The bistables are of the master-slave type having a pre-
set input which, like the clear input, overrides the J, K
or clock input. To ensure that when,on the register, a
normal output (Q) is set at logic 1 level, the alternative
‘output (Qr) is at logic O level, both the normal and alter-
native outputs of the counter are gated. Hence there are
14 two-input NAND gates controlled by the register set
pulse, for parallel entry to the register. it a logle 1
level is present at a counter output Q (then @ = 0), the
next register set pulse will cause logic a O level to the
set input, thus forcing a 1 level at the register output Q.
The O level on Q above causes a 1 level at the clear input

so that register output'ﬁ will complement the normal output.

To ensure that only a binary digit code pulse group is
generated, the final output of the shift register is gated
by the binary digit pulse which has itself been gated by the
sequencer alternative output (5).

The pulse waveforms at various stages in the encoder are

shown in fig. 8.2.

5¢7 The Decoder

The components of the decoder are shown in fig. 3.12.
Many of them, for exampie the register aﬁd binary counter
etc. are common to both ends of the system. There are two
important differences; firstly, of operation; secondly,
the p.l.m. stage of the encoder is completely different in

function from the start-stop bistable in the decoder.



The difference in operation, of course, arises because the

decoder is, functionally, the reverse of the encoder. In
the decoder the incoming code-pulse group is fed into a

shift register which is like the output register of the
encoder described in section 5.5.

The register outputs are transferred via gates to the pre-
set terminals of the binary counter, as in the encoder,
except in reverse. The binary counter is driven under a
swept frequency clock-source which is gated by a channel
synchronising pulse. This leads to the second important

difference between the encoder and decoder.

The binary counter may be made to count up or down from the
pre-set code, and the latter alternative was chosen. At
the start of a count-down, a bistable is set. When the
count reathes zero, a NAND gate whoée inputs are connected
to the complementary (Q) outputs of the counter, will give

a logic O output. This is applied to the reset terminal of
the bistable. That is, the interval for which the bistable
has been setlis the count-down time which-should correspond
to the length-modulated pulse of the encoder. Therefore,

the start-stop bistable corresponds to the p.l.m. stage.

It will be recalled from section 5.4.1. that the modulated
signal in the encoder was simulated by variation of the
timing capacitor of the p.l.m. stage in order tolensure that
any coding errors were not due to non-linearity in that

stage. For similar reasons, it was decided to measure the

"set~-time" of the start-stop bistable and use that as the

decoder output,. Hence, in the testing of the overall system .



(87 )

-

the corresponding pulse durations st encoder and decoder

could be measured and compared.

_ The components of the experimental decoder are given, in
detail, in fig. 8.1 . The following points are worthy of

note:

(a) The reverse-counting operation of the binary counter
is ensurod by connecting the complementary outputs
(Q) to the succeeding J-K inputs.

(b) The synchronising pulse-trains e.g. register clear
pulses, and counter write-in pulses are obtained
from the encoder. (The topic of synchronisation in

the model is treated in Chapter 8).

5.8 Clock Pulse Sweep Generation (Introduction)

It has been shown in Chapter 3 that for a compression
parameter (# ) value of 15, the clock p.r.f. must be swept
_over the range 0.53f0 to 5f0. Assuming a maximum
value of 450 KHZ, given in section 5.0, the clock p.r.f. is

to be varied from 3%0 KHZ to 450 KHZ.

The clock pulses, however, are to be swept so that the

frequency varies non-linearly with time, as shown in figs.

5.4 and 5.8, Therefore, the clock pulse generation is

in two stages:

(a) a linear voltage-to-frequency converter and

(b) a non-linear sweep generator which provides a voltage
waveform whose time dependence is the same as that
required for the clock p.r.f.

The first stage (a) is developed in chapter 6, while the

second stage (b) is covered in chapter 7.
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o Introduction

A linear voltage~to-frequency converter is a circuit

for which the frequency of the output voltage is directly

proportional to an input voltage. The output is to be
applied to a counter so that a pulse - , rather than a
sinusoidal - , generator is required. There are,at least,

two methods of voltage-to-frequency conversiocn. Firstly,
a fixed duration pulse may be conveniently generated, and
then by integrator/comparator technique the interval between the

(28)

pulses. may be varied. Secondly, the frequency of an

astable multivibrator may be swept by varying the resistive

(1)

elements of the timing circuit. Since a relatively
large range of frequency variation (15:1) is required, and
because, in the latter method, the frequency would be
varied directly, it was considered to be the simpler and
more convenient method. Hence, a v-f converter based on
this method is described.
It has been stated by Biddlecombetgg) that a2 linear v-f
relation, extending over 4 decades may be given by an astable
multivibrator formed with discrete semiconductors, Since it
was hoped to use integrated circuits, it was considered
necessary to understand how the v-f relation is achieved,
and the limitations of the method. Consequently, the
development of the v-f converter occurred im three phases.

(1) Study of the Biddlecombe circuit and derivation

of the linear v-f relation.
(ii) Simplification of the original circuit to obta%n

an understanding of the factors influencing non-

linearity and the upper and lower frequency limits.



(iii) Application of the technique to an IC astable

multivibrator,

el The Biddlecombe v-f Converter

The circuit proposed by Biddlecombe is shown in
fig. Ga.ls It consists of an emitter-coupled astable multi-
vibrator with the base currents controlled by transistors
’1“5 3 Tq. The use of active elements to control the timing
resistance of a monostable multivibrator has been investigated
in Chapter 4, but there the emphasis was upon utilising the
non-linear variation of resistance. Now, transistors '1‘3
and Th are there to preserve constant base current during a
quasi-stable state.
In a simple asfable multivibrator at the start of a quasi-
stable state, the charged timing capacitor on one side is
applied b?tween base and emitter of Tl to drive that transistor
into cut-off; (see fig. 6.2.). Thereafter, the capacitor
voltage (Vc) decreases exponentially from ~Vcc towards

+Vcc, according to the relation.

Vcc[l ¥, Zexp.(_‘t/c/Q}J PRGN

1]

Ue

The discharge is terminated when 'U; = zero, i.e. when

T = CR 1oge L During the time T the discharge current is
decreasing exponentiélly. If, however, constant current is
maintained, a charge of @ coulombs is transferred in a time
T, so that @ = IT, where I is the constant current, The
initial voltage is Vcc, so fhat Q@ = CVcc.

) 1
e and since frequency (f) = 2T,

Hence T
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Now, from the original circuit in fig. 6.1l. it may be
seen that the constant current transistors are, in effect,

emitter followers. That 38

?

¥ - VQ 5 Vl'n

—

G A7

: Vim
7(‘ S ACRE Yo LT '(6'2)

Hence, because tﬁe current is maintained constant, the
frequency (f) is directly proportional to an input voltage
(v) The waveforms of the collector and base voltages (see
fig. 6.4) are similar to those of the simple astable multi-
vibrator except that the base voltage is a linear ramp.

The other components of the original circuit are there to
improve the performance. For instance, the avalanche diode
D1, ordinary diodes DZ’ D3 and resister RZ, are arranged to
clamp the collector voltage at a much lower value than the
supply (Vcc), so that the rise-time of the output pulse is
reduced, This rise-time is also the charging time for the
capacitors Cl’ CE’ so that the upper frequency limit is

increased. The decoupling components Rl, Rz, C; and C

2 4
are ostensibly for level-changing, and permit a positive-
going voltage to be applied at point A.

It will be shown “in section 6.4. when the IC astable multi-

vibrator is described, that the base-feed resistor R3 has a

significant effect upon the linearity of the v-f converter,
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The circuit described in reference (32) had a
maximum frequency of 7KHZ, To test ils performance over
a 500 ' KHZ range the circuit of fig.6t.l was constructed
with the component wvalues shown. The resulting frequency/
input voltage response is shown in fig. 6.3. It may be
seen that frequency is proportional toc voltage over the
range 40-480 KHZ., There is, however, a departure from
linecarity at high frequencies with df/dv increasing with
increase of frequency. |
To gain an understanding of the factors which affect non-
lirearity and which determine the upper and lower limits of
frequency, the simplified circuit, described in the next-

section, was constructed.

6.3, Faqtore Affecting Non-Linearity and Frequency Limits,
6.3.1. A Simplified Circuit
A simplified version of the original circuit is shown
in fig. 6.5, There are two main differences. Firstly,
the collector clamping components are omitted, so th&t

Cl and C2 charge to Vcc. Secondly, 'I‘3 and T, are

A
shown as emitter-followers, with the input voltage
applied between the common bases and the +Vcc terminal.
When the output frequency/input voltage response was
checked, the range of operation was found to be limited
to 70-108 KHZ. In addition, there was pronounced non-
linearity at high frequencies with the value of df/dy
increasing with £ (or V). It appeared that there were
three possible reasons for the non-linearity at high

freguencies which are as follows.
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i
) of a'tonstant currenth"

(1) The output resistance ( hc;
transistor (T5 or Tq), decreases with increasing base
current and input voltage.

(ii) The shunt capacitance across a "constant current"
transistor (Cece), causes the base current to increase at
high frequencies.

(iii) Increase of input voltage brings increase of
temperature, which modifies the junction voltages and
capacitor discharge currents upon which the frequency
depends.

These three reasons (i - iii) above are now examined to test

their validity.

6.3.2. Bffect of Output Resistance upon Linearity

It is well known that the output resistance of a bipolar
transgistor decreases with increasing base current.(mjé)
That is, as the input sweep voltage increases, the
output resistance decreases, and hence the collector
current tends to increase. The tendency to increase,
however, is offset because emitter-follower operation
makes the transconductance ( Qig/bvﬂ independent of
transistor parameters (see Appendix.E.).It is therefore
considered that the limitation at high frequencies due to

output resistance variation is negligible.

6.3.3. Effect of Shunt Capacitance upon Linearity

The shunt capacitance of a "constant current' transistor
would cause increased currénts at the higher frequencies.
The capacitanceé involved however, (™~ 20 pF) give muip

<
higher impedances than the resistances Re and hee. .
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Hence, too, the limitation due to shunt capacitance is

discounted.

6.3.4. Effect of Increase of Yemperature upon Linearity

' 32
giddlecombe reported( ) that increase of temperature

during operation only produced a non-linearity of about

S
%e It has been stated elsewhere( 2 )

s, however, that
the duration of quasi-stable states in transistor multi-
vibrators are not particularly stable with temperature.
Whether the non-linearity at high frequencies is a
function of temperature, depends upon the extent to
which the input voltage Vl can influence temperature.
Before discussing the significance of the effect, the
temperature dependence of the switching transistore of
the V-f converter is considered.

P.n. junctions are subject to two temperature effects,

in that the junction voltage urd er forward bias and the
reverse leakage current both vary with temperature.

In a bipolar transistor the forward base-emitter voltage
decreases linearly by approximately 2 mv. K”l. This is
substantially true_for both the saturation value ( Vggs )
and the "cut-in" value(vx).. On the other hand, the
saturation value of collector-emitter voltage ( Vees )
increases slightly with teumperature, the rate of increase
varying swidely. with turrentjuin.the range 0;2i=:lamy K
This variability in ( Vees ), and its weak temperature
dependence, arise because Vces is the difference between
two Jjunction voltages, both of which tend to decrease

with temperature increase.
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The reverse bias leakage current ( lego) increases
logarithmically with increase of temperature. That is,
the current doubles for a temperature increase of 10K.
‘he possible temperature dependence of the switching
transistors may now be seen with reference to figs.

6.4 and 6.6. Consider instant at which T, conducts.

C, is charged to Ve = Vee - Vges , and is about to be
discharged by a constant current hre Vl/l?e = Vl/Ee
The base-emitter Jjunction of TZ is reverse-biassed by
the capacitor voltage, and hence a current, Iceo

flows into the n-type base. Hence, Icso is helping to
discharge the capacitor C; and so an increase in Iceo
would reduce the duration of the quasi-stable state.

To analyse this dependence, Kirchoffs Current Law is

applied:-

['c = C d?}%t = Ic,go o V'/Qe

Now, JTcego is theoretically independent of reverse bias
voltage. In practice, however, it increases with
reverse voltage 5ecause it has a substantial surface
leakage component, which is not temperature dependenf.
Therefore, assuming l¢gg is constant, it can be shown
(see AppendixF)that the basc-emitter applied voltage
decreases Iinearly to the cut-in value (—Vy ) in a time
T given by:

(V(_(_ = Vegs —Vers 'f‘vh') C Re A TG (G.S)
Teeo Re . * Vi

1J SR
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The corresponding frequency f = is then given
s 3 i s

2 O
2T
by : 5

ST S 17 R o RS

ZC.[‘:()_ Vcc ‘*Vg e Vggs "‘\'{CL‘-S\

Hence as temperature increases, and Icgo increases, the

-~

31 )

freguency f increases. Millman and 'Taub have given(
an example where, if JTcpo is 3 nA at 25K, it will be
100 mA at 175K, giving a 12% decrease in duration T.
Considering equation (6.4) it may be seen that the
effect of the temperature dependence of junction voltages
is very small, for A Vees and A Vy tend to cancel
" and A Vegs is small. 1In an example given,(gl)

O Vegs is +1 mV.Kﬂl giving a 6% decrease in duration T
for a temperature increase from 25K to 175K. It is
considered, however, that this case is not typical, and
that the temperature dependence of Iego , only, is
significant.

The question which arises now is whether an increase in
input wltage Vl can cause the junction temperatures of
the switching transistors to increase. These operaie
between cut off and saturation with & mean collector
current which is independent of Vl. The collector
dissipation (P) will be \%_\é;g watts.

With Vec = 5V, Veeg = 200 mV, a;d Ry, = 2500, , P = 2mW,
This small power is hardly likely to cause a large
increase in temperature. The input voltage Vl’ however,
ranges from 800 mV to 4 V giving a maximum current of
4mA in the base of switching transistor. With a

saturation base-emitter voltage of 750mV, an additional
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o

AmlY are dissipated at maximum input Vi'- Yhe total

dissipation 5mW is still small, bul it is suggested
& - 3 C

that the increase with Ul is signlficant. Moreover,
the increase in temperature for appreciable non-linearity
need not be as great as indicated in the example above.
The values of lemo Which obtain in practice maybe much
greater than %nA at 25K. Millman and Taub,(g‘) in
discussing the spread of reverse leakage values refer to
the data sheet for a silicon transistor whose minimum
and maximum JLcgo values are respectively 200pA and
300nA at room temperature. Hence, it is concluded that
an increase in Vl can produce increase in temperature,
and that this is the main factor determining the non-
linearity at high frequencies. It is suggested that this
effect was not apparent to Biddlecombe for two reasons:-
(i) ‘The small base currents of his circuit limited

operation to low frequencies (%,.,,= 7 KHZ),

and very small base powers of 300 uwi
(ii) A base feed resistor could, as shown later,

correct to some extent any non~-linearity.

It must be emphasised here that any non-linearity

due to temperature dependence will only be szpparent on
slow variations of input voltage. The input voitage to
the v-f converter in the experimental model will have a
sweep period of v~ 1 nms. This is considerably shorter
than the thermal time constant of even the smallest
transistor. Hence it is considered that non- inearity
due to temperature increase with input voltage will be

negligible.
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There may, however, be long term variations in frequency due
to variations in ambient temperatures, which would cause
counting errors. These snould be very small if the switch-
ing transistors have small reverse leakage currents. Since
the use of T.T.L. integrated circuits is envisaged, it is

considered that this condition will obtain.

It has been stated that the upper and lower frequency limits
are 108 KHZ and 70 KHZ respectively. The factors which

determine these limits are now considered.

_6.3.5. ° The Upper Frequency Limit.
The upper frequency limit appears to be due to the rise-
time of the collector pulse becoming a significant
propdrtion of the pulse durastion. Under such conditions
the tiﬁing capacitors do not receive their full charge,
and hence the initial height of the base ramp is reduced.
In the Biddlecombé circuit the rise-time is reduced,
because the capacitor, in charging towards the supply
voltage, is clamped by diode 78 An alternative method
of reducing the collector pulse;rise_time is to separate
the charging and collector load resistances (28J3')
by diodes. This method is particularly suited to the
fabrication techniques of I.C's. Since the use of an
1.C. astable multivibrator was envisaged, it was decided
to check that the alternative method was effective.
Hence the simplified circuit was modified as shown in
fig. 6.7. The diodes D1 and D2 isolate the charging
resistors Rq_ and Rae_from the collectors of Tl and T2

respectively. Both bipolar and field-effect transistors
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were tried as constant current elements and the upper

frequency limits exceeded 500 and 600 KHZ respectively.

€:s3:6. The Lower Frequency Limit
The limitation at low frequencies may be explained as
follows. At small input voltages, the base currents
for T1 and T2 may not be large enough to maintain
saturation. The effect of this may be explained with
the aid of figs. 6.6 and 6.8. A transition to an OFF
_‘'state fcr T2 (say) is initiated by a charging current
transient through QL, which drives T2 into saturation.
" At low input voltages, however, when the transient has
decayed; the steady current through T3 would not be
large endugh to maintain saturation in TZ2. Hence, the
pulse-form would show sag as in fig. 6.8. This effect
was confirmed when the pulse wave-forms al low input
voltages were monitored. When the sag reached nearly
80% or thereabouts, the pulse-form collapsed.
To reduce the low frequency limit, therefore, it must be
arranged that the transistors go into saturation on the
smallest currents. That is, the switching transistors
must have large current gain factors. To test that high
current gain is the determining factor, the circuit of
fig. 6.7 was operated with (a) single and (b) double-
transistor switching. It was found that in tﬂe latter
case the low frequency limit was 3KHZ,
Hence,it.is considered that the transistor element of a
T.T.L. integrated circuit would provide the current gain.

required for a lower limit of 30-40 KHZ.
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Hence those factors affecting non-linearity, upper and

lower frequency limits of the V-f converter have been consldered
with the aid of simplified circuits using discrete compenents.
It is thought that in each of the three cases an integrated
circuit construction will give an improved performance. An
integrated circuit V-f converter is considered in the next

section.

6., Dual Monostable Astable V-f Converter

.Apparently astable multivibrators are not manufactured

(28)

in one 1C package. One may, however, be made up from

(a) connections of NAND gates as in fig. 6.9, or-(b) from two

(28)

monostable circuits as in figs 6.10.

The circuit configuration given under (a) will operate

28
at freguencies up to 1MHZ, with a frequency (f) given ]:1},.’:—(‘d )

SiEs 2C (RRY

The frequency range. obtainted by varying (R + Ry), however,
was not large, and hence circuit (b) was adopted. The latter
is termed the dual mono-astable, and sincalthe duration (T) of
a quasi-stable state of one monostable is T = CR loge 2, then

the frequency (f) is given by:-

| [ =
£ ZCI?fogeZ hw**m-((’"",)

Since most T.T.L. integrated circuits appear to be designed
for positive iogic, the constant current elements had to be
p.n.p. bipolar transistors, or ﬁ-channel f.e.tis: The

" supply voltage to digital T.T.L. ICs is normally only 5V,

however, and so0 p.n.p. bipolar transistors type 2N2904 were
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selected. The complete circuit is shown in fig. 6.11.
Monostables type SN?41214A (Texas Ingt.) were selected (an
identical specification is given for type FJK101 (Hullard)).(aaa?)
The emitter loads Rel and Re2 and base feed resistor Rb were
variable.

The frequency/input voltage response obtained, is shown in
fig. 6.12s The frequency range extends from 25 to 500 KHZ
with a maximum non-linearity of 5%, which showed the same
trends as before. A variation of Re showed that a value of
1K {l. gave the required frequency range for the value of
timing capacitance used (470 pF).

There followed next a series of tests to determine the uost
convenient way of connecting the input voltage Vjy. Firstly,
the input voltage was apﬁlied so that it caused a decrease in
operating frequency. The idea here was to test whether non-
linearity could be asscciated with low frequencies rather than
high freguencies. Two connections were tried (a) and (b)
shown in fig. 6.13.

In (a) the input voltage was applied between the common
terminal (i.e.ground) and the base input resistor Ry, so that
it subtracted from the forward bias at the base-emitter
Junctions of T3, Tq. |

In (b) the input was applied as in (a) but with reversed
polarity so that it incréased the forward‘bias at the emitter-
base junction.

The frequency/input voltage curves are shown in fig. 6.1%4.

The results for (a) show the frequency decreasing as the input
voltage is increased, as might be expected. It may be noted,

however, that the non-linearity still tends to be larger at
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high freguencies. In effect, the curve shows the same
variation as those for the normal input connection, but with
the input voltage reversed. The results for (b) show the
frequency decreasing more or less linearly with increase in
put voltage. The range of freguencies (500-200 KHZ) however,
is too smell to show whether non-linearity occurs at low
frequencies. It did appear however, that non-linearity is
always associated with high forward bias at the base-emitter
junctions of the constant current transistors, and therefore
with high frequency operation.

Durihg this test it @as noted how the presence 0of Rp could
affect the nbn—linearity. In fact if the curves in fig.
6.12 and the "normal connection" curves in fig. 6.14 are
compared it will be seen that in the latter the value of
df/dv deC{eases with input V, instead of increasing: this is
the effect of Rp.

To show the effect of Rb upon the non-linearity, the
frequency/input voltage responses were determined when Rpb had
various values between zero and 5K, and these results aré
shown in fig, 6.15. The non-linearity could be varied fronm
+5% (when Rp = zero) to -20% (when Rp = 5K 1), with a minimum
when Rp = 97500, This was considered to be a surprising
result and it was thought at first that the same result would
be given‘when each base was fed through its own resistor.
Hence, resistors Rb]l and Rp2 were incorporated, and it was
then found that the non-linearity could not be minimised even
when Ry, = Ry, = 15008, Hencé, only when the two bases were
- fed from a common resistance of 75081, was the non-linearity

reduced to zero.
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The only inference which msy be made is that interaction
was occurring hetween the éwo constant-current transistors.
That is, a large base current on one side reduced the input
to both sides. To explain this, the operation of the circuit
is examined in detail as follows.

Consider the simplified circuit shown in fig.6.16 and
the pulse waveforms in fig. 6.4 at the instant t; at which
transistor TZ goes into cut-off, and transistor T1 goes into
saturation, A current IB'flows in constant current trans-
.istor TB’

opposite polarity. 'That is, the operation of T3 is at point

tending to discharge C4 and to recharge it with

P on the output characteristic, shown in fig.6l7. The

current I, should remain nearly constant, moving from P-Q

>
as the linear run-down of Gl oCCurs. Also, at time tl, as
T2 goes into cuvt-off, a pulse of charging current into

capacitof'c raises the potential of Tq collector to +Vcc

7
volts, i.e. the collector-base junction of Th is FORWARD-
BIASSED by the input wvoltage. Hence a current flows into
the collector and out of the base and is limited only by Kj,
the forward biassed junction, and Rp. Therefore at instant

t T, does not operate as an emitter-follower and so two

s

relatively large current components flow out of 'I‘br base.

This process occurs for a relatively short time (i.e. the
charging time constant) and hence has no significant effect at
small inputs and low frequencies. At larger values of input
voltage, the current (which is discharging a capacitor) is
larger and the times of discharge are smaller, and of the same
order as the charging time constant. Hence, the increased

base current on the charging side has a more significant
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effect at larger inputs and higher fregquencies. The effect
will be that the average base input current throughout the
duration of a pulse will be larger than that which would be
required by two emitter followers fed in parallel. There-
fore, the input voltage to that emitter-follower which is
discharging a capacitor tends to be smeller, by the amount
which is developed across Rpe
The above description of the operation explains how the non-

linearity may be controlled by the value of Rp.

65 Gonclusion'fOr a Linear V-f Converter

A linear V-f converter based upon an astable multi-
vibrator has been designed. An integrated circuit construct-
ion has been developed, which uses two cross—éonnected I.T.L.
monostable packages. The timing components are two capacitors
.whose‘diécharge currents are maintained proportional to an imput
voltage by two discrete transistors.

'he performance is such that an input voltage range froan
0.8V to 2.8V results in a linear variation of freguency from
258HZ to L 80KHZ, 'he linearity may be contreolled by a single
resistance in the common input to the bases of the discrete
transistors.

The dual monostable is to be applied to the production
of variable frequenéy clock pulses with a sweep input voltage.
To prevent limitation of the clock p.r.f. by the action of the
V-f converter a maximum operating frequency of L450£HZ is
selected. The corresponding minimum frequency will therefore
be 450/15 = 3Z0KHZ.

. The positions of the V-f converter are shown in figs, 3.9

and 3%.12, while the method of connection is shown in fig.6.11.
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ZeOn Introduction

The input to the linear V-f converter described in
Chapter 6 is provided by a sweep generator. The sweep
éeneration may follow one of the two forms indicated in

figs 5.9, That is:-

(A) a triangular waveform may be applied to a
compandor whose output is applied to the V-f

converter:

or.(B) a sawtooth waveform is applied to a compandor
whose output is differentiated and then applied

to the V~f converter.

The input waveform generation (i.e. sawtooth or triangular)
is considered as a stage in each chain, because it has to be
synchronised with the channel pulsé. It may be seen,
however, that the first form (4) is simpler in two respects.
Firstly, it contains only two stages, and secondly, as will
be shown, a single-ended compand¢@r rather than a balanced

compandor is required.

In order to determine whether the reguired companding
characteristics are realisable, it is necessary to consider
the logarithmic companding function, given in equation
(2.1.), and shown graphicallf in fig. 2.11,3in more detail.
The compression parameter 4 is a figure which gives the
amount of compression. If the transfer characteristic of
fig. 2.11 were linear with a gradient equal to the initial
slope, the rangc-of output voltage would be much greater.
In other words, the compression is the ratio of the linear:

compressed ranges. From equation (2.1) the gradient is:-
/

i
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C{’l’/ﬂ . _A(l___ i "{ L e A = ff";\)
dV, (q.?{/,’-.‘/f) /+4mYV,

(It may be recalled that equation (7.1) is also the maximum

relative clock pulse frequency (/£ ) for the HMethod 5
encoder.)

Hence from equation (7.1) the initial gradient isi-

o v 3 i (7.2)

AV lv=0 (O.? (i ‘*/‘,)
The ratio:- ¢

7

linear range .
=y )
compressed range Log (7+4#)

= AP

This is the amount of compression for a given value of 4 .

Now the final gradient (i.e. when v, = 1) is:-

d Vi >l

L Yo = 7 \ ¥ e T B alegrals i 0

d v, %’*ﬂi log (1247 ( :
V=1

That is, to realise equation (2.1) a compandor should have
a non-linear transfer characteristic whose initial and
final gradients are given by equations (7.2) and (7.4)

where # is in the range (5 - 500).

The two methods of generating a clock pulse sweep require
different compandor chéracterigtics. In the differentiated
sweep method (B) a sawtooth waveform is to be compressed,
and then differéntiatéd, so0 that a compaﬁdpr having the
logarithmic transfer fuaction, (like equation 2.1), is
required. Since, within the duration of the sawtooth,
negative and positive length-modulations occur, a balanced
compressor is required. In the triangular sweep method
(A), on the other hand, the compandor must provide the

_/
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waveform which is the time-differential of the logarithmic
companding function. By differentiating equation (7.1), it
may be seen that the initial slope of the required character-

istic is given by:-

L e e - 05)
o "":2 Vi=0 {3_9{//-1-,«)

while the final slope is given by:-
d*Ve e 5 R el R
d v® ly., (14 log(14p2) '

Hence a type A compandor should have a non-linear transfer
characteristic of initial and final gradients given by

equations (7.5) and (7.6).

P may‘be noted that these gradients are of opposite
sign to those of compandor type B, and that the initial
gradient is much greater. This may appear to be a surpris-
ing result fo; it implies that compandor A should have a
greater action than that of compandor B. Although both A
and ﬁ are to be applied to Method 5, B is also the basis of
the separate-stage compandor. Moreover, one of the features
of Method 5 is that, because the compan&ing action is in-
corporated in the. encoder, such action need not be as great
as that required in conventioﬁal coding, using a separate

stage compandor,

This may be seen from the following reasoning. The
number of quantised levels (1) in a Method 5 encoder is

given by equation (3.7) repeated below:-

( :/fa_f:r PRt

That is, if a triangular waveform (as in compandor B), with

linear sides were applied to the v-f converfer, it would

0
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give a linear variation of clock pulse frequency, which

- would give companding action. Therefore, a companding
element,which non-linearises the characteristic,is only
adding to the compression which is already there. Hence,
it is true to say that a non-linear companding element
inserted in a type A compandor is applying a smaller action
than a separate-stage compandor, for the same vélue of £ o
It must, however, be admitted that the initial slope of
the transfer characteristic of type A may be much larger
than that of type B (without the differentiator). Such a
large gradient however, must necessarily exist over a

smaller range of inputs,

A possible major advantage of the type A compandor is
that it need only be single-ended. This follows from the
fact that a type A compandor provides a sweep waveform which
is the time differential of the balanced logarithmic transfer
characteristic of equation (2.1). Both negative and positive
excursions of the latter'give positive differentials. This
may be seen from equations (2.1l) and (3.10) which give the
derivation of clock pulse freguency. A

Although the transfer functions required of type A and
type B compandors are different, they are sufficiently
similar to the 6haracteristics of éitherlp.n. diodes or
junction f.e.ts for either to be uéed as companding elements,
The disadvantages of p.n. diodes have been listed in section
2.3, the most important being the difficulty in controlling
the characteristics of sending and receiving diodes, so that

they are exactly matched. It has been suggested(Bq) that

s
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although the junction f.e.t. has the same disadvantages,
these may‘bc overcome simply because the f.e.t. character-
istic may be controlled by gate bias. Hence, the use of
the junction f.e.t. is considered as a companding element
in the development of both types of sweep generation (A and

B) given in the following sections.

?.i. Triangular Sweep Method (A)

This consists of a triangular waveform generator,
synchronised with the channel pulse and is followed by a
compandor. The output of the divider described in section
5.2 has a half-period equal to the duration (To) of the
unmodulated channel pulse. Hence it was considered that
the triangulaﬁ waveform should be generated from it by

integration.

i e The Integrator
The design of 1.C. operational amplifier integrators

is well established(gg’as.)

and a typical arrangement
is shown in fig. 7.1. The feedback capacitance, C
connected between the output and input terminals,
causes a large inﬁut capagitance (1 + A)C where A is
the open-loop voltage gain. The input time constant
is much larger thaﬁ the period of the input square
wave and hence linear charge and discharge occurs,
resulting in a triangular waveform.

With the O.A. used (Motorola type 1712CP) the purity

of waveform was found to be critically dependent upon

the supply voltages, and some departure from the
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recommended values was necessaryo
It is usually necessary in O.A. integrators to have

(25)

some adjustment in the feedback circuit in order
to balance offset voltages and to ensure that the d.ce.
output voltage corresponds to the integral of the
input voltage. Fortunately the d.c. value of the

integral is not required for the output is to be

capacitor coupled to the compandor.

7.1.2. The Single Ended Compandor
The sweep waveform at the input to the v-f converter
should, by equation (3.,10) have a voltage variation

given by:
A

N = w‘/%l A R (7.7)

1&/&d is the magnitude of

where A is a constant and
the normalised input voltage. These equations (3.10
and 7.7) have been derived from the logarithmic com-
pression curve, for which the abscissa is the signal
voltage. In a p.l.m. system U/«ﬂncorresponds to the
quantity AT/T, , indicated in fig. 3.1, where

- ZXT_ = e W}nvn .,
To To

v
Vi

When a sweep generator is followed by a linear v-f
converter, it is convenient to change the variable so
. that the time and voltage are reckoned from the sweep

commencement. Hence if Vm.

and V are the minimu
in max s

and maximum levels of the input sweep waveform the

normalised quantity 1»«An is given by:



U - | — U, = Vimum
Vi VWnax

Where V,is the instantaneous value of the triangular
sweep input voltage.

The output voltage of the sweep generator given by
equation (7.7) may now be written as:-

Ve. A /1 + p) At e

T .éi‘(lﬂ“'anﬂ)
| W Vmax.

The variation of Ve with Ui given by equation (7.8)
is shown in fig. 7.2,

In general, semiconductor junction devices such as
p.n. diodes and f.e.t.s may be operated to exhibit the
variation shown in fig. 7.2 approximately. The
junction f.e.t., which has already been considered in
Chapter 4 as a variable timing resistance, is partic-
ularly suitable for providing the companding function
of equation (7.8.).

This may be shown by comparing the graph of equation
(7.8) with the idealised drain characteristic (f/ﬁf
curve) also shown in fig. 7.2. It may be seen that
the compresgion parameters may be increased by increas-
ing the gate bias voltage. If a f.e.t. were current-
driven by a triangular waveform which had the maximum
and minimum values given in equation (7.8), the wave-
form in fig. 7.2 would result. The similarity to the
sweep waveform required, and shown in fig. 3.8, may be
noted. This similarity is considered further in

gection 7.5.
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The principle of currgnt—driving diodeshas been snown in
fig. é.l}. The circuit arrangement for the f.e.t.
compandor is similar, and is shown in fig. 7.3. T'he
drain current is maintained proportional to the tri-
angular sweep voltage input by the action of bipolar
transistor Tl and its emitter resistor Re. The output
voltage is coupled via the emitter follower T5 to the

v-f converter. It is to be noted that there are two
polarity reversals in the sweep generation, firstly at
the integrator and secondly at the compandor. Since the
input to the v-f converter should be positive-going for
low clock frequencies (i.e. corresponding to large
modulation depths) the input square wave to the integrator
should be taken from the complementary @ﬂoutput of the
divider. The input and outpuf waveforms are shown in

the oscillograms of fig. 8.4

Tels The Differentiated Sweep Method
There are three stages in this method - (1) a ramp
generator, (ii) a balanced compandor and (iii) an OA

differentiator.

a2l Ramp Generator

The sawtooth generator stage is shown in fig. 40

The outpui‘of the sequencer is applied to a transistor
switch Q so that it is non-conducting during the
channel pulse duration. The capacitor (C; ) between

collector and emitter of Ql, may then charge with



0 Vee
{V =5\
Ta Ry
[
FRom X To v-f
OA o——JI ”< T,
INTEGRATOR 1!

' I CONVERTER
/\r Ry

o <

COMPONEIT VALYE
Re , R, 4704
Re , o 200 K2
Rs 100 K2
Ssalegne /100 nF
5. 12 BC 108

| Tz | awsae

FIG.7.3 THEISINGLE- ENDED
CURRENT-DRIVEN
FET COMPANDOR



(1y)

constant current from QZ' The operation-of this
constant current circuit follows the same principles
as those in the v-f converter, except that the base-
emitter voltage is fixed by an avalanche diode (Dl)°(?!)
To avoid loading the ramp charging capacitor, p-channel

2 fe@ote éb is used as 4 phase- splitter, the outputs of

which are connected to the balanced compandor.

Telais Balanced F.E.T. Compandors
The compandor for the differentiated sweep methodl
should provide an output voltage (U) given by:-

U fadegliE AVESSE L L g

log (1 *4)

where \/-is the input voltage (i.e. the linear ramp)
and + and - signs correspond to positive and negative
values of moduvlation.
The compression given by equation (7.9) should be
symmetrical for positive and negative values of U
and therefore, a balanced compandor circuit is required.'
While a balanced circuit can be made up with two
diodes, as shown in fig. 2.13, the design problem with
f.e.t.s is more c0mplica£ed. The main complication is
that a f.e.t. will conduct when the drain is positive
or negative with respect to the source. Three
attempts were made to overcome this problem as follows.
Firstly, a p.n. diode was connected in series with
each of two f.e.t.s so that they conducted on alternate

half-cycles. The voltages across a p.n. diode and a
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f.e.t. were of the same order. Hence it was considered
that any "spreads" among diodes (and f.e.t.s) would not
only give asymmetrical modulation, but would also
complicate the matching of sending and receiving
compandors. .

Secondly, the push-pull emitter-follower circuit with

a f.e.t. in each emitter lead, and shown in fig. Y.k,
was tried. While this circuit could be operated to
give a symmetrical compression characteristic, there was
considerable "cross¥over" distortion. This distortion
arises from the nature of the v/ characteristic of a
forward-biassed p.n. juncticn, and is illustrated in
fig. 7.5. The distortion is reduced by adjusting the

- bias values of base current, but the minimum value was
considered to be unacceptably large. It was considered,
however, that the "spreads" in transistor values would
not be a serious limitation as in the first attempt.

For on the one hand, the effect of "spreads" among the
bipolar elements would be negligible because of the
emitter-follower connection. On the other hand, any
spread in f.e.t. values may be compensated for, by
adjustment of gate-source’voltage. This latter point
suggests that the f.e.t. has a considerable advantage
over the p.n. diode as a compandor, in that errors
arising from the matching of elements may be controlled.
A full consideration of such errors is given in

section. 7.3. and Appendix. L.

A third attempt to overcome the basic limitation of

the f.e.t. (i.e. its bi-directional property), was to
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use two f.e.t.s in a circuit which is similar to the
emitter-coupled clipper. (The latter formed the basis
of the differential comparator which is treated in
section 5.4.). This balanced compandor is shown in
fig. 7.6 and operates as follows. Both elements are
self-biassed by the common source resistor R_, s0 that
they operate with gate-source voltages near to the
pinch-off value (Vp). To a first approximation, the
f.e.t.s are operated at constant drain voltage, so
that anhy companding action is row due to the curvature
of the transfer characteristic ( 4 /}9 curve) . The
difference-connection ensures that positive and
‘negative excursions are compressed symmetrically.

The symmetry may be explained from figs. 7.6 and.?.7
by noting that the output voltage is proportional to
the drain current i; s Which is a function of the
gate-source pd UQQ-, which, in turn, is given by the
p.de( (i+la ) Rg. . If the input voltage makes G, more
negative, and reduces 5, ik (:*é ) tends to decrease

thus making G, less negative and increasing {2 .

2
This increase continues until ( is cut-off, when
UB' = S (Yr=hRg) = V% , and (2 is clamped at
the upper-level,

1f, on the other hand, the input voltage makes Gl

more positive, & is increased, ( ¢*{2 ) tends to

be increased, making G, more negative, until Ug2 = (,Rs

2
e 1@2:=Vb, and (5 = zero at the lower clamping level.

The amplitude limits may be calculated, as shown in



UPPER

“Z,

Rp
INPUT = 5
FRCW r‘ﬁ‘ Qx Qe H—»—— Vo
RANIP i f OLTPUT TO .
CIREED 5 DIFFERENTIATOR.
=1 %3
Rs
U
lcomponenT Rs Ro P, Re Qa Qg

Lvm_us /TYPE | ISKS | 3.9kQ = 10k=2 MC
- - e % == PRI e

‘.

BALANCED FET COMPANDORS ~—

FIG6.7:-6
CLIPPER

DIEFERENTIRL SOURCE COUPLED

& Voo “LOWER LEVEL

o) ""Un

~ F16.7.7 TRANSFER CHARACTERISTIC FOR THE

DIFFERENTIAL SOURCE-COUPLED CLIPPER.



(v17)

Appendix G and with the values given in fig. 7.6, have a
separation of only 0.5 V. 'here is, however, a serious
disadvantage in that the characteristic is not even
approximately logarithmic,. An empirical equation has

(42 ) for the transfer characteristic

already been given
at constant drain voltage in equation (4.9). This is

now written as:-

. - m
L1ty s sty
Zy Ve

where M has the value 2. The transistors tested* all
appearea to have n = 1.5, so that the characteristic had
2 small curvature at finite values of current. Further-
more, the pinch;off condition is abrupt, the drain
current ceasing, and giving a clamping level rather than
a logarithmic "“roll-off", Hence it must be concluded
that & balanced logarithmic compandor cannot be con-
veniently constructed with Junction f.e.t.s. The out-
put of the balanced-compandor, however, requires a
differentiation, and to complete the investigation of
this method of sweep generation, the differentiation is

described in the next section.

* Mullard BFW 10, Motorola. MPFI102, 2N&46l, MMFS,
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7.2.3. the Differentiator

The principles of the O.A. differentiator, like those

of the integrator are fairly well established, and the
circuit shown in fig. 7.%.was adopted., It was found,
however, that a linear 1.C. of high gain, because of its
higher sensitivity, gave a more noise-free waveform,
than one of medium gain. It was also found that an
active differentiator was susceptible to high frequency
oscillation, presumably because of the relatively large
phase shifts at high frequency. These however were re-
duced to an acceptable minimum by the decoupling

capacitances shown in fig. ?.ﬁ

The principle of operation is as follows. The feedback
resistance R causes a very low resistance R/(1+A) to be
placed across the amplifier input terminals. Hence, a
small input voltage proportional to the current in the
input coupling capacitor and therefore to the time

differential of the-input voltage is amplified.

The action of the differentiator upon a linear sawtooth
was tested and the resulting waveforms are shown in fig.
7.8Lb) It was obse%ved that any non-linearity in the
input ramp gave rise to a distinguishing feature in the
waveform of the differential. In féct the performance
of the push-pull emitter-follower compandor was checked
in this way; small "cross-over" distortions caused
relatively large double-humps as shown in fig. 7.8.

On the other hand, the difference compandor described in
section 7.2.2. gave a waveform which when differentiated

;/ had no double humps.
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s D Thg Junction F.i.T. as a Compandor

The junction F.E.T. has been considered as (a) a single-
ended compandor with a triangular sweep, and (b) a balanced
compandor with a sawtooth sweep. It has been shown that
the bi-directional property of the f.e.t. limits its useful-
ness as a balanced current - or voltage-driven compandor.
The difference connection, although giving a symmetrical
waveform, gives a characteristic which is far from logarith-
mic. It is of interest now to consider the single-f.e.t.
compandor in more detail for twe reasons. Firstly, to show
how closely the required characteristic can be provided,
and secondl;, what errors are likely to arise in the matching

of sending and receiving elements.

e T Similarity to the Required Characteristic

It has been shown in section 7.1 that to give the
logarithmic companding characteristic oflequation f2adils
the input to the linear v-f converter should have a
voltage (Yo) given by equation (7.8), and repeated

below:

Vo i l »___Jg_ﬂ[U:— Vﬁrh]
s Vay

The voltage (%) should then be the output voltage of
the single-ended compandor, for which Vi is the input
voltage, varying between limits V., and V,,,. The
variation given by equation (7.8) has been compared in
fig. 7.2 with tﬁat given by a f.e.t. when current

driven.
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To investigate the similarity in more detail, the
actuél compression which is given by a f.e.t. should be
determined. Since the logarithmic compression curve
is obtained by the integration of equation (7.8), the
compression curve for a f.e.t. may be obtained by
integrating the equation of the f.e.t. characteristic
shown in fig. 7.2
Hence, an expression is required for the drain voltage
in terms of the drain current, the variation of j%de
could then be compared with the logarithmic companding
characteristic of equation (2.1). Two equations were

obtained for the f.e.t. drain characteristic for zero

gate-source bias. The first, attributed to Shockleysgg)
is written:- 15
RS (1)
T Ve A T
where 1 and I. zsre the drain currents given by drain

P
voltages U and Vp respectively, the suffix p denoting

pinch-off values. Equation (7.11) was supposedly
derived by considering a two-dimensional geometry of a
f.e.t. It is however, unsuitable for the present
purpose, because the integral j% d(’/ﬁ‘P\;

cannot be easily evaluated. Hence, a second eqﬁation
was derived from an inspection of equation (7.11) and
the typical characteristic shown in fig. 7.2. This may
be writfeh:-

| "\1;)"* = e {L'/IP *(!;f,f + ((/ff 2 _)

[ o4
Equation 7.8, 7.11 and 7.12 are shown graphically in

flgo ?o 9-
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There are two main differences between the required
characteristic and fhe f.e.t. curves. Firstly, the
characteristic for logarithmic companding requires a
minimum output of O.l,when the input current is zero.
This difference may be minimised by R.C. coupling
between compandor and v-f converter and the addition of
a d.c. bias. Secondly,the slopes at sweep inputs
corresponding to small modulating signals for the
Bhockley and required characteristics are very similar,
while that for equation (7.12) is too small. It must
be admitted that the Shockley equation more nearly
represents a junction f.e.t. than equation (7.12) and
clearly some method is reguired to evaluate %& d(%%p)
for the function given in equation (7.11). A semi-
graphical method is given in Appendix H , and the
results are shown graphically in fig. 7.10 together
with the logarithmic companding characteristic of
equation (2.1). It may be seen from fig. 7.10 that
when the relativesweep input voltage to the f.e.t.
compandor is <% 0.4 . the integrated Shockley
characteristic is in close agreement with the logarith-

mic characteristic for u« = 10,

It is to be noted that the comparison has only been

made with a curve for a low value of compression

- parameter (u = 10). This restriction was necessary to
simplify the integration of the function in equation
(7.11). As is stated in section 7.1l.2., however,

larger compressions may be obtained with gate bias.
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It has been stated in section 7.0 that some companding
actién will be given when the triangular waveforam is
applied direct to the v-f converter (i.e. without any
non-linear companding element). The integral of the
linear fazll and rise portions will be a parabolic curve

having an equation:-

T s 2 U, "'TJF

where Uo and VU, are the normalised output and input
voltéges of the equivalent compressor. This function
may be compared with the other compression functions in
fig. ?;10 to show the inherent companding action of

Method 5.

YD Companding Errors in a Method 5 Encoder
It has beeﬁ found that the single-ended junctionlf.e.t.
compandor, with a triangular waveform input can provide
the required sweep waveform. It now remains to
detérmine what errérs are likely, due to the differ-
ences of the characteristics of sending and receiving
compandorse. A treatment of the errors which will
arise in the separate-stage compandor based upon
reference (3 9) is given in Appendix RIS o 1
'shown there are two types of residual error arising
from:
(a) . the inability to voltage-and current-drive the
sending and receiving elements:
(b) the ratio of the resistances of compressor and
expander does not remain constant for all values

of modulating siénal.

L
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It is a feature of Method 5; however, that the
compandors at sender‘and receiver are both driven
from the same type of waveform. In this work, a
single-ended junction f.e.t. compandor is current-
driven at both sender and receiver. It is to be
expected, therefore, that errors will only arise
from the difference in resistances of sending and
receiving elements. In the following treatment an

attempt is made to show the significance of such errors.

It has been shown that the number of levels 1 trans-
mitted'by a pulse of length T is given by:

¢ = J.acsdT
where fS is the encoder clock p.r.f.
The number of levels contained within an element 4T
is therefore given by .-

P R g
At the decoder, the number 1 is set into a binary
counter which is driven by a clock pulse source of
variable frequency (fr) where fr = fS approximately.
The time (4T) taken té count an incremental number of

clock pulses (dl) is given by:-
L d

o, ks

d I

Hence, the decoder counter will re-set to zero in a

time Tr given by:-

Ts |
oo J £/£r.dT e

When fs = &t N L TS and error-free transmission

occurs.
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In the experimental model for Method 5, f_ and fr are
giVeﬁ by similar voltage-frequency converters so that
£, = keVs and T4 = Ko Ve where K  and K are
approximately equal constants.

The voltages Vs and Vr are the respective outputs from
the two compandors, which are current-driven as shown
in fig.7.2 tarough bipolar transistors, having emitter
resistors Rg.

Hence voltages VS and Vr are given bys:-

Ve

Re R

and clock pulse frequencies are given by:-

{; = Ks Vu Eé. \ '{¢ = *<¢'\A 33:

Re Re

v, Ié_ v Vfr = \/l 'T.'T
<

By substituting in eguation (7.14), the decoded pulse

(Tr) is given by:-

s
W S

Kor Tor
o

The companding error may be defined(sq) as the
fractional variation of the ratio V,/Vy where V, and
V1 are the signal output of the decoder and signal
input to the encoder respectively. In the coding

method under consideration:

V2 T

V- Ts
That is, if Tro /Tgy 1is the ratio of the pulse lengths
at very sméll signal levels, then the companding error

is given by:- T

e | E Tl K :':smffﬁf -1}
_Ge)

T; T;o Ky ) T ol Tor

1
ilu-

-—
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The value of TSG/TTO = dT“/c,f"l'.,. =

so that the error € may be determined when the integral
in equation (7.15) is evaluated.

The evaluation of J”E% d T,

is complicated for two reasons. Firstly, 7T¢ and 7%,
although obeying the same general function of drain
voltage, have differences whose variation with drain
and gate voltages is unknown. Secondly, because the
duration T is proportional to clock sweep voltage,
integration w.r.t. drain current, rather than drain
voltage, is required.

That ié, the ratio T¢/Tr will show a variation with
current, and this is a major source of error in both
the separate-stage compandor and in the method under

(39) for the former

consideration. It has been shown
that minimum error need not necessarily occur when

T /T, is unity. This rather remarkable feature is
considered in Appendix g , as it is relevant to the
present investigation.

The dependence of drein resistance (r) upon drain

voltage may be obtained from the Shockley equation (7.!1).
This latter equation is given in full as:-

: 3/ P
g 3%, - 2%, )20

P

The drain conductance (%/r) relative to the value l/Qp

given when U = V_ is then as follows:-

% <o (H% -(% ) 4 o)
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It may be noted that neither of equations (7.16) and
(7.17) contains information atout differences in f.e.t.
resistances r; and rs. Only if the derivation of
equation (7.16) were known, could the actual dependence
of r. and r, upon U and 7Ug- be obtained.

To reveal the nature of this dependence,another

equation for Re¢/4 is derived in Appendix [) . This is

given below:-

Rez = 3|1 = 0425 ) e

Equations (7.17) and (7.18) appear somewhat different
but in fact, they are similar functions of ( U +Vs) as
may be seen from fig. 7.1ll. It is suggested that the
similarity of two differently derived equations 1is a
confirmation of their validity. Furthermore, any
information to be obtained from equafion (7.18) may be
applied to equation (7.17). The following conclusions
may therefore be made to Appendix D and a comparison

of equations (7.17) and (7.18).

(1) The conductance of a f.e.t. channel is a function
of J 1I+’U3

(2) A difference in conductance between two f.e.t.s.
of the same type is a difference in the surd and

may therefore be revresented by an expression of

the form JU(H‘O’) "|"U3 where o < |
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(3) The Shockley eguation for drain current appears
to have been derived from an integration* of a

conductance w.r.t. drain voltage as follows:-

3 STE%P -+ 'U%P) E’i"d: ?;l(}P\) = 2(}'{/{) 5 'US/VPV/Q_ 2@3 /v p)s,cz
0 s g (7.19)

(L) A difference in conductance between two f.e.t.s

may be represented in equation (7.17 as follows:-

b = 3 = 2fF, (o) [0 ) - (o) ok

(5) Equation (7.18) implies that the conductance at
V = 0 is independent of Ug while equation (?.12)
suggests that

Ry = 3[ - 0425/ U4, } (72)

|

This latter result is in agreement with the

experimental results in AppendiX I

It is shown in Appendix I that the ratio "s/v  may

be made very nearly .independent of ¥ (and i) by adjust-
ment of 1@ . This result has been shown experimentally{sq)
and confirmed theoretically in Appendixa— for a special
case. That is, one f.e.t., having a resistance TS,
(or Tg) , a zero value of 'Ug. and a term (1 + O )3/2

as in equation (7.20), and the other, having a resistance
T» ,or Tc which obeys the "Shockley" equation (Z.20)
exactly. It must be admitted that although equation
(7.20) suffers from the limitation given under (5) above,.

it did tend to give a clearer .confirmation of the exXperi-

mental result that matching of tio f.e.t.s could be

*That the Shockley equation is an integration is confirmed by
Walker 41 ywho states that the equation is only valid when |/ >Vp,
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achieved by gate bias adjustment. Hence equation (7.20)
was adopted for integration and the ratio /%~ was

written as follows:-

3
TEhw —o-es/_ﬁ/;e [(i +U%)3i__"(li3_/_v—)f] (r21)
o | =066 %p['* 0':[3/2 - -7

The interpretation of equation (7.21) is that:

(1) the receiving-end f.e.t. is idezal, obeying the
"Shockley" equation (7.17) by a resistance 7T
when the effective gate-source p.d. is (U + Ug)

(2) the sending-end f.e.t. has a resistance %s which
tends to be larger than in the ideal case because
the effective gate-source p.d. is larger by the
factor (1 + o)

(3) the ratio tends to become independent of drain
voltage VU at some value of gate-bias Vg at the

receiver.,

The integral of equation (7.21) has been evaluated in
Appendix K , between the limits 9§a==0 and gﬁ; =1

for the special case of both f.e.t.s having zero gate-
bias. The consequent solution of equation (7.16) is

the maximum companding error which will arise when no
attempt is made to compensate by gate bias. This error
has been estimated as 0.b370°, which should be compared

with the fﬁeoretical error of 1980, developed in Appendix J

for the separate stage compandor.
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T+4. Conclusion to Chapter 7

An investigation has been made of two types (A and B) of sweep
generator., Tyvpe B had three stages, including a balanced compandor,
while Type A had two stages. The junction f.e,t. has a certain ad-
vantage as a single-ended compandor, but is not easily applied as a
balanced compandor. Hence generator type A, the stages of which are

shovm in figse Te1 and 7.3, was adopted for the model.

: A study has been made of the f.e.t. as a compandor, Firstly,
the i/v characteristic has been compared with the logarithmic compression
characteristice To do this, two equations were considered; one due to
Shockley, and. a much simpler one derived empirically. It has been

shown that the required characteristic may be realised approximatelye.

Secondly, an assessment of the likely companding errors has been
medes It has been shown in reference (39) (Append. I-J), that the
major error in separate-stage companding is that due to the variation
in the ratio of the resistances of compressor and expander with modulat-
ing sign-=1, These variations arise from differences between two f.e.t.s
of the same type. TIurthermore, it has been shown that the variation of
this ratio determines the error in Method 5 codinge To estimate the
likely error, it was necessary to account for the gpread in character-
istics. Hence an equation was derived (Appendix D) which suggested
that differences were due to the differences in p.d. across the
depletion region, This analysis enabled the Shockley-derived equation
to be modified. ° It was then shown (Append. J-K) that the maximum

error in Method 5 may be c¢ne-third of that in separate—stage companding.
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CHAPTER EIGHT

THE TESTING OF THE

MODEL CODERS
8.1 Introduction to this Chapter

8.2, Synchronisation
8.2.1. The Reset (Clear Pulses)
8.2.2. The Encoder Register Write-~in Pulse
8.2.3. The Decoder Counter Write-in Pulse

8.2.4. Stabilisation of the Swept Frequency Clock Pulses

8.3. Tests upon the Encoder
8.3.1. Tests for Correct Operation
8.3.2. Testing the Transfer Characteristic

8.%.3. Discussion of Transfer Characteristics

8.4. The Encoder and Decoder in Tandem
8.4.1. The Overall Tests

8.4.2. Discussion of Results of Overall Tests

8.5 Asynchronism in the coding model
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8.,1. Introduction to this Chapter

The stages of the Method 5  coders have been considered
in chapters 5, 6 and 7. This chapter is devoted to showing how
these stages are connected, and to the testing of the encoder and

decoder models.,

8.2. Synchronisation

Block diagrams have already been given in chapter 3 to
illustrate the principles involved, The aim of this work,
however, is to demonstrate how non-linear companding may be in-
corporated in the coder, It is not necessary, therefore, to
instrument the complete systems shown in figs. 3.9 and %.12, Also,
in practice, the synchronising pulse trains, at the decoder, are
extracted from the received pulse train., For convenience,in the
experimental decoder and encoder,the same synchronising pulse
trains are used. |

The main components of both models are shown in fig. 8.1.
It will be seen that the encoder and decoder are on the L.H.S. and
R.H.S. respectively, and that both have full- and dashed-line
connections., The full=line connections show that the 8 KHZ binary
digit pulses synchronise the 1 KHZ divider output pulses which,in
turn, synchronise the stages in two paths in both coders, These
are called the principal connections because they show how the
stages are generally connected, The dashed lines indicate the
additional synchronisations which are required for stable operation,

In a pulse-~count method, the length-modulated channel
pulsesof the first channel gate clock pulses,which are counted in

that channel pulse duration, The parallel-to-serial conversion
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occurs during the second channel pulse. Since the decoder and
encoder are in close proximity, the serial-to-parallel conversion
" and the setting of the binary counter also occur during the
second channel pulse. The subsequent operation of the counter
then takes place in the third channel pulse duration, This
sequence is illustrated in the pulse waveform diagrams of fig.8.2,
To obtain this sequence in the coders, not only are
synchronising connections from the sequencer required, but also
connections, which give re-set pulses for the counter and register,
in the encoder and decoder respectively, Alsc the transfer
gates between counter and register in both coders require pulsing.,
In addition, to obtain stable operation with a triangular sweep,
the v-f converters require additional synchronisation., These

three connections are now explained in detail,

8.2.1. The Reset (Clear) Pulses

To permit sampling at frame intervals and multi-channel
operation,the encoder counter required clearing when a
completed count has been transferred to the output register,
Ideally, the reset pulse should have small duration, with an
edge coinciding with the trailing edge of the channel
gynchronising pulse, In the exverimental model, only one
channel is ﬁnstrumented, and it is therefore convenient to
have the counter operative only during the first channel
synchronising pulse. Hence, the counter re-set pulse may
be obtained from the normal output Qi of the sequencer,

The clearing of seven bistables, however, presents a consider-

able logic load and so the complementary output Q is taken
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via an inverting NAND gate to give the counter clear function.
The invut register of the decoder requires to be cleared for
corresponding reasons at the end of the second channel pulse.
Hence, the sequencer output Qp is taken via an inverting gate to

give the register clear pulse,

8.2.2. The Encoder Register Write-in Pulse

At the end of a length-modulated pulse the stages of the

binary counter are set to the losic levels of the binary
equivalent of number of clock pulses, The logic levels are
transferred to the set and clear terminals of the corresronding
stages of the register, This could be achieved by a small
duration vulse just before the onset of the clear pulse. It
was found convenient to use the gated clock pulse train as the
register write-in pulse., That is, the register gates, and
hence the register set/clear terminals, are pulsed as the binary
count occurs, This method would not be suitable in practice,
for the counting of c}ock pulses in one channel duration would
mar the parallel-to-serial conversion of the preceding channel,
0f course, this does not matter in the single channel experi-

mental model,

8.2.%. The Decoder Counter Write-in Pulse

It may be seen from fir., 8,1 that the output of the encoder-
register is not gated by the binary dicsit pulses, The coded
signal is therefore in logic data form (as distinect from the
more usual pulse-form). This sirnal is avplied direct to
the decoder register by comnecting the Q and 5 outputs of the

encoder register to the J and K inputs respectively of the
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decoder register., A éode-pulse group will be pulsed through
the seven stages of the input register by the end of the Tth
"hit" pulse. The transfer to the counter stages is arranged
during the 8th pulse, The selection of the 8th "bit" pulse
is made by gating with the three normal outputs (Qq, Q and

Qz) of the divider.

82 41 Stabilisgtion of the Swept Freguency Clock Pylses

For a given modulating sienal, as represented by a setting

of C in the p.l.m. stage, a definite number of clock pulses
should be gated to the counter, When the clock pulse
frequency is constant, or subject to a sawtooth sweep, there
is no difficulty in maintaining a constant number of say

100 clock pulses in one interval.

Vhen a triangular sweep voltage is applied to a v-f converter,
it is not generally possible to display a steady trace, unless
the v-f converter itself is synchronised with the channel
pulse., It is considered that the absence of an abrupt edge
in a triangular pulse can result in timing errors. For
there will be small variationsg in the slope of a triangular
waveform from one sweep period to the next, resulting in a
variation in the numbers of clock pulses between sweep
intervals. = In general, jitter-free traces could only be
obtained for short periods for the first 20-30 clock pulses,
This was true not only for the dual monostable v-—f converter,
but also for one function generator*, to which a sweep input
may be applied. It may be thought that synchronisation may

be achieved by the addition of a narrow rectangular pulse to

* Function Generator TG501 (Feedback Ltd.)
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(a)
(b)

(i?f})

the triangular waveform, The polarity and position of the
pulse could be such as to decrease the frequency of the v=f
converter to the lower-limit, and to stop pulse generation at
the end of the sweep., When this was attempted, the pulses
ceased towards the end of the sweep, but the operation was
still subject to jitter.

It was then found that an excellent gating action could be
obtained by applying the sequencer output Q to the AND gate
jnputs (A) of the dual monostable circuit., It will be re=
called fhat clock pulses will only be generated when there is
a logical O level on the A input, Hence, stable clock pulse
waveforms as shown in the oscillograms of fig.8.4were obtained
when the synchronising connections, shown in fig, 8.1 were
made, The simplicity of this method of synchronisation was
a further justification for the development of the dual mono-
stable v-f converter,

The synchronisation tended to be less effective when the
compression parameter (#) was increased. The sweep wave-
form then had regions of high slope (i.e. high °£§j€ values).
It is considered that the variations from one sweep period to

the next were too great for synchronism to be maintained.

Tests upon the Encoder
The tests upon the encoder were of two kinds, to show:
that the model was operating correctly, and

that the required transfer characteristic was obtained,
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8.3.1. Tests for Correct Operation

To check that the model was operating correctly, the output
waveforms of the various stages were monitored, for various
values of C in the p.l.m. stage.

The system shown in fig. 8.1 however, waa-developed from a 4-
channel system, and these initial tests were made upon the
earlier system, There were two other differences between

the models:

gi) the frequency of the binory digit pulses were 4KHZ
instead of 8KHZ:

(ii) the register output was gated by the binary digit train
so that a pulse output, instead of a lozic level output

was obtained.

These differences may be seen in the oscillograms shown in
figs, 8.3 to 8.5 inc. and comments are now made upon these

observations,

Fig. 8.3 Observation of Waveforms in a Frame,
(i) Sequencer and Binary Digit Pulse Trains,
The lower trace is a four-channel sequencer (Q1) wave-
form while the.upper trace shows the 4KHZ binary pulses

wvhen gated by the sequencer output Qg

(ii) Integrator and Gated Clock Pulse Trains.
The lower trace is the triangular waveform output of the

0.A. integrator, while the upper trace shows the high-

frequency clock pulses after gating by the length-modulated

pulses, (The value of C was set to give a pulse-length

a little smaller than that from the sequencer. )

-



(1) 4KH. BINARY DIGIT PULSES (upper) (2) GATED CLOCK PULSES (upper)
4 CHANNEL SEQUENCER PULSES(Clower) INTEGRATOR OUTPUT (lower)

FIG. 8.3 WAVEFORMS
IN A FRAME

Time base setting. 500 us cm

(3) COUNTER STAGE B
Q OUTPUT ( upper)
4+ CHANNEL SEQUENCER PULSES (lower)

() GATED CLOCK PULSES(uppen (i) GATED CLOCK PULSES Cupper)
FOR A TRIANGULAR SWEEP(lower) FOR A COMPANDED SWEEP (lower)

FIG.8.4 WAVEFORMS IN A
CHANNEL PULSE DURATION

-3
Time base setting 0o us cm



Figo

(127 )

(iii) Sequencer aﬁd Counter Stage (B) Pulse Trains.

The lower trace is the sequencer pulse, while the upper
trace is the waveform of the counter stage output, B.
The time base setting (500 45 em™'), required to
display one frame, does not allow visual counting of
the number of pulses., It may be seen, however, that
the divided clock=pulses are frequency modulated and
that Qp has a logic 1 level at the end of the chamnel

pulse,

8.4, Observation of Waveforms in the Channel Pulse Duration,
(i) The Integrator and Gated Clock Pulse Trains,

These traces are expansions of fig, 8.3 (ii) with 2
time-base setting-of 100 e s em™', The compandor stage

has been omitted so that the integrator output, suitably
inverted, (lower trace) was applied to the v-f converter,
The sweep amplitude was adjusted to give a trace in

which the clock pulses can be counted visually, It may

be seen that in this case the clock p.r.f. was swept

from 20 to about 120KHZ, giving some 60 pulses in the

channel pulse duration.

(ii) The Compandor and Gated Clock Pulse Trains,

The lower trace is the outrut waveform of the single-
ended companding element of fig.7.3 for a triangular
input. The upper trace shows the corresponding
frequency-modulated clock pulses. The sweep amplitude
has again been adjusted to give a trace in which the

pulses could be visually counted,



() GATED CLOCK AND
BINARY CODE PULSES

FOR 38 LEVELS

() COUNTER STAGE A
AND BINARY CODE
PULSES FOR 35 LEVELS.

() COUNTER STAGE
AND BINARY CODE PULSES

FOR 3% LEVELS

(V) COUNTER STAGE D
AND BINARY CODE PULSES

FOR 55 LEVELS

(Vi) COUNTER STAGE F
AND BINARY CODE PULSES

FOR 35 LEVELS

(v} COUNTER STAGE C
AND BINARY CODE PULSES

FOR 55 LEVELS

(vl COUNTER STAGE E
AND BINARY CODE PULSES

FOR 55 LEVELS

FIG.8.5 WAVEFORM
IN THE COUNTER
[upper traces]

AND AT THE REGISTER
OUTPUT
[lower traces]

Time Base Setting 500 ys cm | (.,av’ -vil)
250 M8 CM (i)
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It may be noted thét both sweep waveforms of fig, 8.4
(i) and (4i) exhibit rounded minima. This suggested
that limiting occurred in the input circuit of the
constant current transistors of the v-f converter.
Nevertheless, the full range of clock frequencies 30-
450KHZ could be easily obtained and it was considered

that the clock pulse generation was satisfactory.

8.5. Waveforms in the Counter.

These oscillograms show the waveforms at various stages
in the counter, for two clock pulse trains, containing
38 and 55 clock pulses respectively. The number is
identified in each oscillogram by the binary coded pulse
group in the lower trace, which is the gated output of
the register.

It will be noted from oscillograms (ii) and (4ii) that
the first 5 mm, of the sweep has not been reproduced,
Hence, when account is taken of this, it will be seen
that the stage waveforms (ii - vii) correspond respect-
ively with the binary code pulse groups shown, and that

therefore the counter is operating correctly.

8.6(s) Vaveforms in the Output Register.

The four oscillograms (i - iv) inc. are the waveforms at
the normal output (Q, ) of the register, The upper
traces are the binary code pulse groups, obtained by
gating the output Q, with the gated binary train shown

in fig. 8.3 (4i).



1) 26 QUANTA {2) 30 QUANTA

(3 68 QUANTA i) 72 QUANTA

FIG. 8.6@WAVEFORMS IN THE
OUTPUT REGISTER

BINARY CODE PULSE GROUPS (upper traces)

REGISTER OUTPUT (Qu) Clower traces)

Time base setting: 500 us cml
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Inspection of the upper traces would suggest that the
corresvonding level numbers contain up to 5 digits and
that they form one of the sequences:

(13, 15, 17, 18); (26, %0, 34, 36), (52, 60, 68, 72).

The choice of the sequence (26, 30, 34, 36) may be
inferred if it were given that the 2° digits were zero
in each case., In fact, the numbers were 26, 30, 68 and
72 which correspond with the 0, waveforms, given in the

lower traces,
i

The way in which pulses are formed in parallel eniry
register is shown in fig. 8.6(b). It will be seen that when a
T-digit number such as 1101101 is set into the 7 stages
0 - U, that the most sisnificant digit is not generated in
the output pulse train, It is shown, further, in fig, 8.6 )
that an 8th binary stage (V) is required to generate a 7-

digit code pulse group.

The inability to generate 7 digits does not, however,
mean that numbers > 63 cannot be covnted., Providing that
the high frequency clock pulse number is increased to just
below 64 and registered, any further increases up to 127 may
be registered, assuming the presence of the 26 Shitihs
Hence, the initial tests indicated thatlthe encoder was

operating correctly.
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8.3.2 Testing the Transfer Characteristic

To determine the transfer characteristic of the encoder
shown in fig.8.1, the following procedure was followed:-—
(1) The values of C in the p.l.m. stage, giving minimum and
maximum chamnel pulse lengths of 100 and QGQ/LS regpectively,
were determined.
(2) The d.c. and then the a.c. levels of the waveform at the input
to the v-f converter were adjusted to give:

(a) a maximum count of 100 when T = 900us
(b) a count of 50 at T x 500/03.

The values of C were then increased from the minimum value, the
duration of the channel pulse was measured, and the weight of the
corresponding binary code observed from the register output wave-
form. The binary weight (or level number) was also observed from
the expanded trace of the gated ciock pulse. The variation of
level number against chammel pulse duration is shown in fig.8.7.
To test the symmetry of this curve the mean level number was
determined and used assorigin. The numerical values of the
deviation from the new origin of points on the curve are shown in
fig.8.8. The two curves are the companding characteristics for
positive and negative modulation signals. To test the similarity
to the logarithmic characteristic given in equation (2.1), the
nomalised values of the theoretical characteristic were calculated
and are also shown in fig.8.8. An attempt was made to increase
the companding action by adjustment of d.c. and a.c. levels at the
v-f converter input. There was, however, a "jitter" in the clock
pulse waveform. Two further transfer characteristics were
obtained for the two conditions:

(i) triangular sweep input to the v-f converter.
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(ii) rectangular gweep input to the v-f converter.
The positive modulation characteristics for all three sweep input‘
conditions are shown in fig.8.9.
8433 Discussion of the Transfer Characteristics
| Examination of the graphs in figs. 8.7 and 8.8 shows that
the transfer characteristics are correct in shape and exhibit a
good degree of symmetry. It may be seen that some experimental
values do not lie on a smooth curve. This feature is to be
expected since the characteristic has a staircase shape in which
the height of a step is one quantum (or one clock pulse) and the
width is the duration of a clock pulse. Clearly, a given pulse-
number is observed throughout a time interval, Hence, the
experimental values may deviate by a half-step from the smooth curve
which passes through the middle of each stepe.

At large modulation values there appears to be less symmetry.
Closer inspection, however, reveals that the pulse-number for
maximum positive modulation is two fewer than that for maximum
negative modulation. It is considered that this difference may
be due to asymmetry in the sweep waveform (examination of the
oscillogram in fig.8.4 (ii) indicates agsymnetry) «

It will be observed from fig.8.8 that the experimental transfer
characteristic is similar to -the theoretical logarithmic
characteristic for/Mué 15. It would appear that this is the
maximum amount of compression which maylbe given by this method.
The characteristics shown in fig.8.9 are further evidence that

the encoder is operating correctly. The curve for the triangular
sweep input shows the inherent companding action of the Method 5
encoder. The straight line for the rectangular sweep input shows
the linearity of the encoder when operating with constant frequency

clock pulses.
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The Encoder and Decoder in Tandem-
8¢4.1 The Overall Test

Two tests were carried out on the overall system.

Firstly, both the encoder and decoder counters were operated
from one v=f converter, and the measured pulse durations of the
encoder length-modulated pulse were compared with thoge generated
by the decoder start-stop bistable.

Secondly , the system with two independent v-~f converters
(as shown in fig.8.1) was tested in the same way.

The aim of the first test was to show that the decoding
principle was correct. To maintain the correct encoding=-
transmission-decoding sequence, however, the waveform from the
comnon }—f converter required synchronising at the commencement
of chennel pulses (1) and (3). This was provided by combining
the sequence outputs 51 and 53 in an AND gate for commection to
the A input on the dual monostable-astable circuit. The encoder
channel pulse duration was varied in steps from 200 to goqécs and
the corresponding times for which the decoder bistable was set,
were measured. The results are shown graphically in fig.8.10.

The aim of the second test was to assess the effectiveness
of the coding method. The arrangement: shown in fig.8.1 was
used. Care was taken to ensure that the two indpendent v-f
converters had similar transfer characteristics. The test,
outlined in the previous paragraph, was made. It was observed
that the duration of the decoder output pulses were frequently
subject to random variations (i.e. timing jitter), which made
the results of successive tests inconsistent. The results of one

set of measurements are shown graphicelly in fig.8.10.
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8.4.2 Discussion of Results of Overall Tests

The graph in fig.8.10 indicates that, with a common v=-f
converter, the overall characteristic is linear to within 1%.

The output and input pulse durations were not exactly equal
particularly at large pulse durations. The differences, however,
are about the size of a quantum step, and are not therefore
congidered to be significant.

The results of one test with two independent v—-f converters
showed a scatter of some + 10% from the straight line obtained
previously. Clearly, because of the random variations in the
decoder pulse the experimental points may not be joined to form a ;
smooth overall characteristic. The waveforms of the v-f
converters were monitored to see how effectively they were
synchronised when subject to a sweep voltage. When the
oscilloscope time base was synchronised from the sequencer (Q1)
output, it was observed that there were irregular variations in
the number of clock pulses in the sweep waveform of the decoder
converter. The waveform of the encoder was stable, as in the
tests upon the encoder given in 8,3. These observations were
not unexpected, however, as the encoder waveform is nearer in
time to the time base synchronising pulse. The first overall
test results (with the common v-f converter) were congistently
gtable. It must, therefore, be concluded that independent
v-f converters subject to a triangular sweep input, may not be

eagily synchronised.
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8.5 Asynchronism in the Coding Model

The tendency to lose synchronisation between the channel and
Eloék pulses has been evident during the tests. It is worthwhile
now to recall the occasions when it occurred. Firstly, it tended to
occur during the initial tests for synchronism upon the v-f converter
(section 8.2.4), and in the test opon the transfer characteristic of
one coder (section 8.3.2) when the compression was increased.
Secondly, intermittent synchronisation occurred in the overall test,
when independent v-f converters were used. These two aspects of
asynchronism are now considered.

In the first case the synchronisation was satisfactory with
sweep waveforms which gave u<15. When the de¢ and ac levels at the
v-f converter input were adjusted to increase the x -value the
waveform showed a large variation in df/dv (or'df/dt). Under such a
condition,a timing jitter was observed in the éated clock pulse wave-
form, that is, a tendenéy to lose synchronisﬁ between the channel gating
and clock vulses. It should be recalled that the channel pulse
controls the operation time of the dual m ocnostable-astable circuit.
When, however, there is a large variation in df/dv,there tends to be
a variation in the number of clock pulses from one sweep period to the
next. This is especially true if the channel pulse has a duration T
in the range To =T =< 2To. This asynchronism could be due to
variations in the amplitude of the sweep between periods. It is not
understood, however, how such variations are only significant when the
sweep waveform has a large 4f/dv varistion.

In the second case, loss of synchronism was evidenced by two

factors:-

(a) Variations in the set time (i.e. timing jitter) of the

¥



decoder bistable when the a.steady voltage was avplied at the encoder.

(b) Unstable gated clock pulse waveforms at the decoder, when the
encoder and decoder waveformgwere digplayed together.

It was stated in the previous section (8.4.2) that this
agsynchronism was not unexpected, for in previous tests it had been
observed that asynchronism tended to occur when the time between pulse
bursts was a large part of the time base period. Further thought,
however, suggests that this argument is not entirely valid. For, if
the pulses from the encoder p.l.n. and decoder bistable stages have
their leading edges determined by the segquencer, and if one pated
clock burst is steady, then the other should also be stable. It is
now congidered that asynchronism was due to the instability of the
decoder v-f con%erter when drifen by a distorted triangular waveform,
(even though =+ 15).

This tendency to asynchronism appears to be inherent to a design

which has two independent v-f converters driven by such waveforms.
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9.1 The Case for a Segmented Companding Characteristic

The results of tests upon the coding models of Chapter 8 revealed
two causes for the loss of synchronism between the chamnel and clock
pulses. Firstly, it occurred in one coder when 4f/3, for one v-f
converted has a large continuous variation. Secondly, it tended to
occur between sending and receiving coders when two independent v-f
converters were used. It was then concluded that the loss of
synchronisnm was inevitable in a design which utilized separate v-f
converters subject to continuous sweep waveforms. In this context,

a continuous waveform is one which has no sharp edge; i.e. a triangular
or a distorted triangular waveform is regarded as continuous.

The continuous sweep waveform is necessary, however, to give a
smooth companding characteristic. A question , which must arise, is
whether the application of a smooth companding characteristic is justified.
The principle of amplitude quantisation does not permit the transfer
characteristic to be absolutely smooth, for it will have at the most
2" steps, where n is the number of binary digits. Indeed, as reported
in Chapter 2, non-linear gquantisation may be given by a few segments,
with each covering a number of quantised levels. Moreover, segmented
companding with four or more segments is becoming the preferred
method. It is capable of greater accuracy, because it is substantially
independent of the I/V characteristics of devices. The application of
this type of comranding may be applied to Method 5 coding, as will be
shown, by arranging for thz clock frequency to be varied in discrete
steps. It must now be asked whether this practice can result in better
synchronisation. Cattermole has recognised the advantage of what
amounts to time quantisation in a system where the clock pulse is varied,

In reference (33), he gives an example of a system in which the clock
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frequency has two values, giving a two-segment characteristic.
Furthermore, he points out that these clock frequencies may be
conveniently generated from one clock pulse source. Hence, because
the clock and chamnel p.r.f.s. could be harmonically related,
synchronisation should be maintained more easily. The instrumentation

principles of such a system are considered in the next section.

9.2 A Method 5 Coder with Segmented Companding

To complete the investigation of the Method 5 coder, a brief
description is given of the instrumentation of a system which gives a
four~gsegment characterigstic. A block diagram of such a system is
shown in fig.9.1, while the waveforms at varicus points in the encoder
are shown in fig.9.2. -

The clock pulse train is made up of "bursts" or trains of 32
pulses of each of four frequencies, obtained by division of 512 KHZ.

A nine-stage binary divider is used so that a 1 KHZ channel
synchronising pulse is also given. Each of the four "bursts" are
obtained by gating certain of the outputs of the divider. The bursts
are combined in an OR gate to produce the discretely variable frequency
clock pulse train, The number of clock pulses is then 4 x 32 = 128

in the full lms chamel pulse, 3 x 32 = 96 in 5001 s, 2 x 32 = 64 in
250/«3 and 32 in 125us. Hence the system would operate as a pulse-
count segmented encoder. The corresponding decoder will be very nearly
the reverse of the encoder.

The synchronous operation of encoder and decoder in a practical
system, would require that information about the clock p.r.f. be
extracted from the incoming p.c.m., This may be conveniently arranged

by choosing a binary digit rate which is harmonically related to the

/
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clock p.r.fe.

It may be seen therefore‘ that, because the system does not use
swept frequency clock pulses, and because the channel, clock and binary
digit pulses are harmonically related, jitter-free operation should
occur. It may also be noted that although the system contains more
integrated circuits, these are, except for the p.l.m. stage, of two

types only, namely binary and gate circuits. Such a system is

inherently simple and capable of stable operation.
9.3 Conclugsion to Chapter 9

A case for a pulse-count coder, which has a segmented companding
characteristic, has been made. The instrumentation principle of a
system, which gives a four-segment characteristic, has been described
briefly. It has been shown that a simple and stable system may be

designed.
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10.1 General

An investigation has been made into methods of coding, which
use a binary counter, for p.c.ms It has been stated in Chapter 1
that logarithmic compression of signals is desirable to give adequate
signal : error ratio at small signal levels, It has also been stated
in the historical review that in the early pulse-count encoders, the
compression was given by a seporate stage. lMoreover, in each of the
three different coders, described in Chapter2 there was provision for
a aepgrate—stage compandor, if compression was required. The aim of
this work therefore, has been to design a pulse-count coder in which
non linear compression is incorporated.

The sequence of operations in a pulse-count coder has been
described as follows:=-

(i) Conversion of signal into length-modulated channel pulses.

(41) The gafing of a number of clock pulses provortional to the

variable-length channel pulses.

(iii) The counting of the clock pulses and the conversion into

binary eode-pulse groups.

It has been shown that four methods of logarithmic compression
are theoretically possible if the signal (V) is made to modulate either
one, or both, of the channel pulse-length (T7) and the clock pulse
frequency (f) as given below:=

(1) T to be a logarithmic function of v, with f constant.

(8) £ to be a logarithmic function of v, with T constant.

(3) T« v, and £ to be a non-linear function of v.

(4) fo v, aﬁd T to be a non-linear function of v.

When, however, the instrumentation of these methods was
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considered it was found that while the encoders for Methods (1)
and (2) may be realised simply, those for Methods (3) and (4) require
devices which have negative resistance characteristies. Furthermore,
in all four methods the complementary decoders are extremely difficult
to instrument.

The problems mey be simplified considerably if the signal
modulating - and companding - functions are separated. Hence a fifth
method was defined as followa. The signal v linearly modulates the
channel pulse duration T (as in Method (3)), and the companding
function is provided by clock pulses, whose frequency is varied by an
independent sweep generator. ITn an m~channel system the clock pulse
would be swept at a frequency of 2mf, where fi is the highest modulation
frequency. Thig apparently complex method is, in vrinciple, more
convenient to instrument than the other fcur methods, because the
decoder is very nearly the encoder in reverse, requiring the same type

of clock pulse generation.

10,2 Experimental Evaluation of the Method 1 Encoder

An experimental evaluation of the simplest of the above encoders,
namely that for method 1, has been made. Since the clock p.r.f. is
congtant for that method,-the p.l.m. stage, only, required simulation.
It has been shown that a monstable multivibrator, in which the timing
elements are transistors, may give a quasi—loéarithmic companding
characteristic. It was, however, not possible to obtain a
characteristic which was sufficiently symmetrical on positive and
negative modulation. Three méthods were used and the one which gave
the greatest degree of symmetry, is considered to be original., This

method consisted in using two transistors, one of which modulated

/
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the timing resistance, while the other, in effect, modulated the

timing capacitance.

10.3 Experimental Development of the Method 5 Coder

To evaluate experimentally the fifth coding method, a model for
the system was designed. To simplify both the design and the ultimate
detemination of the transfer characteristics, the model had the
following features:-

(i) Five channels, one of which was instrumented.

{i1)A channel p.r.f. of only 200HZ.

Gﬁi)Diregt modulating voltages, only, were gimulated at the

p.l.m, stage by the settings of a timing capacitor.
(iv) The maximum number of steps in the companding characteristic
was 127.

(v) The demodulated output from the decoder was the duration

for which a bistable was set by a reversing counter.

(vi) Integrated circuits having the dual-in-line base were used.

Those stages which are common to pulse count cecders generally,
have been described in Chapter 5. These are the divider, sequencer,
gates, binary countér, shift register and decoding bistable. The
stages of clock pulse generation are, however, peculiar to the Method
5 coder, and consist of a sweep generator which feeds a linear voltage-
to-frequency converter.

A detailed treatment of one type of converter has been given in
Chapter 6, because it will generate a stable swept frequency wave-form
from a distorted triangular sweep waveform. An integrated cirecuit
form, based on the dual monostable-astable circuit has been developed,

and it is considered to be original.
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The develovment of the distorted triangular waveform generator
has been given in Chapter 7. Two methods were considered, namely (4)
a Triangular sweep method and (B) a differential sweep method. The
former required a single-ended compandor only, and had one stage less
then method (B) and hence the triangular sweep method was adopted.

The junction f.e.t. was selected as a compandor for it has at least
one advantage over the diode as a smooth companding element. That is,
the f;e.t. i/v‘characteristic may be varied by gate bias to permit
matching between encoder and decoder elements. An analysis of the
companding errors for the Method 5 encoder has shown that they should
be smaller than those given by an encoder using a separate stage
compandor. This is because of the inherent companding given by the
swept frequency method, which therefore, reduces the dependency upon
the characteristic of the companding element.

The setting-up and testing of the two coders have been described
in Chapter 8, It has begn shown that the encoder may be operated to
give a symmetrical quasi—logarithmic companding characteristic. The
maximum value of the compression parameter (#) which could be obtained
was about 15, the limit being set by the loss of synchronism between
the clock and channel pulses. It is considered that asynchronism was

due to the large continuous variation in df/dv with almost zero values

at the low frequency end of the sweep.



Tests upon encoder and décoder when they are connected in
cascade, have been made. The results show that, when the encoder
and decoder v-f converters are synchronised, a linear input/output
relation is obtained. It must be admitted that some difficulty was
experienced in synchronising two converters which are driven by
distorted triangular waveform generators even when the latter are
synchronised from a common source. It is considered that this
asynchronism is an inherent feature of a system containing independent
v-f converters driven by distorted triangular waveforms. It is
concluded therefore that the principle of coding by Method 5 has been
validated. The failure to maintain synchronism is due to the

limitations of the design for the model,

10.4 A Segmented Method 5 Coder

To complete the work consideration was given to a Method 5 coder
in which the clock frequency varied discretely to give a four-
segment companding characteristic. It has been shown that such a
system is likely to be simpler in instrumentation, and to be capable

of more stable operation.
10.5 Realisability of a Method 5 Coder

The evaluation of the coding principles has been made on the
besis of a low fréquency model. It has been stated in section 4.1.1
that the results obtained from the model are only valid if the devices
used in the model, behave similarly at the higher operational
frequencies. Consideration is now given to see if Method 5 coding

may be applied to telephony.
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In an m-channel, n-binary digit system having a maximum modulating

frequency fm, the channel p.r.f. is 2. fm, and the!maximum channel

pulse duration is I/Qrm )Ch

The maximum clock pulse frequency, using smooth companding is given

by equation(3.10) !
RSN

12 Mo f03 (I"*‘/uj

where f is that constant frequency which will give 21 clock pulses

in the maximum channel pulsge.
: (m+1)
l.Ce fu - 2 ’rﬂ. F‘Tﬂ

i : - Ju7
Agsuming tynical values as follows = n=8, u= 15, ﬁnax g ]OOHH‘“:
m{, = 34000
Hence, if the highest modulating frequency is 4 XHZ, the lorgest

number of channels which may be accommodated is only 8 or 9.

The S-segment coder will give a similar figure, for the maximum
clock frequency is given in Appendix L = ¢=

:é[(QS_ !) 2'n+1. m :Fh:l' '

§'m0.)(

T s =k
mf, =52000

The segmented coder, however, may be realised more readily than
one which contains a voltage-frequency converter. This advantage
arises because of the lower frequencies at which IC monostables tend

to operate,
10.6. Concluding Remarks.

The aims of the investigation were to consider methods of pulse
count coding in which non-linear smooth companding is incorporated,
and to exverimentally evaluate the most convenient method. This has

been done.
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The performance tests upon the experimental model revealed a
disadvantage which was inherent in a design for smooth companding.
An alternative approach which gives a segmented companding charac—
teristic, has been outlined. It is considered that it will not have

the above disadvantage and that it may be more realisable in practice.
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APPENDIX A

A.C.Measurement Methods

In the initial feasibility tests upon Method 1 coding .= an

a.ce system of measurement was considered.

When, however, an a.c. signal modulates the duration Ef a pulse
( the a.c. signal and pulse are derivedfrom independent sources) ,
a steadysingle~line trace cannot be observed on an oscilloscope
screen, even though the timebase is synchronised by the pulse. The
situation is shown in fig A1 where a sinewave signal is sampled at
the peak value in é Pel.m. system. Because the sinewave gnd pulse
are independent sicnals there will be a random variation in phase
so that the pulse deviates from the time vosition of the sinewave ﬁeak.
If the leading edge of the pulse is synchronised to the timebase, and
if the modulation varies the trailing edge only, thenthe latter will be
as shown in fig Al. The C.R.0. screen persistence enables observation of
trailing edge for a number of samples, for which there have occurred
phase variations between the pulse and sinewave. In effect, the
variation of vhase avpears as an amplitude variation, and hence as a
variation in duration T. The lack of synchronism between the modulating
signal and the signal to bemodulated always prevents the observation
of a steady trace in any modulation experiment. Hence, a system of
measurement was desipgned where the channelpulses are derived from a

sinusoidal modulating signal.

A block diagram of the system is given in fig.A2. while the corresponding
circnit diagram is shown in fig A.3. It may be seen that the modulating

signal is doubled by the diode bridge.
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A portion of the amplitude is then selected by the two-level diode

clamp. The clammned waveform is used to synchronise a Schmitt trigger,
whose output thenconsists of square waves at twice the modulating

sirmal frequency. The square waves are differentiated, to synchronise
the monostable multivibrator which forms the p.l.m. stage. Hence

channel pulses are generated, having a frequency twice that of the
modulating signal, with the pulses occurring near to the peak value.

The modulating signal is also applied, via a transformerto the transistor
resistance modulator so that the channel pulse duration depends upon

the peak value of the modulating sigmal.

To test the companding characteristics the rms value of the
modulating signal ismeasured and the corresponding value of the channel

pulse duration T observed.

The initial test results commare closely with those obtained for
the d.c. tests shown in figs 4.3 and 4.7. Major errors arose, however,
when the channel pulse duration became comparable with the half-period

of the modulating signal.

The latter difficulty could have been overcome if a sample-and-hold
technique had been used. In view of the complexity, however, of the

system, the method of d.c. measurement was followed.
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APPENDIX B
ANALYSIS OF THE COMPOUND C R COUPLING
. In the multivibrator shown in fig. Cl the capacitances C1 and 02
charge up via R and the base-emitter resistance of transistor T2.
Duriﬁé the quasi-stable state Cl and 02 discharge towards vcc through
Rl and the collector-emitter resistance of Tl' The following analysis
shows how the pulse duration varies with Cl, 02, Rl and R2.
The Charging Process
It may be reasoned that the smaller capacitance 02, charges

1
charges more slowly, finally acquires the charge of 02. Hence for

quickly to some maximum value, and then discharges through R2. C

most of the normal state of the multivibrator, Ucl - Vee., a7d Ve = O
The Discharge Process
Let i, and i, be the currents in R; and Rp respectively.

Application of Kirchoffs Voltage Lawlto fig.Cl gives:-
ch_ = !E: ES 'é':ji.:dt +-é_-25(ll—[?-)c{i’

= QR4 (& L) fidt — de, JL Ve (R & fide]de
Differentiate twice w.r.t. t to eliminate integrals, mmd let p =9/, this

results in:

2 1 +1 +1 1
0 = e T e A e B

The general solutioncquation (4.6) is !-

i= Aexp (- d1t) + Bexp (-C2t)

where(Ilandtiz are the roots of the p-quadratic in equation (4.6), and
A and B are the integration constants determinable from the initial
conditions.

The expressions for 0y and @5 may be simplified 1f

(& &)+ ]’ » ooww

ket m = ,Cut; ; m = RR,
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The duration of the quasi-stable state for the monostable
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APPENDIX C

multivibrator with compound C Rcoupling, is given by the solution

of equation (4.8):-

Vee

- iRy

wvhere i is given by equation (4.7) of Appendix.

i.e. 1

n(a1-A2)

. exp (=dot) + [2 =2
m(d 1 ~4)

\ exp (-1t )

Values of t which satisfied the above equation were computed, for

values of m ranging from 0.1 to 10 and values of n from 1 to 25.

The resulting values of t/blRl are tabulated below.

% VALUES TF t/cR1 for n-VALUES

n=1 n=2 n=>3 n-5 n=12 n=25
0.1 0.7 0.68 0.676 667 663 .66
0.2 0.66 | 64 633 .625 .62 .616
0.3 0.596 | 575 573 +569 .563 .56
0.4 0.544 | .5 5 5 5 5
0.5 0.51 443 424 422 422 43
0.6 .48 o4 +368 341 . 349 352
0.7 .46 366 329 274 262 .268
0.8 445 <343 .288 232 T .178
0.9 <434 <327 .268 .206 .129 .094
1 425 .315 .255 .19 .107 .063
1.1 305 244 .094
1.25 295 233 .084
1.43 .265 .225 .078
1.667 276 214 073
2 .385 .268 217 142 L0675 .035
25 .26 e, 0645
3 372 132 0314
3433 .25 .192 .0612
4 .366 F g G
5 362 245 .185 .125 .058 .029
10 354 237 .178 12 .056 .028
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APPENDIX D

To show how the channel resistance (r) of a junction fet
varies with drain current (i) and gate-source voltage (Vg),

consider fig- Do, With v = 0.

As Vg is increased, the channel width 2w decreases with the

LY

increase in width of the depletion regions.

Consider fig Dy with Vg = 0, and with a large series
resistance R1 to maintain a current (i) which is indevendent
of r.

The channel ﬁill show en approximate linear taper, for

thepotential difference from source to drain progressively

incereases the bias between gate and source.

It is required to find an expression for the resistance (r)

in terms of i and Vg.

The thickness (d) of the devletion region devends upon the
effective p.d. (v) between gate and source. This dependence for

(36)

a revergse-biased p.n. junction has been given' as d = c(qr?

It may be reasoned that in a f.e.t. V = ir + Vg.

Assuming a cylindrical geometry, the resistance r is then

given by :=- L e b
T R
T (w,- alv)

e b
Wt'l ("— Q‘F“}/W,)Q

¢ = resistivity, b = length, W, = maximum width
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The initial resistance ( To) when V = 0 is then 321%%}
I
To
i.e
= [ d |
(1 + V)

The drain resistance (Rp) when ir pinch off ( Vp), and

when Vg = 0 , is approximately 3 T o for the f.e.t. s tosted.

i.e. 0.33 = (I =v %.JV”)?
| and o /w, = 0425/,

=

i.e.

o
[, _.0.425JE7QPJQ
A Hence F%r_ 31-‘ - 0.425 !('t'r + Ug)/\fp:[ R I

This equation ie difficult to analyse for the dependent variable

is on both sides. The term (ir) is the drain voltage (V) however,

and when this is substituted, equation ( 7.18) results.

Hence it may be seen that the conductance is a function of
JV + Vg o+ This function is similar to that derived from the
Shockley equation and given in equation (7.17). Both functions are

shown in fig. T.11.

It may be noted that equation T.18 correctly predicts that the
initial conductance ( i.e. when V= 0) will depend upon Vg. This
dependence,which may be noted in the experimental resulfs in

Appendix J, is not given by the "shockley" equation.

To account for the difference between two f.e.t. s operating
under the same conditions, the coefficient of V in the surd may

be written in the form ( 1 + 0?, where 0 represents the devarture

e

from the ideal characteristic.
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Phat is, the contribution from the drain voltage V to the depletion
region width may be assumed to vary from one f.e.t to another. Hence,

the compensgtion by adjustment of gate bias may be explained.

The Shockley-derived formula renresents the behaviour of the f.e.t
more accurately, but a similar correction may be applied. The
departure from the ideal characteristic may be represented by writing

(1 + )V for V.

The matching of compressor and expander may be explained by
gsupposing that the conductance of the compressor at Vg = 0 is given by:-
_%L - [3 v/vp = 2(%P)Ps(| +0')l'5]\'% = [_9, = ?m (H 0‘3'5]

The conductance of the expander is then assumed to be ideal and

vty i L - 37 2[3[0e 30" - (%) ]

Te
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APPENDIX E

Emitter — follower connection.

Transconductance independent of parameters

A bipolar transistor in common emitter configuration, with a collector
load resistance Ry, will have a collector current given by:i=- ‘

Ie = hee [0 hoe Ri) e R
where h,, and h,, are hybrid parameters for current gain and output
resistance respectively. Egquation (B1) is only.approximately true
wnder large signal conditions, but nevertheless, shows the dependance
upon the transistor parameters. The parameters tend to vary with current

and in particular h,, tends to decrease for higher collector currents.

The transconductance 9\ of the transistor with its load R _ is
1
then given by .- ,
r'd
/
= Je = ...Eilh.@__ = he/hi
. =14, b /

When an emitter resistor Re is used to renlace R..  the input

resistance is very much greater than h,, so that :-
i
o ('*hfé) [

LT S

/
o - IE/ -
2 £ hie + (1 WQ]RQ Re

Hence the transconductance is. independent. of hg; and therefore of h,
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APPENDIX F

Effect of Reverse Leakage current and junction voltazes upon pulse duration.

In the linear V - f converter the pulse duration is given approximately
by the time taken for a linear disch-rge of a capacitance charged to the

supply voltage Vec.

It may be seen, however, from figs 6.4 and 6.6, that the duration
will be modified by the saturation values of the junction voltages of
™ and T2 ( i.e. by Veps and Vees ), by the cut-in value of base-

emitter voltage ( \/X ) and by the reverse base leakage current leso

A more exact analysis may be made by noting i-

(i) C charges to Vee = Vers

(ii) C discharged by twoconstant components 3
Bt \VRa ~ Vi/g, end Iecso

(iii) € discharges to — (Vx - Vces)

In a linear discharge (-(._ T L Ve

Hence C( Vee — Vass +[ Vy - Vcss]) = (Icao B V'/Re) T

and equation (6.3) results :=

¥ = (Vcc % VBES ~Vees +V~() C Re
. Tceo Re +V,

---(63)
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APPENDIX G

The clamping . levels of the differential source-coupled clipper.

The limits of the transfer characteristic of fig.7.7 may be
calculated with reference to fig. 7.6, by noting that :=-

(1) The "lower" limit is set by Q¢ being cut-off, and hence

\/

giving an output. Voo

(2) The "upper" limit is set by Qa being cut-off, so that
the gate-source voltage of Qs (Us:)is 1 Rs . This gives an outrut
of 5 Nop ™ ('2 Ro
Hence the differ-nce in the clanmping levels = (R

An expression for !, may be obtained from equation (4.9) as follows :=
la o Tkt e, Mga Y ¥?

' - Ip( fo i i: Rs/Vp)fu
Now, {s PS < \I’lp and VP/_Tp - ‘Qi’ -

Where Rp is the resistance of the f.e.t. drain-source channel when
Vg =0 gnd U= Ve, & (! *LSRs/R.) = Ip

1

z E*'l Ro = _ql-."_g_b%
1 + 1-5 Rs/Re

The experimental values were T, « [OmA , Rp = 3.4K 0

giving a voltege  10x3.9 =~ 0.5V,

|+ L&r [.5,-‘&),’5
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APPENDIX H

Integration of the "Shockley" f.e.t. equation (7.11)

The current/voltage characteristic of a junction f.e.t, with
zero gate-bias is represented closely by the equation:

T B gy ded

where I is the normalised drain current (= “f,), and V is the

normalised drain voltage (=)%;).

To predict the companding characteristic which will be obtained
when a f.e.t. is current-driven in a Method 5 coder, the j~V}iI
is required, It is to be noted, however, that if the lower limit
of integration is zero, the resulting compression curve will be

that for regative modulation,

The normal compression curve may be arranged in the first
quadrant by -
(i) inserting lower and upper limits of I and 1 respectively

and (ii) making the abscissa (1 - T )

The Shockley equation, however, gives I as a function of V,

To determine the JﬁVdI, the expression may be rearranged as follows:-
1 1

[V.dI s v*.(-dl)_ oAV

J Ay

J”3(V— vPldy - oa | -V(5-4]V

vV

n

The term within the square bracket has been calculated for

various values of V from 0,1 to 0.8, and its variation with tﬁe

correspondine values of (1 - I) has been given in fig. T7.10,
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Evaluation of[é - V2 (5 - 4 j_§.ﬂ-and (1 - I) values,

' 0.1
3V 0.3
[v 0.316
3/2'
0,0%2
%
oy ¢ 0.06%
I 0.231
1.2[v 0.38
151y
1.12
V2 0,01
vs-128) 0,011
INTECGRAL
. 0.289
i S

0.2 0.4 0.5 0.6
0.6 1.2 1.5 1.8
0.447 0.632 0.707 0.773
0.089 0.253 0.353 0.465
0.1?9__"_(;.;0;’3 “ 0.70'_?_ 0.9;
0.421 _"”;.6;;“_“-;:793 0:;; :

PR e

0.963 0,74 0.654 0.57
0.04 0.1_6__ | 0.25 0.3;
0,038 0,118  0.164 0,205
0.262 9.182 0.136 = 0,095
0.875 | 0.608 0.317

10,455

0.579  0.306 0,207
RETATIVE INPUT

0.13

RELATIVE COMPRESSED OUTPUT

0.7

2.1

0.837

0.5

0.245

0,055

0,183

.O.d?.

0,8

2.4

0,824

0,712

1.42

0.275
0.025
| 0,083

0,024
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APPENDIX I

The following paper (Reference 39) was published in I.E.E. Letters,
28th May 1970, and is submitted as Appendix I,

COMPANDING WITH JUNCTION F,E.T.

‘Indexing terms: Compandors, Field-effect transistors

As compandine elements, field-effect transistors have advantaces over
p-n diodes; they have suitably shaved i/v characteristics which are
controllable by zate bias, Tests show that a departure from
linecarity of compressor and exmander in cascade can be corrected to
have an error of less than 1%,

Compression of signal amplitndes at the sending end and their

corresponding exvansion at the receiver is carried out in some

telephony systems to lirit the raenge of amplitudes in transmission,

The overall process ig known as !'comrardins', and is used to maintain

adeguate sirmal/noise ratics et Jow signal levels, There are two
(1)

types of companding: ‘'syllabie' and 'Instenteneous, The latter is
the subject of +this letter,

(2) Ll 2
It has been shown ' that, for some systems, a lozarithmic
companding characteristic is desirable, and that if v and u are,
respecetively, the normalised input and outrut {compressed) emplitudes,

u is given by

loe v
‘—"Q"""!"?H&“‘g ....c.au.ob0'0(1'1)

log (1 + u

In this expression u is the compression parameter (vsvally having a
value between 5 and 100) end gives the degree of companding, The
compandinge cheracteristic given by eaqn. I1 is shown in Fig, T1.

In those aralegue systers where the siernal amplitnﬁm is compressed
directly, =2 balenced compandor is used to compress positive and
regative half-cycles eaually. In this letter only the prineiple is

of interest, and orly companding on positive-coing sismals is considered,
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Clearly, the curved transfer characteristic of the compressor
causes congiderable harmonic distortion of the signal, To remove
this distortion from the received signal, the expander muct have &
characterigstic which is the inverse of thet of the compressor,
Hence, to serve as a companding elerment, the device must not only
have a particular shape of characteristic, but this characteristic
must be reproducible, Thus, either all devices of the same type
mst have the same characteristic, or the characteristic must be

controllable to allow matching of the expander to the compressor.

The p-n junction diode has an approximate logarithmic current/
voltace characteristic, and this has been a much used companding
element'”’ The variation in characteristics (i.e. spreads) among
devices of the same type, however, has been a serionz disadvantage,
and has led tc the develovment of special gold~deped ﬁiodes£4) The
authors consider that there are at least three further factors which

1limit the usefulness of diodes as companding elements:

(1) The 1/v characteristic of a 2-terminal device cannot be
conveniently varied by external biag; therefore the

compression parameter cannot be readily controlled,

(ii) The small range of junction voltages ( v 700 mV for silicon)
required’to give a change of current from maxirum to minimum

implies precise control of voltage at the expander,

(iii) The forward-biased junction is temperature sensitive for log icCU/.
This suggests that temperature control is desirable
to maintain matching of cheracteristics at the sender and the

receiver.,

The junction Field—effect transistor (f.e.t.) is a 3-terminal device
with a similar i/v characteristic, which is also temperature sensitive
and which exhibits spreads, I+% will be seen, however, that these
disadvantages may be more easily overcome with f.,e.t.s, and that they

may be more accurate corpanding elements,
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The Jjunction f.e.t; consigts of a lightly doped silicon
channel whose ends are called the sgource § and drain D, end whose
resistance may be varied by a biss voltage applied between a gate
electrode G and the source, The variation of drain cvrrent T
with drain-source voltaze V. is shown in Fig, I2, and it will be
noted that the initial range of the characteristic is similar to
the cheracteristics shown in Pig, T1, Arn indication of the spread
in characteristics may be obtazined from Fig., I2 by noting that two
units of the same type, giving the same values of T /7 , may have
gate voltages differing by 0.5 V,

The cireuits shown in Figs, I3 and T4 were used as a compressor
and an expander, respectively. The resistances Rp and Ry have such
values that the compressor output follows the drain current, while
the expander output follows the drain voltage. The two circuits
thus have inverse transfer characteristics, and when they are
cascaded the final output shonld vary linearly with the original

input, The fractional departure from linearity is the companding
error, To determine this error, the nvll method of measurement
shown in Fig. I5 was developed, A direct voltage was applied to
the input of the expander and compressor connected in cascade, The
expander preceded the compressor (the reverse order occurs in practice)
to enable the elements to be current- and voltage-driven, respectively,
The output veltage of each was compared with the input veltage using
d.c. potentiometers, The error in measurement was estimated to be
less than + 0,05 %, This was considerasbly better than could be
achieved using a.c, sisnals and a wave analyser, or usineg direct

voltages measured on analogve or digital voltmeters,

The measured characteristics of the compressor and expander
approximated to the law given by eq.[1 for M = 15. The overall
perforrsnce of the expander and compressor in cascade (i.e., the

compending error) is shown in Fig. I6.
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To explain these results consider the overall voltage ratio.

This is given by

R r re R
U, st s 4l i =1 o+ = i -t I 2)
'Ui re R.2 re R2 " ® o ° & & & @ (

: Hére re and r, are, respectively, the resistances of expander and
compressor, The second and third terms are relatively small

(v 50), while the term To R1/@0 Rg) ig laree ( V1000), We are
concerned with the variation in vy/v, as vy is varied, As vy
increases, both re and r, increase, cauvsing variations in the three
terms, The test showed that the ratio rc/re = m remained remarkably
constant when the drain voltages were varied over a 2,5V range and
when m had values in the range 1-0,7 Nevertheless a small variation
in n can cause a significant variation in v1/v2, resulting in a
companding error which may not be predictable. The errors duve to
the other two terms, however, may be predicted and controlled. it

n were constent, the fractional error in v1/v2 due to & change of

f.e.t. resistance rg, may be shown to be given by

(.’E‘.g . F.a)&'_

R1 !ﬂl‘e re

i.e, the overall error is the difference of two larger errors,
Hence the net effect of these two error comronente may clearly be
reduced by increasing R1 and decreasing Ry, thus fulfilling the

respective requirements for current- end voltage~driving, The total

error then is the alezebraic sum of three errors of the same order.

To show the variation of the total companding error, valueg of
v1/v2 were measured for four values of vy and six values of Vge
(Vge held constant at 0.6V), By noting the values of Ry, Ry, Ry,
R ete. (see Fig.T5) the corresponding vglues of Te 2nd r, were
obtained, The error in v1/v2 was expressed as the fractional
departvre from the value when the normalised input was 0.2, EHence
measured values of this fractional error, together with values

calculated from egn. 2, were vlotted in Fig. I6,
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The following observations may be made:
(a) The smallest errors, of less than 0,27, were measured when the
gate~bias voltages were such that r, = 0.8 re.
(b) The calculated errors differ somewhat from the measured values,

but follow the same trends,

The first result is surprising, for one would suppose that minirun
error would occur when the i/v characteristics were inverse (i.e.
when re=r, for all v4). It is characteristic of the f.e.t.s. used
that, at m = 0.8, the variation in m cancelled the net variation cf
the other two components, Further examination of these variations.
suggest that a low error at m = { may be achieved by a threefold
increase in Rye This may be conveniently arranged by replacing R4

with a bipolar transistor of high output resistance.

Hence it has been shown that the f.e.t. may be used as an
accurate companding element with the convenient feature that the
characteristic may be controlled by the gate bias, It is admitted
that:

(i) Precise control of gate voltage is required,

(i) The cheracteristic is temperaivre-dependent,

In fact, other tests have shown that the fractional change in drain
voltage vnder constant-current conditions is about 0,01 g (a value

epproximately twice that of a silicon dicde),

The authors consider, however, that temperature compensation of
drain voltage or current may be ‘arranged by the use of silicon p-n

diodes to control the gate bias,

J.E, FLOOD 23rd April 1970

Department of Electrical Engineering
University of Aston in Birmingsham
Birmingham 4, England,

F. MORRIS

Department of Phvsics
North Staffordshire Polvtechnic
College Rozd, Stoke-on-Trent ST4 2DE, Staffs., England,
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APPINDIX J.

Brrors in Separate — Stage Companding.

The use of a junction f.e.t as a separate stage compandor has
been sugrested in Appendix.l
It has been shown that :-
(a) The companding error may be reduced to less than 0.2 by
adjustment of gate=-bias.
(b) The calculated errors differ somewhat from the measured valves,

but follow the same trends.

The first result was unexvected and to clarify i, measured
values of error, together with values calculated from equation I2,

were plotted against values of Vgc in fig. J1.

It may be seen that errors due to voltage and current driving
are of opposite sign and are nearly independent of Vge while the error
due to the variation in m tends to vary linearly with Vgec, passing
through zero-value when Vgc = 0.85v. It may also be seen that zero
error around Vge = 0.8v occurs, because the error due to the
variation in m cancelled the net effect of the other two errors.
Although the gate bias-values were only 0.2v different, the drain
resistances ('Tb.and'?é) were markedly different, the value of m

being 0.8.
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I$ it were required that zero error occur when m has the
value unity ( i.e. Vg¢ = 1.1V and Vge = 0.6v), the Tatio
Ryéa would need to be increased by a factor of four. This could

be conveniently arranged by using a bipolar transistor as a constant-

current source in place of R .

The physical significance of these errors is illustrated in
fig. Jo.2. Firstly, it may be observed that the operation of the
exvander-conpressor cascade follows the arrows on the dashed lines.
Seccndly AP and BC are the resistance-lines for voltage and current
driving respe;tively. Hence the current in the expander is reduced
by amount CD due to its resistance Te, while the voltage applied to
the compressor is reduced by the amount AJ due to the resistance Roe
The error due to current-driving is then the variation of the ratio
CD : OD which increases as V, is increased. The error due to
voltage-driving is the variation of the ratio AJ : OJ which decreases
as V, is increased. The product of the two gives the third error.

That is, the third term shown in eguation (I2) as T R may be

e Ra
represented by the ratio of rectangular areas, showm in fig. J.2,

The variation of this error with V1 may be appreciated from the

variation of the ratio of these rectangnlar areas.
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A study of fig J2, sugrests that it is not necessary for
( i.e. equal resistances). As long as the ratio m =
r

c/ T is constant, only errors due to non-ideal voltage- and current

~driving arise.

Maximum Compandins BError.

The companding errors determined for the exvander-compressor cascade
in Appendix I were the fractional deviations of the input : output ratio
V1 /V from the values when the normalised input was 0.2. The maximum

possible companding error should occur when the input varies from zero

Vi
to a maximum, and may be written as := (V/V /Vz (v' ) (——) e ]
(v /vz - _.(51)

The ratio Vi/y, has been given in equation(I2)and is repeated

below. P 1 / T R /,-
If Yooy Te and To,, To, are the resistances of compressor and
expander at \/; = 0 and 1 resﬁectg.vely, the maximum companding error

may be expressed avproximately as follows.

E&‘l’g_q—1)+l*:g('&-1> + ("_’g."}_o_.t)
'Ti:n("l'et R \ Teo Yeo Te SIS AR _(3'2)

The first two terms are the errors due to voltage- and current-
driving and it may be noted that the first term is negative (eo/y,, 203)
It has been stated previously that the net error from these two terms
may be reduced to negligible amount, and that the main component is the

third term.
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It is of interest now to estimate the maximum error in separate-
stage companding(for comparison with the Hethod 5 compandor ). For

convenience, the third term only is considered.

Using the Shockley-derived expression for r given in equation
(7.17) and (D2), assuming that Vg = O at both ends, and that the

compandor at one end isideal (0°=0) then

Re /o 3[1 = 0.66{V (1+0)]
1.e e?To#-Gg)

Ul

"

('.‘ 066 (l+<r) - = — (.98 0.
| = 0.66

Hence the maximum error with no gate bias correction is 1.980 for

geparate-stage companding.

Reduction of Compmanding BError with Gate Bias.

Tt has been shown experimentally in Appendix I fig I6 that the
companding errors may be reduced by gate bias adjustment at one end.
The minimum error is also shown to be nearly independent of input

(i or v).

An attempt is now made to confirm these facts. The major error

X 7 r 3
arises from the variation of c/re wit Vi

As in the previous section the f.e.t compandor at one end(rc) is

considered to be non-ideal having a term ( 1 + 0) but with Vg = 0.

At the other end ( re), the f.e.t is ideal with a gate bias of

Vg. The ratio rc/re,which is to be tested for constancy,is then given

a = oee vl YAYS S (94"

i v =0.66V"S (1+0 )"

by =



aRtcl)

The test for constancy of "Eé. igs given in the table below.

| | ~. i ¥
(A N v si ] ‘W4_]“Qb_m”93_”__L°__
VI'S =2 = 1| ; |
, _ D089 1 .0:254 1, 0.465 | 0.]2 1. 0 K
T s o 059 | o.16e | 0306 0.3 0.66 - b
5 ) 5 |
06V 5073 | 0.193. | 0.385 | 0.551  0.76 |¢C

5
V=076V oLisr il ony | ioogs !t b.253 0.2k |
V- 0.66 V" 0 .14

(1+V94) 1.5 1,25 Gulbe L oians g g
(’ e Vﬂ/\f’)"s Vg s o 136 1.26 1,2 [, 153 9
(Mo AN 0.353 ' 0.125 0.068 0,044 0.0316 "

[( Vo) - 0% *’fﬂIJ [ o4 l 1.935 1.192 |.154 LIl i
tv‘-@-“’w[” nlt 00815 | 000k 03LS - 0.548 0.5 |
v-{ i 0.112 | 0.196  0.235 0.5 0.25 K
(rrc /Te‘)vgzo.; 0.88 | 0.96 0.9 0.9%¢ [.04 1
____Cc/”’e)93=o .11 | ) gt i) 1,29 |42 m

Row d is the denominator ( i.e. ge which has a departure ¢ from the
ideal

Row e is the numerator when Vg = 0 : i.e. no correction.
Row m is the ratio*@@k when no compensating gate bias.
Row m is the numerator when Vg = 0.1 : i.e. correction

Row 1 is the ratio % when compensating gate bias is applied.
7, P
1

Note ¢ the variations in row 1 are smaller then those in row K,
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APPENDIX K

Maximum companind error in Method 5 coding

The maximum compandingz error in Method 5 coding is given by eugation

(7416 repeated below. € {E}SS y = dTIO{T
1 e

Ko

g 1]
' e e -(7.1(:)

The channel pulse duretions at the encoder and decoder under zero

modulation conditions are equal (T:so =lva) andalso cl'l's/dT-.- =1

Furthermore, if the channel pulse duration is directly proportional

to the modulating signal, and if the f.e.t. companders at both ends

are current-driven, then -

bl L & 1]

Where I is the normalised current input.

As in Appeniix J the Shockley-derived formula is used with the

sending-end compandor ideal (¢ =0) Hence,

€ [5,_ S'i —O”ﬁ«’('*“)?dI

Ko i~ 0.6LJV

MESHEes T

Integration w.r.t. normalised voltage V (= VAL,) is arranged by

differentiating the Shockley equation for draincurrent, equation (7.11)

i.e. dI = 3("‘“’)&‘7. Hence, the maximum error is given

2 [r O"ﬁ’(*f"f‘“ f*.'
[KTE [|—og s ] dv —t

e

(=}

BEvaluating the integral i

AL BKSS | — '“.2_‘[\—/‘3'-'-_2_ Vo .[ e
¢ [ 3 91~ 0-68yv), dv f
Now 0.b6Jv < 1 and hence
I
E = BE—SJ— fi= - 2. 2 Vo ey (7l J.',_V,Q -:)
e SRR i e L )JOW-I
| - : 3.«{11 3 2 -.':?-T|
& = - 3Ksly-2V —4Vo +|VG'.,-§_VG‘.:,.__ Vac- w3V el =i
Ka 3 | 9 135 243 1701

by :-

]

Q
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s gy a9 w8 2y ol

If the voltage-frequency converter at the two ends are identical,
Ke/Ky = | & =_0.637c

»

This should be compared with £ =-[.980" given in Appendix J for

gevarate stage companding.
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APPENDIX L.
Expression for maximum clock nulse frequency in a Method 5 segmented
encoder,
Let s = number of segments in a n- bit, m-channel system having a
maximum modulating sipnél frequency of fm,

Maximum channel pulse duration is F

5 m ')C-'m

5 3 P X ]
Iy this duration there are S bursts of A/% rulses each having frequencies

f,ig..jl:-= resvectively.

=
i
e
-

S=1 =t \
nr. 1",_',‘ i ’) -CIF-
The durationsof the bursts are then ZJST, 2(2/4?)‘_ --(éa e /if/

dse. | = (a2 ac.r 25 Y 2" /af

—

2. Q_n 'r"“rn

&

"

L[ (2-1)2" mi, ]
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