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A review of pulse-code modulation has shown that interest is again 

being taken in pulse-count encoders. On these and other pec.m. systems, 

logarithmic companding is desirable but it ig usually applied in a 

separate stage. This is an investigation into methods of incorporating 

the companding action in a pulse-count coder. 

A theoretical appraisal has revealed at least five possible methods 

of non-linear pulse-count coding. The first may be instrumented simply 

only at the encoder. Three methods may not instrumented conveniently at 

either end. The fifth method may be applied to p.ec.m. because the same 

type of coder is required at both ends. 

The first method was checked experimentally by testing the transfer. 

characteristic of a monostable multivibrator which had transistor 

resistance moauie tora as timing elements. A new timing circuit has been 

proposed which should give a symmetrical characteristic for positive 

and negative modulation. Experimentally, a small asymmetry was given, 

and it is concluded that a non-linear encoder could not be based uvon a 

monostable multivibrator. 

To test the fifth method, low frequency models were developed for 

the two coders. The main component stage was a novel voltage-to-—freaguency 

convertor driven by a distorted triangular sweep waveform. The junction 

f.e.t. has a certain advantage as 5 single-ended compandor and has been 

used in the sweep generator. 

The test upon the encoder gave a symmetrical characteristic but on 

the overall test, errors due to asynchronism occurred. It is concluded 

that these errors are inherent in a system where the clock pulse frequency 

is smoothly varied. 

Finally, an alternative encoder giving a segmented characteristic, 

which should be error-free, is proposed.
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LIS? OF SYMBOLS 

Capacitance - subscripts denote position in 

circuit - 

€.8+ Coe - capacitance between collector and 

emitter 

gradient of the transfer characteristic of a 

voltage-frequency converter 

clock pulse frequency variable; subscripts 

8 = send-end, r = receive-end . 

constant value of clock p.r.f. which will give 

the maximum number of quantum levels in the 

full channel pulse duration 

highest value of modulating signal frequency 

general modulating functions 

Current gain factor in common pase) parameters of a 

" " " " © emitter) bipolar transistor 

Output slope conductance 

general current variable; in particular the drain 

current of a f.e.t. Subscript denotes branch in 

which i flows 

normalised value (= re) 

f.e.t, drain current when drain and gate values 

are at pinch-off and zero values respectively 

The inhibiting inputs of a J.K. binary stage 

the number of quantum levels corresponding to 

a modulating signal sample of height U volts 

the maximum number of levels - also the general 

symbol for inductance 

number of channels (see Chapters 3 and 10) 

also &/p, in compound CR coupling (see 

Chapter 4) 

also %/,, in separate-stage companding (see 

Appendices I and J)
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LIST OF SYMBOLS Continued 

ve 

a 
Ts 

Rey Rp 

Rgy RD 

Catan 

number of binary digita pulses such that 

2” = maximum number of quantum levels 

The lower and upper logic levels in a binary 

system 

Symbols for different transistors 

general resistance variable: in particular 

the drain-source resistance of a f.e.t. 

resistance of compressor element) in separate 

resistance " expander ¥ ) stage companding 

resistance of receive- and send-end compandors 

in Method 5 coding - second subscripts O or 1 

denote resistance at zero and maximum voltage 

input -(e.g. Tro, %, ) 

drain-source resistance of a f.e.+. when 

(=Ty, U=Vp 

resistance values in emitter and base leads 

i " "source and drain leads 

resistance in series with collector (or drain) 

deviation from the ideal (see Chapter 7) 

r.m.8. noise deviaticn (see Chapter 1) 

number of segments in a segmented companding 

characteristic 

general time variable 

instants just before and just after respectively 

the trailing edge of the clock pulse
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5 

T 

1, Ue 

AT 

Train Tmax 

TM, 1 

U,V 

Von 

Vee 

Ube. 

Vers 
Ve ES 

Vou, Vou 

time delay in a stage 

pulse duration variable 

pulse duration at send- and receive-ends 

respectively 

pulse duration for zero modulating signal 

time deviation from T) 

Minimum and maximum values of pulse duration 

also temperature (see Chapter 2) 

general symbols for different transistors in 

a circuit 

Normalised output and input voltages (i.e. V= %,) 

general voltage variable: in particular, the 

drain voltage of a f.e.t. 

maximum vatue 

the gate-source voltage of a f.e.t. 

voltage between collector and emitter 

ve " base and emitter 

Saturation values of base and collector potentials 

w.r.t. the emitter respectively 

The smallest value of base-emitter voltage for 

which an appreciable value of current flows 

(i.e. the cut-in value = 0.5 v for a silicon 

transistor) 

Upper and lower clamping levels of a difference 

amplifier characteristic
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at foe Principle of Pulse - Code Modulation 

Phis work is concerned with the design of a 

particular type of coder for pulse code modulation. 

Pulse-code modulation (p.c.m.) is a system of 

communication where the signel is sampled by a pulse train, 

the height of each sample being made to generate a train of 

binary digit pulses of equivulent value . (fig 1.1.) This 

is the encoding process. The binary digit pulses (sonetiues 

called code pulse groups) are transmitted and at tae 

receiver the code pulse groups are decoded by a process 

waich is usually (though not always), the inverse of that of 

the encoder. A block diagram of a typical multi-channel 

system is shown in fig 1.2. The sampliag process occurs in 

a channel gate and the outputs of these gates are applied 

to the coder. The coding process cannot convert all 

values of signal amplitudes, for a binary digit train of n 

pulses per sample can only represent up to 2 amplitudes . 

Hence the auplitudes are said to be quent sed and a typical 

value of n is seven which gives 128 levels. The quantiser 

is shown as a separate stage, although in some systems it 

is an integral part of the couue process. The term encoder 

is usually reserved for that stage in wnicn the binary 

digit trains are produced. At the receiver, the decoder 

converts the incoming code pulse groups into pulses whose 

heigat (or duration,) is proportional to the amplitude of 

the original modulating signal. After separation into 

the appropriate channels, these pulses are demodulated 

by passing through a low pass filter.
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Quantisation of amplitudes inherently introduces 

) waich gives rise to quantisation distortion. CT error 

That is, at the receiver, the reconstituted signal may 

differ frou the original signal by as such as one step. 

This may be seen in fig. 1.3. which shows tne quantisation 

errors which occur when an arbitrary modulating signal is 

sampled by pulses whose amplitudes range over eight levels. 

The amount of distortion may of course be reduced if the 

number of levels is increased. 

Since all values of error from zero to one step are 

equally likely, the result is a fluctuating error in the 

receiver output which manifests itself as a "hiss" noise, ) 

not unlike that due to thermal agitation in a resistance. 

Tae maximum value of the signal: quantising noise ratio has 

been given () asi- 

(10.68 + 6n) decibels 

That is for n=/ the signal: noise ratio at peak signal level 

is nearly 53 db. At low signal levels, however, the ratio 

reduces and would become unacceptable. "Bo improve the 

small signal performance,non- linear quantisation is carried 

out in which the step size reduces with the signal level. 

In effect the signals are coupressed at the encoder. At 

the decoder the inverse process of expansion is required to 

restore the signal to become a faithful replica of the 

original input signal. The processes of cospression and 

expansion are together termed companding. This work 

describes a study of the application of non-linear companding 

to a particular form of encoder i.e. one using a binary 

counter.
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Although the coding process introduces 

quantisation noise, p.c.m. systems offer considerable 

signal: noise advantege over other pulse systems. This 

may be seen from the following reasoning. Noise wodulates 

the amplitude and to a sualler extent the duration of a 

pulse. Hence pulse - modulation systems will only operate 

satisfactorily if the noise variation is a small part of 

“the amplitude or duration of the pulse. On the other hand, 

in ap.c.m. system the noise will vary the amplitude and 

timing of the "bit" pulses, but as long as the presence or 

absence of a. pulse can be detected, noise will not degrade 

the modulation. The reliability of detecting the presence 

or absence of a pulse, however, is a function of signal: 

noise ratio. If this is too low, the output of the detector 

will occasionally be mistaken as a pulse when there is none. 

If the noise is assumed to be white gaussian, it will have 

anormal probasility density function. That is, the 

probability of a noise burst exceeding any value, no 

matter how large, is never zero. It follow. tuat even with 

the largest pulse power, there will be artein error rate 

( i : 29 tay 
due to received noise. It has been shown ) that the 

probability of error in the presence of white noise is 

given poy:- 

Bret Ge ere ee) ak dle) 

where Vo = peak signal pulse 

O0 = 4.m.s noise anplitude 

= the error function and erfx 

; a ix 2 
Ss ! exp (7 U/2) du 

ve IC



(5) 

Values of p calculated from equation (1.2) are shown 

in table 1.1. It may be seen that in p.c.m. transmission 

there is a definite S/N threshold, at about 20 db, above 

which the error rate is negligibly small. This figure of 

20 db may be coupared with the S/N ratio of 60/70 db 

required for high quality A.M. or P.A.M. traasaission of 

audio signals. 

Table 1.]. Relation vetween error - rate and signal 

to noise power ratio in a p.c.m. system 

  

  

S/N PROBABILITY ERROR PRuQUWNCY. 

db ; | OF ERROR ONE ERROR wVeRY 

13.3. | lone 1077 seconds 

17.4 | 10-4 | 1072 seconds 

/19.6 5 | 1070 10 seconds 

| 2 | ion | 20 minutes 

| 20 Saige | 1 day 

| 25 yo7l2 i 3 months 

P.c.m. offers two advantages in multiplexing and 

switcning. 

(a) . Channel iiulviplexing 

As with other pulse methods of modulation 

(p.a.m. p.l.m. etc.) pem lends itself to iultiplexing on 

a time basis (t.d.m.) thus many channels (24 typically) may 

be accomodated on one pair of wires (for each way)



(6) 

The system uses semi-conductors and components which 

are small and relatively eheans ° this may be 

contrasted to a frequency-division multiplex (f.d.m.) 

system which requires expensive channel filters (1) 

That is,a p.c.m. transmission system should be less 

expensive than a f.d.m. system. 

(bd) Channel Switching 

P.C.M. uses digital techniques so that it may 

be integrated with a t.d.m. switching system. This 

means that once the signal is encoded, it way be 

routed through electronic switches until it reaches the 

switch serving the called subscriber, when it may be 

decoded. PoCem. cen also be integrated with 

electronic controlled space - division switchiag 

(e.g. a system using reed relays). Hence p.c.m. is 

compatible with both modern switching techniques. 

1.2. Historical Review of the Develooment of P.C.M. 

Although p.c.m. was specified by Reeves (4) in 

French and U.S. patents in 1939 md 1942 respectively, 

organised development did not comuence until after World 

War IL. It would appear from the literature reviewed 

Ce) that such development occured in two phases i.e. the 

post war —- experimental era (1947 - 1957) and the"semi - 

conductor era" (1961 - present day). 

In the first period (1947-1957) the reports were of 

two kinds.
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(a) Descriptions of the instrumentation of 

‘experimental systems, mainly ih the U.S.A. 

using thermionic valves. 

(b) Descriptions of the principles and 

theoretical derivation of the properties 

Of p.c. my 

In the second period of 1960 onwards the reports 

were more comprehensive studies by groups of workers. The 

papers reviewed covered the application of p.c.m. systems 

to local area telephony, television and programe : 

distribution in the U.K. and France,in addition to the U.S.A. 

Zed Post War Period 1947-1956 

In 1947, Black and Edson () at Bell Telephone 

Laboratories and Grieg wey) at Federal Communication 

Leboratories, both constructed five - digit multi- 

channel systess, based upon the Reeves metaod of pulse 

counting. In this method,the signal is saupled by 

a pulse train. The height of each sample produces 

a proportionate number of narrow pulses. These are 

applied to a binary counter so that each sanple 

produces a code group of equivalent value. The 

receiver also used a binary counter as a decoder, and 

the principle of these methods is given in more detail 

in sectioa 2.2, It is interesting to note that 

Black ce) reports that in the saiplins proces: "the 

amplitude of the pulse is logarithmically related to 

the signal anplitude". The type of compandor, 

however, is not specified, but it maybe assumed that 

the compression occurs in a seperate stage.
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Goodall (8) in the same year described a 5-digit 

multi-channel system Ne eecomn eters and gates. 

In principle, each sample is converted into the 

corresponding code group by a series of comparisons 

with the weights of the five binary digits. This 

method is termed Feedback-Subtraction, and is 

described in detail in section 2.3. Once again the 

decoder is functionally the reverse of the encoder. 

(9) In 1948, Meacham and Peterson reported a new 

approach to coding. The signals from six speech 

channels are applied to the deflection system of a 

specially developed cathode ray tube, which produces 

the corresjonding 7 - digit code groups. A beam tube 

caanot be employed conveniently for decoding, and 

s0 a simple method based upon a C.R. circuit, and 

originally proposed by Shanvion,\) was used. Three years 

later, in 1951, Goodall Cay) outlined an experiuental 

beam coding system for the transmission of a single 

television channel. The saupling frequency was 

10 MHZ which meant that tne coding process fur one 

character had to be accomplished in 100 ns. The 

earlier tube was not capable of such high speed 

operation, anu a tuve operating upon a different 

principle, was developed. Tue principles of operation 

of beam tube encoders and Shainon-type decoders are 

described in detail in section 2.4, and 2.5. 

Throughout the post-war period a nuuber of papers 

were written which dealt with the principles and
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properties of p.c.m. Since’ thg subject of the 

research reported here,is concerned with the design 

of coders, only a brief review of the main points of 

each paper will be given here. 

In 1947, Clavier, Panter and Grieg (13) showed the 

relation between signal to quantisation noise-power 

ratio and the number of levels when the latter were 

(14) equally spaced. Bennet in a comprehensive 

paper,in 1948,studied the relation between 

quantisation distortion and step-size,by considering 

the frequency spectra of quantised signals. In the 

same year, Oliver, Pierce and Shannon Ce?) discuss 

the properties of p.c.m. and the auvantages over 

frequency modulation. A year later (1949) Clavier, 

Panter and Dite ey) show that when quantisation 

noise is smaller than the input noise, p.c.m. can bring 

about considerable improvement in the signal-to-noise 

ratio. In 1951, Panter and Dite )) studied the 

effect of logarithmic quantisation upon quantisation 

distortion, In 1957, Suith wie) in a detailed study 

of logaritamic quantisation, describes a process 

for choosing the number of digits (i.e. the number of 

levels) and the degree of companding to establish a 

given signal to quantisation error ratio. 

1.2.2. The Semiconductor Period 1962 - Present Day 
  

The period under review was marked by the 

tremendous increase in the use of transistors and, 

later, integrated circuits. Such devices wade the
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p.c.m. time division system an economic practical 

alternative to the analogue frequency division system. 

Consequently the main payers of this period were 

concerned with operational p.c.m. systems. 

(38 ) In 1962, C.G. Davis of Bell Laboratories 

described an experimental 24-channel, 3 digit 

telephony system, which, as the Bell 1.1. systen,was 

the first to becowe operational. One year later, 

in France, Mornet, Chatelon and La Corre a) 

reported upon the application of p.c.m. to an 

integrated telephone network. Chatelon CO eescribes 

an encoder in which the companding is given by a 

digital method. The companding action is based 

upon the fact that a logarithmic coupression 

characteristic may be achieved by a piecewise-linear 

characteristicj(this topic is treated ia more detail 

in section 2.6.). 

Cattermols, Barber, Price and smith (3) fo11.wed in 

1963, with a paper dealing with tue application of 

p.cem. to local area telephony. The problem of 

transferring binary-coded signals through transformers, 

is discussed, and it is concluded that a unit disparity 

code is more convenient than simple binary code. Tne 

encoder appears to be relatively complex,as it 

incorporates 36 level comparators and a matrix of 

36 x 7 cores. 

During the period 1967-1963 the B.B.C. Research 

Department published a series of reports upon an 

investigation of p.c.m. for high quality sound signal 

distribution.
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Howarth and Shorter (24) gave an appraisal of the 

requireuents for the p.c.m. distribution of music 

signals. The use of instantaneous companding, to 

improve the signal to quantisation error ratio is 

discussed. On the basis of Chew's results: ,(see below), 

it is concluded that such methods are unsuitable for 

programme distribution. Chew and Inglis Ce) describe 

experiments to test the distortion due to companding 

with diodes. They found that,even though the measured 

value of harmonic distortion was low, the distortion 

was audible. This result is commented upon further. 

Finally in another report Chew ) discusses the 

choice of coding method. He describes a 1ll=bit 

eneoder using a binary counter, operatiag at 80 MHZ, 

constructed from integrated circuits. Companding was not 

incorporated in the coder, although provision was made 

for its inclusion, as a separate stage. Hence the 

review commenced, and finishes witha references to binary 

counter encoders. The research described here is an 

investigation into the same type of encoder, but one 

in which non-linear companding is incorporated. Before 

setting out the objects of the research,the principles 

of the main types of encoder will be described.
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CHAPTER TWO 

METHODS OF CODING AND COMPANDING 

CONTENTS, 

2k. 

2.5. 

2.6. 

267-6 

Methods of Coding 

Coding by Binary Counter 

Coding by Feedback~Subtraction 

Coding by Beam Tube 

Miscellaneous Coding Methods 

Methods of Companding 

Ceb.le Continuous Companding Function by Diodes 

2.6.2. Segmented Companding Function by Diodes 

Objects of Present Research
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21. Methods of ¢ 

  

from the review of the literature of 

  

It appez 

the previous chapter, that there are three main coding 

  

thods, i.e. those incorporating binary counters, those 

using the feedback-subtraction principle, and those using 

beam-coding tubes. The principles involved in instrument- 

  

ing the encoders and the corresponding decoders 1 now be 

described, using block diagrams in fig. 2.1 - 2.10, The 

first type will be described in greater detail,because the 

principles underlie the research being reported here. 

e.2e Coding by Binary Counter 

> 
The principle of the coding methods used by Black 

{6 
and Grieg‘ ) is as follows. In fig. 21 the signals from 

‘each channel modulate the duration of the channel pulse 

train (p.r.f. = 8KHZ). The length-modulated pulses from 

  

each channel feed a common quantizer. This con ts of a 

gate which is opened by a channel pulse, to admit a pulse 

train of much higher p.r.f. (™1.6 MHZ). Hence success- 

ive "bursts", each containing up to 31 pulses (ee -1) are 

applied to the coder, which is a 5-stage binary counter. 

The five counter outputs are gated by the outputs of a 5- 

stage ring counter which is synchronised at the binary digit 

rate (320 KHZ), so that a p.c.m. serial output is obtained. 

A typical code conversion is given in fig. 2.1 for the case 

when the instantaneous signal sample haS a height in between 

11 and 12 quanta. The corresponding channel pulse length, 

causes 1] dock pulses to be admitted through the quantizing 

‘gate. These step the counter forward from the reset



  

Figuve 2.1 A.S5-BIT BINARY COUNTER ‘ENCODER 
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condition to 

The parallel 

  

ial conversion gives the corresponding 

binary pulse code group 01011. 

In both re     

receiver is functionally the reverse of the transmitter, 

but the actual arrangement is not clearly specified. In 

his review Flood” writes "At the receiver the incoming 

code pulses operate a circuit which produces pulses whose 

lengths are proportional to the 'weight' of the digits 

represented by the incoming pulses." It is shown in fig. 

2.2 that groups of such weighted pulses are passed to the 

appropriate channel gate, and demodulated by a low-pass 

filter. The actual decoding stage is shown as a gate, 

but in fact it consists of an input register whose outputs 

set the corresponding stages of a binary counter. These 

early coding systems were instrumented with thermionic 

valves. That is,a counter was formed from a cascade of 

double-triodes with diode steering, while a gate was formed 

from the pentode coincidence Pare The number of 

levels (32) was just large enough to provide the required 

Signal: quantisation error ratio, necessary for trans- 

missions of "toll" quality. High quality music and speech 

signals, however, require a peak signal to peak error ratio 

(24) greater than 67db, which, if the kvels are equally 

spaced, will just be provided by a ll-bit system. A 

counter type coder for such a system would be difficult to 

instrument using thermionic valves, or indeed discrete 

transistors, for the following reason. The clock pulse 

frequenty would need to be at least equal to (2 x number of
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levels x highest signal frequency); that is, greater than 

60 MHZ. Now in a “ripple through" binary counter (i.e. a 

cascade of bistable elements) a transition from logical 0 

to logical 1 at the 8th stage can only occur when stages 1 _ 

to 7 have successively switched from 1 to 0. If the 

transition time per stage is 40 ns, the 8th stage will 

“switch 320 ns after the input clock pulse. This time is 

nearly (20 x the clock recurrence period). Hence the 

outputs of long binary chains do not represent the exact. 

Ca With thermionic valves count at high count rates. 

(and aimerera transistors) the problem may only be overcome 

by a large increase in circuit complexity. From 1965 

onwards,digital integrated Rewite became available. 

These not only provided complete bistable elements with 

small transition times (typically 10 ns), but also facilitated 

the construction of synchronous-type counters, in which all 

transitions occur simultaneously. 

‘the 11-bit coders due to chew’??? were constructed 

from integrated circuits and block diagrams are shown in 

fig. 2.3-and 20k. The encoder operates as follows. The 

input signal is sampled and compared with the voltage 

across a capacitor which is being charged with constant 

current. Just before the sample occurs the capacitor is 

short-circuited and the counter is reset. When the sample 

occurs, the short-circvit and reset conditions are removed; 

the capacitor voltage increases linearly, and the counter is 

stepped forward by the 80 MHZ clock pulses. When the 

capacitor voltage balances the sample, the comparator fives 

an output, which stops the counter. That is,like the
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earlier encoder shown in fig. 2.1, the counter stage 

outputs register, in binary code, the height of the sample. 

In this version of a counter encoder there does not appear 

to be a stage of pulse-length modulation. However, the 

ramp voltage across the capacitor produces a duration 

proportional to the amplitude. Note that the sampling 

perf. oe 30 KHZ, so that the time to execute the maximum 

count (2048), must be less than the recurrence period of 

BD05 WS In fact, with transition times per bistable of 

13 ns, the maximum count time was some 26 as. In this 

type of gncoter the count corresponding to an instantaneous 

sample, occurs during the interval following that instant. 

The parallel-serial conversion must then occur while the 

next sample is being couhtéd. Hence the need (a) to 

transfer a completed count to a register and, (b) to derive 

"reset" and "read" pulses from the sequencer. 

The decoder for the 11-bit system is very nearly the 

encoder in Mevencass Gee fig. 2.4). The incoming p.c.m. 

serial undergoes serial to parallel conversion in the input 

register. The outputs of the latter set the corresponding 

stages of the reversing counter. The sequencer then 

gives the counter a start pulse to initiate a count-down, 

driven by the 80 MHZ clock pulses. A capacitor is 

simultaneously charged with constant current, the process 

being completed wien the counter outputs are all at logical 

0. The voltage on the capacitor is proportional to the 

weight of the code pulse group being decoded. A replica 

of the original modulating signal is obtained at the output 

of the low-pass filter.
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Peas Coding by Feedback-Subtraction 

The principle of the Feedback-Subtraction method °) 

is shown in fig. 2.5 and 2.6. The modulating signal is 

sampled, each sample charging up a capacitor in the STORAGE 

CIRCUIT, to its respective amplitude. This is compared 

with the first reference value, a pulse of height 16 quanta 

(the half maximum value). If the sample exceeds the 

reference, a binary pulse is gated through and amplified. 

This pulse is also fed back and delayed. by an amount equal 

to the digit time interval. It then acts in the SUBTRACTION 

CIRCUIT to remove 16 quanta of charge from the capacitor. 

The remaining charge (or voltage) is compared with the 

second reference value of 8 quanta. Once again,if the 

charge exceeds the reference a second binary digit is trans- 

mitted and fed back. If, however, the capacitor charge is 

less than the reference, then no binary digit is trans- 

mitted. The feedback is zero, no charge is subtracted, 

and so the same charge is compared with the third reference 

value (one of 4 quanta). Hence it may be seen that a 

binary code pulse group is transmitted. 

In the receiver (see fig. 2-6), a capacitor is charged up 

te the maximum level (32 quanta), and then successively 

reduced by the action of the incoming code group in the 

SUBTRACTIONCIRCUIT, At the end of code group, the residual 

charge is measured and subracted from the initial mximun 

level, so that the total significance of a code group is 

given. Hence, the incoming p.c.m. is converted into p.a.m. 

samples which are demodulated by the low-pass filter.  
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- Coders of the Feedback-Subtraction proved more convenient 

to instrument than the counter type. Jarvis and nutt (7) 

used the same principle, but with transistor current 

sources controlled by bistable elements,instead of a 

capacitor. 

2h. Coding by Beam Tubes 

The beam coding system of Meacham and Botarson. ” 

represented a radical departure from the practice of 

coding with an arrangement of circuit elements. The whole 

coding manGese was accomplished in one tube. A functional 

diagram of the tube is shown in fig. 2. 6 In it,an 

electron beam is arranged to scan an aperture plate in the 

x - direction, while the y - displacement is proportional 

+‘ 
to the amplitude of a signal sample. This arrangement    

may be compared with that in a cathode ray oscilloscope,in 

which the pea.m. samples are displayed on a screen. In 

the coding tube, however, each p.a.em. sample gives rise to 

a corresponding train of binary digit pulses. To do this, 

the aperture plate contains seven columns of holes (see 

fig. 2.9), the first containing 26 holes, the second, 

2? holes, etc. The lengths of the holes, in the y - 

direction, are such that when the beam scans a row of 

holes, it is interrupted in a binary sequence, whose 

weight is proportional to the y - deflection. The beam 

electrons which pass through a hole impinge upon the 

PULSE PLATE to cause a current pulse in the output circuit. 

Accurate scanning of the holes in a row is difficult to
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(10) 
achieve without some controlling guide. This is 

provided by the QUANTISING GRID, with its feedback 

connection to the y - amplifier and the COLLECTOR PLATE, 

The quantising mesh has 128 wires spaced so that a wire 

lies just below the top edge of each row defined by each 

of the 64 apertures and 64 spaces of the first column. 

The operation is as follows. When the beam is being 

scanned in the x - direction, the x - sweep controls a bias 

voltage to the y - amplifier, so that the beam tends to 

drift in the y - direction during the x - sweep. This 

movement, unless limited, would cause the beam to strike 

one of the wires. in such an event, secondary electrons 

would be emitted, and these would be captured by the 

collector plate. The resulting loss of current from the 

quantizing grid is fed back to the y - Sinica to control 

the quantizing bias. Hence the bias, which tends to move 

the beam in the y - direction, is limited to the value 

which sets the beam to pass just below the wire correspond- 

ing to the y - sample. 

Although the idea of performing the quantization and coding 

operations in one envelope, offered an attractive solution 

to the coding problem, it does not appear to have been 

(12) developed except by Goodall. Three reasons are 

suggested. Firstly, there would not be sufficient demand 

for a specially developed tube, to reduce the cost of 

manufacture to an economic level. Secondly, with the 

increasing use of semiconductor devices with low voltages, 

- in communications, it is undesirable, from an engineering
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viewpoint, to incorporate high-voltage devices. Thirdly, 

the coding time is large, (due to the quantization-grid 

(12) and feedback). Goodall overcame this third objection 

by having a tube working on a different principle. The 

alignment errors were reduced by meking the aperture plate 

produce a special code, (called "reflected" binary). 

This conversion to simple binary was made in the output 

circuit. 

2.5. Miscellaneous Coding Methods 
(2) The principle of the Shannon decoder is shown 

ine eccws in The input binary digit train is reversed 

in time so that the least significant bit is directed to 

instantanteously charge a capacitor. The interval between 

bits is such that the charge decays exponentially by one 

half. in the example shown the 2° bit is absent so that 

the charge falls to one quarter of the initial value by the 

ie bit. Hence the net charge after time of arrival of the 2 

the final dntervalis 13/15 of the total charge which 

would have been given if the 4-digit train had been complete. 

Hence the voltage input to the cathode follower is pro- 

portional to the total weight of tHe incoming code pulse 

group. The output of the cathode follower is applied to 

a sampling gate with appropriate channel pulses, so that 

pea.m. samples are produced. ‘hese are demodulated with 

a low-pass filter to obtain a copy of the original modulat- 

ing signal.
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A disadvantage of the simple CR circuit is the uncertainty 

which occurs, because the more significant digits give 

contributions of charge on the steep parts of the 

exponential curve. The slope of the exponential curve is 

large for these digits and therefore precise timing of 

qi) binary digit pulses is required. A modification, 

suggested by Rack ,largely overcomes this limitation. A 

parallel branch circuit, LORos resonant at the 'bit'! 

rate is connected in series with the Shannon circuit, 

C,R, (See fig. 2.10). By properly choosing C,, co, R) 

and R,,the first (and second) derivatives of charge are 

made zero at successive points one pulse period apart. 

Hence, the charge decay curve has zero slope when the 

binary digit pulses occur, and timing is less critical. 

These CR decodes although simple and elegant in operation, 

appear to have been used only for those systems, where the 

receiving-end cannot use the same method as the sending-end. 

One possible reason for this, is the need to reverse the 

order of code pulse group from the conventional one, of 

sending the most significant bit first.
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2.66 Methods of Compandi    

Companders are of two main types (a) SYLLABIC and 

(b) INSTANEANEOUS, The former have been used’®® sor 

many years in radio and carrier-telephony systems to 

maintain adequate signal/noise ratio at low signal levels, 

and are not relevant here. Instantaneous compressors are 

used in p.c.m. systems to increase the signal: quantisation 

error ratio. at low levels. 

(17 27) 
It has been shown that a logarithmic companding 

characteristic is desirable, and that if v and u are 

respectively the normalised input and output (compressed) 

amplitudes respectively, then u is given by: 

log(1+ pv) 

me 2 log(1+ p) 

In this expression, p is the compression parameter, 

(usually having a value between 5 and 500), and gives the 

degree of companding. The companding characteristic may 

be a continuous curve as shown in fig. 2.11, or it may be 

(33) as 
a piece-wise linear curve of two or more segments, 

shown in fig. 2.12. 

266.16 Continuous Companding Function by Diodes 

The pen. junction diode has an approximate 

logarithmic current/voltage characteristic, and has 

t.6'9325) tne been much used as a companding elemen 

principle of the balanced diode compander is shown in 

fig. 2.13. Resistances Ry and Rs have valves such 

that the compressor output follows the input signal 

current, while the expander output follows the input
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signal voltage. The two circuits have inverse transfer 

characteristics if the diodes in the two units have 

identical characteristics. 

There are a muncen of disadvantages which limit the 

usefulness of diodes as companding elements:- 

(i) the i/v characteristic of a two-terminal 

device cannot be conveniently varied by external 

bias; therefore the compression parameter ( p ) 

cannot be readily controlled, and elements in the 

compressor and expander cannot be readily matched. 

(ii) oie small range of junction voltages (700 

nV. for-silicon) required to give a change of 

current from maximum to minimum, implies precise 

control of voltage at the expander. 

(4ii) the forward biassed junction is temperature 

eis for log (er, This suggests that 

(25) temperature control is desirable to maintain 

matching of characteristics at sender and receiver. 

It is shown in chapter 7 how the use of junction field- 

effect transistors overcomes the most serious of these 

disadvantages. 

((
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The disadvantages, given above, for the diode 

compander may also be overcome by the segmented 

o 19 333 
ecipander 1 +23) shown in fig. 2.14. Here there are 

two sets of diodes; one for each half cycle of signal. 

All the diodes conduct at maximum signal current, but 

as the signal is reduced the number of conducting 

diodes falls. The forward resistance of a diode is 

swamped by the resistance in series, giving a five- 

segment characteristic, which will be independent of 

the diode characteristics. The companding law may be 

controlled by the series resistances. 

Hence, it may be seen that the segmented compander 

has the advantage of instrumental Cougenrenee ) 

There is, however, some degradation in signal:noise 

ratio'?? - as compared with a compander giving a 

smooth characteristic. It would therefore appear 

advantageous to use a companding element with a quasi- 

logarithmic i/v characteristic which may be controlled 

precisely. It is considered that the junction f.e.t. 

is just such a device.
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2e7- The Objects of Present Research 

In the first chapter the history of p.c.m. has been 

reviewed primarily to show that the first encoders were of 

the pulse-count type. Even the idea of logarithmic com- 

pression in such an encoder is not new. The early encoder 

of Black and Bason ©? probably incorporated a non-linear 

compander, as a separate stage in the signal path. The 

pulse-count method could not, however, be conveniently 

applied to high-quality multi-channel systems, using discrete 

components, and subsequent development of the Feedback- 

Subtraction method occurred. With the advent of integrated 

(26) circuits, Chew has, demonstrated that a 11-bit counter- 

type encoder may be made. 

At the outset of this investigationtthere did not 

appear to be a pulse-count coder in which non-linear 

companding is an integral part of the coding process.* 

This is rather surprising, since in the basic Reeves method 

there is a p.l.m. stage which may be made to follow a 

quasi-logarithmic law. A theoretical study of this method 

and other related methods of companding is given in chapter 

3, while the experimental investigation of the basic method 

(termed Method 1) is described in ¢hapter 4. From the 

theoretical study one method emerged which could be more 

conveniently instrumented at both sending and receiving 

ends. A description of this coder is given in chapters 

5-8 inclusive. 

2 Cattermore (33) mentions a possible coding technique 

where the frequency of the clock pulses is varied in 
discrete steps, to give a segmented companding law.
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The two most important stages of the coder are a 

clock-sweep generator and a linear voltage-frequency 

converter. It was decided to use integrated circuits 

where possible and this led to the design of a dual 

monostable-~astable wi1tage-frequency converter, which is 

described in chapter 6 . 

During the investigation it was found that junction 

field-effect transistors (f.e.t.) had certain advantages 

over diodes, as companding elements. Hence these have 

been used in the clock-sweep generator; an account of 

this work is given in chapter 7 . 

The other stages of the coder, such as the 

synchronous binary counter and parallel-serial converter 

etc. are fairly well known. It is considered, however, 

that some of the methods of synchronising and inter- 

connecting these stages, are now, and this part of the 

work is reported in chapters 5 ~8 

The results of tests carried out on the encoder and 

decoder are given in chapter © , while the work is 

concluded in chapter /0.
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Feil e Statement of Methods 

It has been stated in chapter 2 that an 

instantaneous compressor shuld have a transfer 

24 
characteristic ei) 

  

In a p.c.m. system the compressed normalised voltage (es Vv) 

is uniformly quantised in a number of levels 1 up to a 

maximum value L.., Thus 1 is given by 

e L. + log (= pv 7 
es 2 [ Te dog (I+p) | ~ ~--(3-1) 

Now, in a pulse-count encoder the channel pulse is usually 

length-modulated by the signal, and is then gated with 

short-duration clock pulses so that the number of the latter 

contained within the Giravion (@) of the channel pulse is 

the number of levels 1, as shown in (fig. 3.1.) 

fo incorporate the cowpanding process in the p.l.m. 

stage merely requires that the channel pulse duration (1) 

be varied according to equation (3-! ). For single-edge 

length-modulation the trailing edge of the channel pulse 

is varied by the modulating voltage, so that the duration is 

given by: 

i Seto creer 

where DAT, corresponds to positive and negative modulation. 

Hence for logarithmic companding in the p.1l.m stage:- 

i ee 1 tog (2 = y v) 2 1 = fo | Tye ieee las Ss (3.2) 

This expression implies that the duration T is zero when 

Ve rr). This is clearly inconvenient in practice and so 

equation (3.2)is modified as follows:-
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; + 10g (ae wv) 
Po Tf min + fo [ css Toe (1 + E (3.3) 

The variation of T with V is shown in fig 3.2 If now the 

clock p.r.f.(f) is constant at fo, then the number of 

levels corresponding to an input V is given by:- 

r sf ; 
i p)= rene ‘ + log(l- uv 1 = fo (Tmin + 1)=fo { ? min + no| 1* Tostl+ p Wer 

Now, equation (3.4) has been derived for the method in which 

T alone is modulated. Examination of equation 3.4 shows 

that the same companding law would be given if T was held 

constant, and the clock p.r.f. (f) was modulated. Aiso 

two further methods may be possible if the signal modulates 

both T and f, one linearly, and the other in a way to be 

determined. It may be noted that these additional methods 

have become possible because the channel modulating and 

companding functions have been separated.In fact the 

principle of four methods may be defined as follows. The 

waveforms of channel and clock pulses during a modulating 

signal interval,for the four methods are shown in fig. 3.3 

Method (1 A pulse-length modulator where the 

duration of the channel pulse is a particular 

logarithmic function of the modulating signal 

ampli (ae The length-modulated pulses are then gated 

by very short duration pulses of constant p.r.f. so that 

the number of pulses contained within the duration of 

a given channel pulse is proportional to the 

logarithmic function of the modulating voltage.
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Wethod (2) The channel pulses are. of constant 

duration and are gated by shore duration pulses, whose 

p.r.f. is the particular logaritnuic function of the 

modulating signal amplitude. The number of gate 

pulses contained within the duration of a cnannel 

pulse is the same as for Method (1) 

Method (3) A pulse duration modulator where the 

duration of tne channel pulse is a linear function of 

the modu.ating signal. The length-modulated pulses 

are gated by very short duration pulses whose p.r.f. 

is a non-linear function of tne modulating signal. 

The number of gate pulses contained within the duration 

of the channel pulse is the sawe as Method (1) 

Methoa (4 The duration of the channel pulse is a 

non-linear function, while the clock p.r.f. is a 

linear function of the modulating signal. The number 

of clock pulses is again the saue as for Method (1) 

A positive increase in modulating signal causes the 

duration (7) to decrease non-linearly, and the clock 

perf. to increase linearly. Once again the number 

of clock pulses for one channel pulse is the same as 

for Method (1). A fifth method may now be defined if 

the compression is applied by a sweep voltage. 

Method (5) ‘he signal linearly modulates the length 

of the channel pulse, while the clock p.r.f. is swept 

(ina maaner to be detersined) during the channel pulse 

duration.The waveforms of the cnannel,clock and clock 

Sweep pulses are shown in fig. 3.4.
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Bach of the five methods “will now be studied in 

order to: 

(a) show how the channel pulse duration, clock p.r.f. 

and modulating signal are related; 

(b) review possible systems for instrumenting each 

encoder; 

fhe principles of expander action in the corresponding 

decoders are discussed, together with the principles of 

instrumentation of two of the decoders, Finally, it is 

concluded that one method is inherently more convenient to 

instrument in both the encoder and decoder. 

3.2. Coding by Methods (1) and (2) 

This first method is basic, and the principle has 

already been given in the introduction to the five methods 

stated in section (3.1). Theciannel pulse duration T is 

given by equations (3.2) and (3.3) while the clock p.r.f. 

has a constant value (fo). The variation of T with 

modulating signal (v) is shown in figure 3.2. It may be 

noted that the number (i + «V) is always positive, for the 

( = ) sign occurs with negative values of v. 

A block diagram showing the components required to 

instrument te ais is given in fig. 3.5%) The stages 

of divider, sequencer, gate,binary counter and output register 

are common to all the coding systems described in this 
, 

chapter, and their functions are outlined first of all.
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The Divider 
  

The binary digit train should be synchronised with the channel 

pulse train. Hence a 'bit' train of frequency ft, at the input 

to a divider, formed by a cascade of n bistables, is used to give a 

synchronising pulse of period 2"/2b to the sequencer. 

The Sequencer 

The pulse train of frequency 2” is applied to the channel sequencer, 

which may be formed by a ring counter of m bistables. Each of the 

bistables gives a channel synchronising pulse of duration 2"/£p, and 

repetition frequency fem, i.e. there are m pulses in a frame. 

The Gate 

The channel pulse which may be length-modulated (as in Methods (6) 

(3), (4) ana (5), is used to gate a number of high frequency clock 

pulses, which may be frequency-modulated (as in Methods (2), (3), 

(4) ana (5). 

The Binary Counter 

The gated clock pulses are applied toa binary counter, so that the 

bistable outputs register the number of clock pulses in binary code. 

The Output Register 

The counter stage outputs are transferred to the corresponding 

stages of the output register, at the end of a chamel synchronising 

pulse, to enable the binary code to be given out in serial form.
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The main component of the system for Method (1) is 

the voltage-time converter Wierensne auretion f is varied 

by the modulating signal (v) in accord with eqn, 3.5. 

This length-modulation may be realised with a monosteble 

multivibrator which has 3 - terminal active devices for 

the elements of the timing circuit. The input modulating 

signal samples vary the resistances of the devices, and hence 

vary the period Tf. 

An experimental investigation into the feasibility 

of these ideas is described in Chapter 4 anu it will be seen 

that a major difficulty arises in that the transfer 

characteristics for positive and negative modulation are not 

identical. 

A further disadvantage of the first method brought 

out in section 3.6, is that the instrumentation of the 

corresponding decoder is extremely complex. 

The secondmthod is very similar to the first. The 

channel pulse duration, however, has a constant value To, 

while the signal modulates the clock p.r.f.(f). The relation 

between f and v may be obtained from equation (3.4) which 

applies to all of the methods (1-5). For constant To, 

nh 
lo T+ “VY |) 

Pe ene fl! = te. Cae (3.5) 
we 

The variation of f with v is similar to the variation 

of f for method 1 shown in fig (3.4) The range of values 

of f for positive, zero and negative modulation have been



(34) 

calculated from equation (3.5.) for a high-quality telephony 

system. These are shown in Table 3.1, and it may be noted 

that f must vary over a 10:1 range . for negative and 

positive modulation. This is a wide range for a voltage 

frequency converter to operate precisely in accord with 

some particular law. In addition, the similarity to Method 

(1) suggests that similar disadvantage will apply. The 

instrumentation of an encoder for Method 2 is shown in fig.3.5(o) 

It may be noted that there are two distinguishing 

features in the block diagrams for the first two methods. 

(a) In the first method the channel pulse is length 

modulated in a non-linear voltage-to-time converter, while 

in the second method the clock p.r.f.‘is modulated in a 

non-linear voltage-to-frequency converter... 

(b) wultiplexing in Method (1) is achieved in the p.l.m. 

stage, while in Method 2 a sepurate p.a.m. stage of 

channel gating is required. 

3.3 Coding by Methods 3 and 4 

In the third method, the signal modulates both the 

channel pulse duration 1, and the clock p.r.f.(f). On the 

one hand, T varies linearly with v, so that tne channel pulse 

length is given by: 

+ we Boy ae 
7 2 7 2 ) 

i} 2 ie faun + To ( Ae Vv) a este Wey



Table 3.1. 

Variation of Clock Frequency for Method 2 

  

  

HIGH QUALITY 

SOUND SYSTEM 

Highest Nodulation Frequency (£m) 15 KHz 

Channel p.r.f. (2£m) 30 KHz 

oe 
Channel recurrence period 2fm 33 ps 

No. of chennels 2 

Unmodulated channel duration 8 ws 

No. of levels for each half cycle 256 

Unmodulated clock p.r.f. 6.4 MHz 

Minimum clock p.r.f. 32 MHz 

Maximum clock p.r.f. 64 MHz     
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On the other hand, f varies Bonehat othe 

logarithmic companding law is given, fo show the relation 

between f and v, consider the number of levels given by the 

number of clock pulses within a duration 7. This is given 

byz- (2%, 

fee fear cee De a 

The modulating signal period, however, is much 

greater than the channel pulse duration T, so that to a 

first approximation f does not vary during the duration 1. 

Hence, the integral may be omitted and the clock p.r.f. is 

given by combining equation (3.4) and (3.6) to give > 

£. F fe 

7 3 ee Trin + To | ! 

L 
The variation of f with v, for various values of p> 

  

given by equation (3.8) is shown in fig 3.6. It may be noted 

that f = fo at values of v equal to zero, and s diss > AG: 

intermediate values of v, the clock p.r.f. inenesses by 20% 

for positive modulation and decreases by 40 for negative 

modulation. To gain more symmetry between the curves for 

positive and negative modulation, the minimum value of 7 may 

be increased. 

The instrumentation of a system obeying the principles 

of Method (3) may avspear complicated, at first signt. The 

variation of clock p.r.f. with modulating signal v is not unlike 

the I/V char.cteristic of a device, which can exhibit both 

positive and negative resistance. If such a device precedes a 

linear voltase-frequency converter, the output voltage may be 

made to have a frequency which is the required function of the 

input voltage.
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Such devices as tunnel diodes have negative 

resistance characteristics, and while no particular dioue 

may have an I/V characteristic which will permit the clock 

p-er.f. to obey equation (3.8) exactly, it may suffice to 

use the same type of diode in the encoder and decoder in 

the same mode of operation. A block diagram of an encoder 

working on these lines is shown in figure 3.7, while typical 

waveforms are shown in fig. 3.3. It can be seen that the 

instrumentation of this encoder is considerably more 

difficult than the two encoders described previously, for 

two reasons. 

Firstly, a device with anI/V charactcristic 

exhibiting negative resistance is required to be driven 

from a source of low resistance, so that the resulting 

current follows the variation required for the clock p.r.f, 

which is shown in fig 3.5. It is considered that such 

operation may well be unstable. 

Secondly, the signals from different channels 

have to be multiplexed in both the p.a.m. and p.l.m. stages.. 

It is thought that this double process will produce timing 

errors and false counts. 

The fourth method is very similar to the third metha, 

but the f and f functions are interchanged. Hence, 

similar principles may be applied to the instrumentation; that 

is a linear voltage-time converter maybe preceded by a 

device with a "negative resistance" I/V characteristic.
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Obviously, this method will be no less.complicated than the 

third method and hence no block diagram is shown. 

3.4. Coding by Method 5. 

In the previous four methods, the logarithnic 

companding is obtained by applying the modulating signal to 

a device which controls the channel pulse duration (12) and/or 

the clock p.r.f. (f). 

In Methods ae (4), one parameter (T or f) is 

subjected to linear modulation, and the departure from 

linearity (to obtain the companding law) is arranged by 

causing the modulating signal to vary the other parameter 

(f orf) 

In the fifth method, the channel duration is 

subjected to linear modulation, but the clock pulse train 

is given by an independait variable-frequency generator. 

fo obtain the required departure from linearity, the clock 

p.r.f. must be varied so that, during a given channel pulse, 

the number of clock pulses corresponds to the level of the 

modulating signal. Hence the clock p.r.f must depend upon 

the channel pulse duration (and modulating signal). At 

this point, it may well appear that Methods (5) and (3) are 

effectively the same, for in both the channel pulse duration 

is given by equation(3.6), re-written below:- 

Bet lan Ota PV) eR) in
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In the fifth me.hod, however, the clock p.r.f. is 

swept within the duration of the channel: pulse, according 

to a certain law. To show this law, the integral form 

for the number of levels given in equation (3.7) is recalled:- 

(ibtina) 

f= f[ far er G7) 

If T is given by equation (3.6), then df = Zo dV. 

Now the number of levels or clock pulses contained within 

a given channel pulse duration is the same for all pulse- 

count methods, ana is given in equation (3.4). Hence it 

follows that: 

Toff 2 27, \Ton 2 t | ia fs Fe) oan 6.9) 

Differentiating (3.9) w.ret. V gives the following 

expression for the clock p.r.f.:- 

f + Hie varus Bee acy 
Cog (14) [oe AV 

Although equation (3.10) shows the clock p.r.f. as 

  

a function of signal input V, it is from (3.6) an implied 

function of duration (1). This time-dependence may be 

seen, when V is replaced by — = i] in 
0 

equation (3.19). | pf fe all hese } 
or Sateen tetmeetl _ --@ 102) 

The variation of f in the channel pulse duration 

is shown in figure (3.8), for various values of p>» while the 

variation throughout a typical modulation period is shown 

in figure (3.4). It may be noted from fig (3.8) that the 

clock p.r.f. varies rapidly with. time at values near to To, 

especially when there is a moderate degree of companding. 

Also, the clock p.r.f. variation is symmetrical for both 

positive and negative modulation.
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When the variation throughout a modalation period 

is considered (figure 3.4), the following features are sem:- 

(i) the clock p.r.f. reaches maxima at instants where 

the trailing edge of the unmodulated pulse would 

occur; 

(ii) the sweep period is twice the duration of the 

unmodulated pulse (2 To); 

(iii)the variation resembles the output of a full- 

wave diode rectifier, with clamping (or 

compression) of the peak value. 

There are two ways of instrumenting this encoder,as 

shown in figure 3.9. In both, the signal linearly 

modulates the channel pulse duration in a monostable 

nultivibrator. 

On the left-handside of figure (3.9), a sawtooth 

waveform is applied to a logarithmic compressor, whose output 

feeds a differentiator. The output of the latter feeds a 

linear voltage-to-frequency (v-f) converter to control the 

clock frequency. 

Alternatively, a triangular waveform is compressed 

(not logarithmically)and is applied to a linear v-f converter 

to vary the clock frequency. 

In both schenesas for the previous four methods) the 

gated clock pulses are applied to a binary counter and then to 

a shift register for parullel-to-serial conversion.
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The Expansion for Decoding 

In general, the encoder and decoder may operate on 

different principles;eg.a beam tube-type encoder was 

complemented with a Shannon-type decoder Ke ), As pulse- 

count encoding is the subject of this particular work, it 

is convenient to specify a counter-type decoder, like the 

one proposedby Chew (3) If compression in the encoder is 

obtained in a separate stage, it is necessary only to have 

the same type of companding elements in a separate expansion 

stage in the decoder. The inverse characteristics for 

such compandors may be achieved by voltage - and current 

driving the two sets of companding elements respectively, 

as shown in fig (2.13). 

When the companding action is incorporated in the 

coding process, there may be more restrictions upon decoder 

design, depending on the extent to which the modulating 

and compression functions have been separated in the encoder. 

The form in which the expansion must be made in the five 

methods proposed, is now considered 

The theoretical relation between the transmitted 

level number (1) and the normalised modulating signal (V) 

is given in equation (3.1) and is repeated here for 

convenience: a 
Bs cpa fey { tego) 

p ge | pier CLT One ae a (3.1) 

Decoders for all of the methods stated should have 

transfer characteristics which are the inverse of equation 

(3.1). That is if 1 is the weight of a received code pulse 

group, and v' is the output of a low-pass filter, then
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1 and v' are related, as follows: ot 
.+( Y.-1) 

v’ (= Vv) -+b| (ira) | rane Gl) 
If the expansion is not incorporated in the process 

of decoding, but takes place in a separate stage following 

the decoder, the expander itself must have a transfer 

characteristic given by equation (3.11), the normalised 

input voltage being avin 

If the expansion is incorporated as in Methods (1) 

and (2), the elements of timing circuits in the decoder 

should be varied by the level number (1), so that equation 

(3.11) holds. 

The problem of determining the form of expansion 

for methods (3-5) will now be considered. Consider firstly 

Method (5). Here the signal modulates the channel pulse 

duration linearly, and the companding is applied by a 

swept variation of clock p.r.f. The period of the sweep 

is the full channel pulse duration, while the variation of 

frequency (f) with T is given by equations (3.10) and(3.6) 

A given signal sample will then generate a channel pulse 

of duration (T), while the sweep generator produces a train 

of pulses. The eorreseonaae level number (1), given by 

fat, is counted to produce a code-pulse group whose weight 

is given by equations (3.4) and(3.9). At the receiver the 

code pulse group may be set into a counter. To make the 

demodulated output proportional to the input signal sample, 

an expansion correction must be made. ‘This may be achieved 

by a sweep generator which drives the receiver counter at an
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instantaneous frequency (fe). This can be made to 

generate a pulse of length f which nust equal that in the 

encoder. Clearly, this may only be done if the encoder 

and decoder sweep generators are identical. fThis rather 

eirorisine re.ult implies that the decoder for Method (5) 

may be conveniently instrumented using the same desi, 

  

principles given for the encoder, in section (3.4) 

The same result, however, is not true for those 

methods where the signal modulates both f and 1. Consider 

now Method (3); the compression is ery eal by making the 

clock p.r.f. a function (%) of the modulating signal (v), 

while the channel pulse duration T©YV.. 

The transmitted level number (,) corresponding to a signal 

sample (v) is then given by ‘~ 

bcp ie Mae TOO es. Gat) 
At the receiver, a code pulse group of weight (1) 

is set into a binary-counter. fo make the required 

expansion, the pulses which drive the counter should be 

controlled by the modulating signal, which, obviously, is 

not present. If the weight (1) is used to control the 

clock p.r.f. (fe), then fe = ge(1) where fe is an unknown 

function. Hence, a pulse is produced.having a duration 

given by: 

Te : Be (C) 
If the expansion is to be correct, T =. Te, and 

dv) @, (t) eg wee es (Rey) 

Ey ey) 

"
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The implication of equation (5.14) is seen if the 

logarithmic companding function given in equatioa (3.1) is 

= +1 
written {= Pty) ; Gnd ViseF 0), 

Equation 3.14 then becomes - 

AO EAS | rere ee) (3.15) 

Hence to give the required expansion, the level 

_number (1) must be decoded, applied to a device having 

the inverse characteristic g7'(1) and then to a device having 

the transfer function g. The clock pulses are then 

generated to drive the counter and to generate a pulse of 

length (7). 

As a decoding method, this is iupractical for two 

reasons. Firstly, the decoding is carried out twice: 

the step of obteining the inverse characteristic (PF PGS) 

implies decoding. Secondly, it will be difficult to find 

a device for which V = Fo'(1), for the encoder to this method 

does not have a stage which gives 1 = F (V) explicitly. 

The instrumentation principles of tne decoders are 

now considered in the next section. 

3.6 Decoders for Methods (1) to (5) 

In Method (1) compression is obtained by the way in 

which the modulating signal varies the resistive ‘elements 

of a timing circuit, which control the channel pulse duration. 

To obtain the inverse process in the decoder, the incoming 

binary digit train should be converted into an identical 

train of lengta-modulated pulses.
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This pulse train should then be. applied to an integrator, 

the output of waich should be a faithful copy of the 

original modulating signal. 

There are at least three requirements for such an 

integrator and these are as follows:- 

(a) It must have the same type of active resistance 

elements as the encoder timing circuit. 

(b) The resistances of the active elements should be 

controlled by the output voltage. 

(c) It must distinguish between pulses subject to 

positive and negative modulation respectively. 

A possible decoding system is illustrated in figures 

(3.10) and(3.11). Phe incoming p.c.m. train is set into 

the reversing counter, The constant-frequency clock 

pulses, with a start pulse from the bistable elenent, 

drive the counter to zero. The O levels frou the counter 

stages are gated, to give a@ signal which causes a 

transition in the bistable. ~Hence the output of the 

bistable is the chaanel pulse and it will have the same 

compressed duration as the corresponding encoder cnannel 

pulse. To separate positive - and negative - modulation 

pulses, the p.l.m. train is gated by a train of pulses, 

having the unmodulated pulse duration (‘o). The action of 

the negators may be seen from the pulse waveforms, shown in 

fie (3.11) to result in negative length and positive length-
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modulated pulses being directed to the upper and lower 

integrators respectively. fhe’ integrators contain active 

elements similar to those in the timing circuit of the 

encoder p.l.m. stage. The active elements are controlled 

by the output voltage of the integrator, so that the correct 

expansion is given. The outputs of she two integrators 

are combined and demodulated by a low-pass filter, to give 

a copy of the original modulating signal. 

This is a possible decoding system for Method (2). 

It has been described ia detail in order to show the 

difficulties in instrumentation when the companding action 

is incorporated in the coding process. In iethod (1) the 

difficulty arises in distinguishing between positive and 

negative length-modulated pulses. Moreover, it is 

doubtful whether the expansion caa match exactly the encoder 

compression. In the simple encoder developed in Chapter 

4, a saturation-mode monostable multi-vibrator was used in 

which the timing capacitance tends to discharge towards the 

reverse polarity, as a result of a switching action. In 

the integrators proposed for the decoder, there is no such 

switching and the timing capacitance tends to discharge 

towards zero. Finally, it way be noted taat decoding for 

only one channel is snown. Channel separation, however, 

cau be made at one point X in fig 3.10, and reference to 

fig 3.12 (i.e. Method 5) will snow pow each channel may be 

gated by a pulse train from the sequencer. 

If the decoder for Method (1) aspears difficult to 

design, that for Method (2) aopears impossible.



  

(46) 

In this method, the clock p.r.f. must be varied ina 

particular manner. It is difficult to see how the weight 

of binary digits, which are set into the receiving counter, 

may be used to control tne timing elements of the clock 

pulse generator, aud hence control the frequency. 

With reference to Methods (3) and (4), it has 

already been pointed out in section (5.5) that decoder 

instrumentation is impracticable. Hence of metilods (1) 

to (4) it only appears feasible to instrument a decoder for 

Method (1) 

On the other hand a decoder obeying the principle 

of Method (5) is just as convenient to instrument as the 

encoder. This may be seen from the block diagram in 

figure (3.12). The clock pulses, which drive the counter, 

maybe obtained in two ways, as in tne encoder, but one only 

is illustrated. As in the decoder for Method 1 , there 

are the input register, binary counter with decoding gate 

and the bistable element in wnich the channel pulse is 

formed. in addition, a channel sequencer is shown and 

this provides the pues trains which enable the channel gates 

to give chaanel separation. For each channel a low-pass 

filter demodulates the length-modulated pulses. 

Hence, coding by Method(5) appears to offer a 

considerable advantage over the other methods in that the 

encoder and decoder may be similarly instrumented. the 

original aim of incorporating the companding action in the 

coding process is fulfilled.
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fo simplify the instrumentation problem, however, it 

appears necessary to separate the signal modulation and 

companding functions in the way outlined. A detailed 

design for this coder is given in chapters 5 to 8. 

In the next chapter, an account is given of the 

experimental work to test the feasibility of coding by 

Method (1)
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4.0. Statement of Work to be Done to Test Method 1 

4.1. Methods of Measurement 

4.1.1. A Low Frequency Nodel 

4.1.2. A’D.C. Method of Measurement 
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4o30 Monostable Multivibrator with Compound C.R. Coupling. 
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4.4.2. F.E.T. Resistance Modulator 

4.56 Conclusions from the Tests on Method I.
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4.0 Statement of Work to be done to Test Method CB) 

This is an account of the initial experimental work 

which was carried out to test the feasibility of Method (1) 

encoder. A block diagram of the system has been given in 

Lig .5.5< The principle is recalled as follows. The signal 

to be encoded, modulates the duration of the channel pulse 

according to the logarithimic law given in equation C2408 

The pulse duration is then measured by counting the number 

of constant frequency clock pulses which are gated by the 

channel pulse. Successive counts are converted into binary 

code pulse groups. 

Clearly, the main difference between Method (1) and 

traditional pulse-count methods is in the design of the p.l.a. 

stage. Hence, any initial experiments to test the feasibility 

of the method weed only be concerned with the non-linear 

pel.m. stage. 

The p.l.m. stage proposed is based upon the collector 

coupled monostable multivibrator circuit shown in fig.. 4.1. 

In this circuit cS pulse length is given by 0.7 C eset 

where CRg is the discharge time constant. It is considered 

that the pulse length may be varied logarithmically when one 

(or both), of the timing components is (are) replaced by 

three-terminal active devices which are operated non-—linearly. 

In the following sections ( 4.2 and 4.4 ), bipolar and field 

effect transistors are considered as a replacement for Re and 

to modify the value of C.
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4.1. Methods of Measurement _ Saks a 

To simplify the measurement of small pulse durations, it 

was decided to use a low frequency model for the p.1l.m. 

stage. A description of this and the methods of 

measurement are now given. 

Bese A Low Frequency Model 

In a typical p.c.m. system,24 channels may be 

accomodated in the channel pulse interval. That is, 

in a telephony system, where the channel pulse repetition 

frequency is 8 KHZ, the maximum channel pulse length is 

125/24 4S i.e. approximately IS 

The unnmodulated pulse duration in a p.l.m. system 

would then be 2.5/8. This would be used to gate 

about 128 clock pulses, which would each have a pulse 

length 2500/256 ~~ 10S... These small duration values 

are difficult to measure accurately, and so it was 

decided to scale down frequencies by a factor of 50,or 

thereabouts, by making measurements on a low-frequency 

model. 

The paraneters of a suitable model may be chosen as 

follows:- 

Highest modulating frequency (arbitrary)-------- 100 HZ 

Channel prf ---------~-----~-~------~----. ---_- 200 HZ 

Channel recurrence period 1/200 -------------__ 5 mS 

Number of channels (arbitrary) --  
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Duration per chaanel 5/5-----~---------------- 1 ms 

Unmodulated pulse Garetion: seen ee 500 us 

Guard bands between channels (arbitrary------ 200 us 

Change in duration on largest signal--------- 400u5 

Duration on maximum negative modulation------ Loous 

Duration on maximum positive modulationre---— 900uS 

Number binary digits in a pulse group(arbitrary) 8 

Number of quantum levels 256 

Period of clock pulse 800/256-----------~---- 3.Iy5 

-It will be noted that some of the parameters 

are labelled as arbitrary, md an attempt is now made 

to justify their choice. The overall choice is 

dictated by the smallest duration of pulse, which may 

be conveniently measured. It is considered that a 

change of pulse duration of !~245 could be readily 

determined, and a clock pulse period of some 3S 

was chosen. The number of quantum levels (2%) chosen, 

is typical for a commercial telephony system. There 

appeared little point in scaling down here, since a 

small number of levels would give a large step size 

which would tend to mask any coding errors which might 

occur. It may now be seen that the choice of the 

maximum channel pulse duration followed from the clock 

pulse period and the number of quantum levels. The 

channe] p.r.f. and the highest modulation frequency are 

then determined by the channel pulse and the number of 

channels. A choice of five for the latter was 

influenced by two considerations. Firstly, larger 

number of Channels would make the channel p.r.f.
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ineonveniently small. Secondly, in these initial 

experiments, the duration of the channel pulse is 

the sampling period, and this would be too large if 

the number of channels <S%. 

The validity of any test results from the 

model may be questioned at this stage. It is 

considered, however, that if the types of device used 

in the model, behave similarly at the higher operational 

frequencies, the results are valid. 

The models to be described in sections 4.3 and 

4.4 were made up from discrete components rather than 

integrated circuits,because they allowed greater 

freedom in the choice of working voltages. 

A major component of the model p.l.m. stage 

will be the transistor which forms a variable timing 

resistance. The modulating signal which is applied to 

control this resistance may therefore be either a 

direct - or an alternating - voltage. That is, the 

method of measurement may be termed d.c. or a.c. 

4.1.2 A D.C. Method of Measurement 

If the d.c. input to the variable timing element(s) is 

varied in steps, the resulting variations in pulse 

duration may be measured by using the calibrated time 

base controls of an oscilloscope (CRO). ‘fo display 

a pulse waveform on a C.R.O. screen, the internal 

timebase needs to be synchronised by the pulse—train. 

If the leading edge of the pulse is made to synchronise
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the time base, then as the: timing resistance is 

varied in steps, the duration of the pulse may be 

seen to increase in steps. It is considered that 

these durations may be measured to an accuracy of +1% 

with the better type of C.R.O. Greater accuracy may 

pe obtained with a universal-type counter, having |p‘ 

clock pulses for time measurement, 

4.2.2. A.C. Methods of Measurement 

An ac method of measurement may be c-nvenient for 

some coding methods. Indeed, if the performance of a 

complete system, including encoder and decoder is to 

be tested, then an ac method is desirable, mainly 

because of the oresence of coupling capacitors at the 

modulating signal input to the encoder. 

In general, there are two types of a.c. methods. 

(a) the OBJiCTIVH method and (b) the SUBJECTIVs’ method 

In both of these methods, a.c. signals are applied to 

the input to the encoder and tne corresponding a.c. 

signals at the decoder output are examined. 

In an objective method a variable frequency sinusoidal 

generator is applied to the encoder input and the 

decoder output is examined with a waveform analyser 

(or frequency selective voltmeter), to measure the 

harmonic and attenuation distortion. 

With the subjective method speech and / or music 

signals are applied to the encoder input



A group of observers listeh ‘alternatively to the 

decoder output and encoder input signals and a 

statistical assessment is made of the observers' aural 

appreciation of harmonic, attenuation and error 

distortions. 

For both of these methods, however, it is 

necessary to devise a method to determine whether poor 

performance occurs at the encoder or at the decoder. 

That is, if such methods are to be used then it is 

necessary to design an a.c. method of testing tne encouer 

and decouer ener tele Consideration was given to 

an a.c. method, and a major difficulty arose. For 

when ™ a.c. signal modulates the duration of a pulse, 

(the signal and pulse are derived from independent 

sources), a steady single line trace cannot be observed 

on a C.R.O. screen. The problems involved with a.c. 

testing, and how they may be overcome, are considered in 

Appendix A. It is clear, however, that a d.c. method 

of measurement is simpler, and so this is the method 

adopted. 

ee. A Monostable Multivibrator with Variable Timing Resistance 

The p.l.m. stage is chown in fig. 4.1. The d.c. signal 

which controls.the timing component@), may be varied over the 

range - V to + V, so that the discharge time constant varies 

from (CRe). sto) (CRe) The transfer characteristic 
min MAX, 

required is shown in fig. 4.2., and clearly a balanced 

resistance modulator will be required. Hence,the feasibility 

tests were conducted in four phases as follows:
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(a) A single bipolar transistor for resistance 

modulation on negative signals only 

(bd) A double bipolar transistor conductance 

modulator 

(c) Transistors. modulating both Re and C. 

(a) A single f.e.t. modulator. 

4.2.1. A single bipolar transistor with negative modulation 

The p.l.m. stage is given by the collector- 

coupled monostable multivibrator in fig. 4.1.. in which 

the normal timing resistance Rg is given by a p.1.p. 

transistor T, . The resistance between collector and 

enitter is controlled by a negative-going voltage Ui, 

which represents the modulating signal. An increase in vi 

increases the collector current, which causes the 

capacitor C to discharge in a shortcr time. The 

discnarge time is also the pulse duration and this may 

be shown to be a logarithmic function of, as follows:- 

Consider firstly, the operation of a monostable 

multivibrator. The output pulse commences when Ta 

is switched to conduction, C is charged to tue suvoly 

voltage Vec, and a nearly constant discharge currents 

flows through 1, tending to charge C to the opposite 

polarity. The output pulse is completed when the 

capacitor p.d. reaches zero approximately. Hence, 1, 

collector - emitter p.d. (Uce) varies betweea 2Ve and 

Vee and has a collector current which varies only upon 

the base input voltage U,. That is, during the
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discharge, the collector current is constant if Ui is 

constant. (In the a.c. method of measurement described 

in Appendix A, VU. is only approximately constant, since 

the discharge time is 10% of the period of the modulating 

signal; this is a source of error in that method of 

measurement). The approximate relation between le and Uce 
(31,36) 

may now be obtained as follows:- 

te = (1+hye) beso + Fre le 

= (i +hse) lebo + hee fool ex. i.) ~ i] en - (4-1) 

~ My) Vee RR eT eager ese fh.9) 

e = arge signal current gain of 7, (or Ta Ne 1 ignal & gain of T, (0 Ta) 

ebo = collector—base reverse leakage current 

Mp = voltage equivalent of temperature 

= 26 mv at 300K 

Re ee ae = Vee . exp, e) fe ed) 
Ce he Lebo “Ve 

The duration T of the ouput pulse & CRep 

Be MET 2ec  Ox PED) 
This variation, shown iu fig 4.3. has approximately 

the correct shape for negative going signals. It may be 

seen however, that thé pulse duration increases to a 

maximum value for values of VU, near to zero. This is because 

the collector leakage current iy) of 11 limited the value 

of Rg to about 100 K2. 

It may be noted here that if the resistance modulator 

were current driven at the base,: the collector current would 

be proportional to the driving voltage 

he Cot aanlice [We bts ] ree ® | _ (44)
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Hence the resistance Rb is given by. 

Bh Vee 
lc hse WZ ( I+ +t) 

Where the base driving current is V/R - That is, the 

  

resistance (and pulse duration) are nearly inversely 

proportional tothe input voltage. ( The principle of 

current - driving a resistance modulator is also the 

basis of Biddlecoub's voltage - frequency converter, 

which is fully treated in Chapter 6. In that case \oof 

which corresponds to the result above, Vic Vr). This 

may also be considered as a suitable companding 

characteristic. It has the added advantage that it 

will be more easily reproducible, as it is independent 

of the base-emitter characteristic, which is subject to 

"spreads". 

The fact that the resistance tended to a limiting 

value at both high and low values of V, suggested that 

one transistor may give the correct resistance modulation 

on both positive and negative modulation. in, effect, 

the transistor would be biassed at the value which gave a 

pulse having half the maximum duration. A germantun 

pen.p. transistor having a low leakage current (AZ21) 

was tested as a resistance modulator. The compeading 

characteristic is shown in fig 4.4. It may be seen that 

the compression for positive and negative modulation is 

not symmetrical. It is considered that tauis feature is 

undesirable in a commercial systen. If asymmetry were 

allowed, it would mean that positive and negative 

modulation signals would have to be uistinguisned
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throughout the system, so that the correct inverse 

expansion may be given at the decoder. 

4.2.2. A Double Transistor Conductance Modulator 

A companding characteristic with symuetrical 

compression may be achieved if two transistors are 

connected in parallel and th. following conditions 

hold. 

(1) Two silicon transistors with small but 
finite leakage 

(2) One base-emitter junction sligntly 
forward biassed. 

The other base - emitter junction biased 

(3) Both Transistors to be current-fed. 

(4) The heavily biassed transistor to have a 
a collector resistor to ensure saturation. 

The predicted variations of the two component 

conductances and their resultant are shown in fig 4.5. 

The double modulator was connected as shown in fig 4.6, 

and the companding characteristic is shown in fig 4.7. 

It may be seen from figs.4.6 and 4.7 that the 

double modulator when current fed,should give a 

symnetrical characteristic, but there tends to be marked 

asymmetry in practice. The main reason for this is 

that compressions for positive and negative signals 

arise froa different effecis. Por positive-going 

signals are limited by leakage current or shunt 

conductance, while negative signals are limited by 

saturation. It also a,pears doubtful whether limiting 

by leakage current or saturation is even approxinately 

logarithmic.
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4.3. A Monostable Multivibrator, with Compound 
C.R. Coupling a 

The resistance modulators, considered so far, have 

replaced the resistance Rb. The pulse duration may, 

  

however, be varied by the capacitance C, and consideration 

  

is now given to the modulation of C by a transistor. 

The useof transistors as reactance modulators, wnich 

may vary the tuning capacitance of a hign frequency oscillator, 

(3) is well known. The variations of capacitance given 

are small and providing the oscillator signal excursions 

are not too large, the a.c. output conductance of the 

transistor is small. 

In a maltivibrator, however, the capacitor p.d. decreases 

to zero, and if replacement by a transistor were atteapted 

its conductance would be too large to hold the charge for 

the required time. 

It was decided therefore to connect a transistor across 

the coupling capacitor (C2) and to have a second larger 

capacitor (C,) in series to block the direct current. ‘fhe 

timing circuit, which resulted, is shown in fig 4.8, and Ro 

is the resistanee which will be modulated. In effect, 

conductance, rather than capacitance, is to be modulated. 

At first sight, it may appear that an increase in Re 

will cause an increase in discnarge time. A closer inspection 

of the timing circuit shows that in the stable state, the 

capacitors C: and Ca are ultimately charged to Vec and zero
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respectively: (the charge on C2 has leaked througn R:) 

During the quasi-stable state C: tends to discharge to the 

opposite polarity, (as in normal multivibrator action), wnile 

C2 tends to charge. The total capacitor voltage Use will 

decrease to zero when Uca = Vcr. A large value of R2 permits 

Cy to gain a high voltage md hence the guase-stable state 

is terminated in a shorter time. 

A more rigorous analysis is given in Appendix C  , where 

it is shown that the differential equation governing 

(40) 
discharge is given by:- 

i ii ale \ed ! ‘ ee (4.6 Cee a 
where p denotes the operator ofr and i is the discharge current at time t. 

  

Itis further shown that equation (4.6) has a solution: 

  

i= | — 2 — exp. (Coat) 4 
m(o,- %) 

hose ame etloet od ) ot = Wb, whe x & (4 f - PA Aa: CaRi (man mm) 

ms Rafe, and n= Cifeg 

The roots &)' and &;'are the two time constants of the 

discharge current components. The smaller of the two, Coan 

indicates a relatively large component which decays rapidly 

through three parallel resistances &,, nR, and Ro. The 

exponent &, indicates a smaller component of current due to 

C, discharging into three resistances in series i.e. Ri, Re 

and Ra/n
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The quantity of interest is Vee and in particular, the 

time taken for Uee to decrease to zero. Clearly, the 

time 1 for Uge to fall to zero is given by the solution of 

the egquation:— 

n Vega as Cer 0 nee le) 

when substitution for i is made from equation (47). This 

solution, however, can not be obtained by simple algebra, 

because of the presence of two exponential terms,of comparable 

magnitude in equation (4.7). Hence solutions by numerical 

methods were obtained. That is, values of m ranging from 

0.1 to 10 were inserted inturn into equation (4.7), for 

various values of 7 in the range 1 - 25, and the corresponding 

values of t which made equation (4.&) zero, were computed. 

The tables of results are given in Appendix C , and the 

values of relative pulse duration are shown graphically in 

figs. 4.9 and 4.10. 

It is pointed out that Ri and Re have been considered 

as passive elements, and have not yet been replaced by 

active elenents. The curves in fig. 4.9, show the 

theoretical variation of relative pulse duration Th, with. 

m (= Re/e,) « In general, there is an approximate 

logarithmic "roll - off" for large values of M, and the 

values of Te do tend to asymptote for large and small 

values of Tl. 

It was observed in section 4.5.1 that if a transistor 

resistance modulator were current-fed the resistance between
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collector and emitter would be inversely proportional 

to the input voltage. That is, if Ro were replaced by a 

current-fed bipolar transistor it should give a companding 

characteristic like that showa in fig 4.9. but with the 

abscissa VAm ( =Ri/p, es Hence the variation of relative 

pulse duration Ae with Ym is shown in fig 4.10. for one 

value of Nn. It will be seen that the origin has been 

chosen at ™M=0-5 in order to predict the characteri.tic, 

  

which will be obtained, when Ri and Re are replaced by 

resistance modulators. In such a case, one polarity of 

input voltage would effect high values of Ri and a constant 

value of R2, while the other polarity would give high values 

of Ro for a constant Rk. It can be seer that the predicted 

companding characteristic shows only a small asymmetry. 

An attempt was made to confirm the above result. The timing 

circuit shown in fig. 4.11 was tested. The experimental character— 

istic is shown in fig. 4.12. The overall shape is correct but the 

asymmetry is greater than that predicted. It is considered that 

the asymmetry arises from the use of a PeNeDe — NePeN. Paire 

While the use of a complementary pair is not strictly necessary, a 

difficulty occurs in correctly setting the bias points of the two 

transistors. 

4.4. The P.E.T. as a Conductance Modulator 

The bipolar transistor only has so far been considered 

as a resistance modulator. The unipolar ,or field-effect, 

transistor (f.¢e.t.), which is perhaps a more logical choice 

for a voltage-controlled conductance, is now considered. 

f
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(41) The f.e.t was predicted by Shockley ia 1952, and 

the analysis of experimental units was reported in 1955. 

The manufacture of the device, however, awaited the development 

of silicon fabrication techniques, so that they did not become 

available unti] the early ig6o's.\*!) Initially, the 

f.e.t. received prominence as a simple low-noise pre- 

amplifier at low and high frequencies. The planar epitaxial 

bipolar transistor could provide higher power gains at 

higher frequencies and the latter appeared to be preferred 

after about 1963. The f.e.t. has the merits ef low noise, 

(3) 
high input impedance and zero off-set voltages Hence 

the device currently has had only limited applications as 

a high input impedance amplifier, and as a chopper-—type 

amplifier (31), There are two main types, namely, the 

junction and insulated—gate £.e.t.8. fhe latter have a 

near infinite input impedance and have recently been 

fabricated into integrated circuits. (37) The junction 

f.e.t. is a more robust device which is more convenient for 

experimental use. 

4.4.1. Features of a Junction F.&.7, 

The junction f.e.t. consists usually of a lightly 

doped silicon channel, as shown in fig 4.13. whose ends 

are called the source (8) and the drain (D). fhe channel 

is surrounded for a large part of its length by more 

heavily doped naterial, called the gate (G), of the opposite 

kind to the channel. That is, a n—type channel will 

have a p-type gate. There is a depletion region 

surrounding the channel and this region will be widened 

if the gate-channel p-n regions are reverse biassed. fhis
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will occur, when the p-type gate is made negative 

wer.t. the source, and it maybe seen that the channel 

is therefore restricted. in the n-type channel shown 

in fig 4.135 a current will flow from drain to source, 

when the drain is made positive w.r.t. the source. 

Current will of course flow froz 

  

Sto Dif the polarity 

is reversed and this is one of the main operational 

difference between f.e.t!s. and thermionic pentodes,. 

If, in fig 4.14 the gate bias (Ug) is increased the 

channel resistance is increased and the drain current 

(€) is decreased. When Ug= PINCH-OFF value (Ve), the 

drain current is decreased to zero, and this gives one 

definition of the pinch-off effect. The drain-source 

pd. (U) also affects the depletion region, (A fali 

description of this effect is given in Appendix D 

when an expression for the resistance of an f.e.t. channel 

is derived),and pinch-off may also be defined as the 

smallest value of U at which the saturation current (Jo) 

flows. These definitions are illustrated in fig. 4.15 

which shows the variations of drain current with U and Uy 

4.4.2 F.H.T. as a Resistance Modulator 

When the application of the f.e.t. as a resistance 

modulator, to replace Re » is considered, the drain voltage 

(uU) varies over the constant curreat portion of the 

@rain characteristic (i.e. to RHS.of the line VU =Vp). 

Hence the current may be considered to depend only upon 

Uys An equation for the transfer characteristic,
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when U>Vp has been given ods as: 
' eos s 

Cs 1, ( bi VeAe) eee es (4.9) 

The resistance of the channel (1) is then given by: 

- ss Vee 

Tp (1- UAy yr 

where Vcc is the d.c. supply voltage. 

(Alo)   

In the required companding characteristic shown in 

fig 3.2, the duration T, which is proportional to Re 

should asymptote either to some high, or to some low 

value of T. As equation (40) stands large values of 

Ug will cause the resistance to asymptote the wrong 

way. -Hence, to replace Rg, the f.e.t. should be 

biassed to pinch off and positive - going modulating 

signal should then drive the f.e.t. into conduction 

and lower resistance. 

An approximate relation may be derived by 

adjusting the origin of the transfer characteristic to 

Vs =Vp ~The drain current, as a function of input 

voltage (yu) is then given by:- 

Ten Uy aes se. (as 

amd oT = Ve. Vee 

ome 

o-
 

If 

Bien enter 1) 

The predicted companding characterixtic from equation 

(4.12) is shown in fig 4.16 

To obtain experimental confirmation, a n-channel 

f.e.t. was connected as shown in fig. 4.17. The input



  

Tet 
a K2) (us) 

  PREDICTED RESISTANCE | } 99 ‘goo 
‘ 

O--0 EXPERIMENTAL Purse | 

  

  

DURATION T 1h 
) | 

4 600 

/ 

if 

Set OsG 4:60 

200 

eee 
vu (Vv) O.7 05 03 

2% 25 27 24 ea) 

Fig 4.16. COMPANDING CHARACTERISTIC 

WHEN Re IS REPLACED BY FET, 

  

  

COMPONENT | VAUEZ pp 
|2N2904A 

[Ta Te isi pnp 
BFWIO 

Eee meee n- Channel 

e eee 

      

    

  

  

  

  

  a Ts + Vee 

FIG.4.17 TIMING CIRCUIT WHEN Re 

REPLACED BY A JUNCTION FET



  
4.5. 

(ee) 

voltage (U\) was varied from zero to 3v for which the 

resistance changed from 20K2. to 4002 . The 

corresponding relative pulse durations are shown in 

fig 4.16. 

The following observations maybe made on fig. 416 

(1) The f.e.t's used, (Mallard B.P.W.10 and 

Motorola MPF 104,appear to have a transfer 

characteristic approximately given by:- 

a Vs 

ete Reha Slee oe (as) 

rather than that given by equation (4.10) 

(2). A high value of compression parameter (f¢) is 

possible with a f.e.t. 

It should be noted that no attempt has been made 

to obtain a balanced companding action from f.e.t.s. 

It is considered that the problems involved will be 

similar to those with bipolar transistors. 

Conclusionsfrom the Tests on Method 1. 

The principle of coding by the first method has 

been investigated experimentally to test its feasibility. 

The p.l.m. stage, which is peculiar to the method, has been 

constructed from a simple monostable multivibrator, in which 

the timing elements are transistors connected as resistance 

modulators.
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The principle of the method’ consisted in determining 

the transfer characteristic of the peli stage.. That is 

a variable direct - voltage / current was applied to the 

pase (gate, of the resistance modulator, and the 

corresponding duration of the output pulse was determined. 

fo simplify the measurement of pulse-duration, the 

tests were conducted with pulses which had a duration some 

50 times larger than those which obtain in practice. The 

tests were carried out in four phases. 

Firstly a single p.n.p. bipolar transistor replaced 

the base feed resistor (Re) and a negative - going input 

voltage (V.) was applied between base and emitter. It was 

predicted from simple theory that the transfer characteristic 

should be a curve for which the pulse duration (T) is 

proportional to exp. (-V.). The experimental characteristic 

was of approximately this form. 

The second and third phases were attempts to obtain 

transfer characteristics which were symmetrical for positive 

and negative modulation. In the second phase, a resistance 

modulator consisting of two trausistors replaced Re. ‘the 

bases were current-fed to obtainT << %,. In the event, 

there was slight but unacceptable asymmetry. his was because 

the non-linearising of the transfer characteristics on positive 

and negative modulation were due to different effects.
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In the third phase, the timing circuit was modified to 

include a eapacitor C2 shunted by a second bipolar traasistor 

(Re). It was showa that a symmetrical transfer 

characteristic is theoretically possible, but difficult to 

obtain precisely in practice. 

The fourth and final phase was an investigation of the 

field-effect transistor as an alternative to the bipolar 

transistor. Although the operating principles are somewhat 

different, the companding characteristic obtained is similar 

to that obtained in the first phase described above. 

Hence, it has been shown that it is possible to design 

a p.el.m. stage which wilt permit coding by the first method. 

It has also been demonstrated that considerable difficulties 

can occur in obtaining a transfer charactcristic which is 

symmetrical on positive and negative modulation. These 

difficulties stem from the inability to devise a monostable 

multivibrator which gives a symmetrical characteristic. The 

problem may be likened to that of designing a single-ended 

class A stage, to have a large amount of odd harmonic 

distortion, but using a device with a parabolic transfer 

characteristic. It is, therefore, concluded that a 

multivibrator p.l.m. stage using ordinary transistors as 

timing elements to provide logarithmic companding, does 

not provide a practicable coding method.
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5.0. The Encoder in Outline 

shown in Chapter 3 that the fifth method    It v 

  

proposed for pulse-count coding, had a definite advantage 

over the other four methods. Namely, the encoder and de- 

coder required identical methods of clock pulse generation, 

s0 that the two coders could be similarly instrumented. 

Consideration is now given to the designs of models for 

this coding method. Once again, to simplify the problems 

of accurate measurement of pulse duration, a low-frequency 

model is planned, but with ‘some parameters different from 

those given for Method 1 in Chapter 4. The relevant 

parameters for the Method 5 encoder are as follows:- 

  

Clock p.r.f. at instant of zero modulation - - - 450 KHZ 

‘Number of binary di (ig 

Number of quantum levels Bs ogee Ge 128 

Numbers Of eChSnh OLS a meri A ep cel 5 

Channel pulse duration (including guardbands) - - 1.00 m5 

It will be shown in the following sections that the above 

values were dictated both by the availability and limitations 

of the chosen devices. 

Block diagrams have already been given for the encoder 

and decoder in figs. 3.9 and 3.12 respectively. The 

principle of the method is recalled as follows. The 

channel pulses are derived from the binary digit pulse 

train via the DIVIDER and SEQUENCER, The channel pulse 

length is linearly modulated by the signal in the PoLeMe 

stage. The variable-length pulses then UATE the swept-



  

Orr) 

frequency clock pulses, which may be generated in two ways. 

In both types of CLOCK PULSE GENEKATOR the frequency is 

d [log (1+2¥)] 
dv 

proportional to 

where log (1 + NY) is the companding function given in 

equation (2.1). The gated.high frequency pulses are 

applied to the BINARY COUNTER, whose stage outputs then 

represent the weights of the binary equivalent of the 

logarithmically compressed signal. These are applied to 

a PARALLEL-SERIAL CONVERTER, and converted into a train of 

code pulse-groups. 

Certain stages of the coder are common to all methods 

of pulse-count coding, and because their principles are 

ow they are considered in this well carey eenedy << 

chapter. In particular, designs are given for the divider, 

the sequencer, the p.l.m. stage, the gates, the binary 

counter and parallel-to-serial converter. The two types 

of clock pulse generation each contain two main stages, 

namely a LINEAR VOLTAGE-FREQUENCY CONVERTER and a SWEEP 

GENERATOR. Since the development and application of these 

stages are original to this work, a brief introduction only 

is given in this chapter. More detailed descriptions of 

the two stages are given in Chapters 6 and 7. 

aye es Use of Integrated Circuits 

It was decided to use integrated circuits where 

possible, and to simplify design and construction, one 

type of base, the dual-in-line, was adopted. On the
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grounds of economy, circuits from the medium speed 

    tor - Transistor - Logic CRT he) family were 

selected, The latter choice set a limit to the minimum 

pulse duration of about 100 ns, but this was negligible 

in the low-frequency model on which measurements were made. 

not only fundamental to all the gates in the model but also 

to the J-K bistable circuit used in the counter, register 

etc. and to the monostable circuit used in the p.l.m. stage. 

Hence, the descriptionosof the instrumentation commences 

with these basic logic circuits. 

5.1.1. The t.L.L. NAND Logic Circuit   

The I.T.L. arrangement is particularly suited to 

integrated circuit techniques for it can give the 

greatest number of logic gates for a given size of 

silicon chip. This arises because T.T.L. makes more 

use of pen. junctions than other components. This is 

in contrast to Transistor-Resistor Logic (2.R-L.), 

which tends to use a larger number of resistances. 

Furthermore, in the manufacture of an 1.C., it is 

possible to fabricate the multi-emitter transistor 

which enables the convenient formation of the T.T.L. 

NAND gate. 

The circuit of a typical NAND gate is shown in fig. 

Salis It may be noted the n-p.n. formations shown, 

make positive logic preferable and this appears to be a 

fairly uniform convention. Another fairly common 

standard in T.T.L. logic is the requirement for a
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single 5V d.c. supply. 

The operation of the NAND circuit is as follows. 

a 
W    en the inputs A; B or C are at a logical '1' level 

state with 

  

(or unused), the circuit is in the nor 

Ty, qT, non-conducting and To, us conducting, giving a 

logical O level at the output. When one of the inputs 

4-C is grounded, Ty conducts which makes in turn, qs 

non-conducting, which gives logical 1 at the output. 

Hence, the presence of one or more O level inputs will 

give al level output, which is an expression of the 

NAND function. It may be noted that the T.T.L. NAND 

gate cannot distinguish between an unused input and a 

1 level. This is an advantage when interconnecting 

gates, for it obviates the connection of those inputs 

which are not required. 

The applications of the NAND gate to the encoder are 

straight forward as indicated in fig. 3.9. In the 

first case, when a clock pulse occurs within the 

duration of the channel pulse, it should be transmitted 

to the binary counter. That is, the outputs of the 

p.l.m. stage and the v-f converter form the inputs A, 

B to an AND gate, which may be given by two NAND 

Gates in tandem. Another application is described in 

the parallel-to-serial conversion stage. 

5.1.2. The J.K. Master-Slave Bistable 

The bistable multivibrator may be considered as two 

NAND gates cross-connected. This circuit may be made
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    into a divide-by-two, or binar, 

  

stage (or "toggle"') by 

  

  arranging a CR diode circuit at the trigger input as 

shown in fig. 5.2. The input pulses are steered. first 

to one e and then to the other. The development of 

  

i.C.s has shown that the master-slave circuit may be 

realised conveniently, and this permits a toggle~action 

without external components. 

A master-slave circuit is shown in. fig.5.2as two sets of 

cross-connected NAND gates, The J-K. master-slave 

bistable is a particular type in eee the normal (Q) 

and Gonplenent= ey (Q) outputs are connected to the K 

and J inputs respectively, to permit toggle action. 

The operation of the circuit, when a clock pulse wave- 

form is applied, follows a four-point sequence, as 

shown in fig. 5.2. and as follows:- 

(1) gates 3 and 4 close, isolating slave from master, 

(2) gates 7 and 8 open, connecting master to inputs, 

(3) gates 7 and 8 close, isolating master from inputs, 

(4) gates 3 and 4 open, connecting master to slave. 

Hence, the leading edge of the clock pulse may only 

cause a transition in the master section at point (2), 

while it is isolated from the slave. Whether a trans- 

ition actually occurs, depends upon the logic levels at 

the J and K inputs. 

At the trailing edge,the master section is isvlated 

from the inputs, and at point (4) the logic levels, 

which have been determined by the J-K inputs, are 

transferred from the slave to the master. The follow-
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Ji sei 
Fig. 5.2@) A BISTABLE MADE WITH 1.C.)NAND GATES AND 

MADE! TO TOGGLE” WITH EXTERNAL COMPONENTS 

  

     
tT GATES 384 CLOSE—SLAVE ISOLATED FROM MASTER 
Q GATES 78 8 OPEN — MASTER CONNECTED 70 INPUTS 

2GATES 7&R QB CLOSE —MASTER ISOLATED FROM INPUTS 

4 GATES 384 OPEN —MASTER CONNECTED TO SLAVE 

      

Fig, 5.2(b) A T.K. MASTER-SLAVE BISTABLE WITH A. 
TOGGLE ACTION ACCORDING TO THE 4~PoIn7T 

SEQUENCE SHOWN, :



  

   acteristics of J-K 

  

ing ck ve bistables may, 

therefore, be noted:- 

(a) Transitions in the output are observed on the 

trailing edge of the clock pulse. 

(b) A single logic O level at any K input, can 

prevent a transition from 1 to 0 at Q. 

(c) A single logic O level at any J input can prevent 

a transition from 1 to 0 at q. 

(d) The control of the J and K inputs may be over- 

ridden by the application of 0 levels at the set 

and clear terminals. That is, a O at SET forces 

al at Q (and a0 at Q) and a O at CLR forces a 

al at Q (and a O at Q). 

The following truth table may now be drawn. 

Table Sl. RUTH TABLE FUR J.K. BISTABLE 

  

  

  

Inputs at tn Output at ay +2 

J K Q 

0 0 same as Q at tn 

0 a é 0 

E 0 Eb 

Ne a same as Q at ty         

In table 5.1. tn and t.4 1 denote the instants just 

before and just after the trailing edge of the clock 

pulse. 

The J-K flip flop is desirable in a synchronous binary



  

counter and a sequencer and has been so applied. To 

en used in the 

  

simplify construction, it has a 

divider, parallel to serial converters and the start- 

stop bistable of the decoder. These applications 

are described in the following sections. 

5120 The Divider 

In a pulse-count coder the clock pulses are counted 

during one channel pulse duration, and converted into a 

binary digit train during the next channel pulse. In 

order to observe a code pulse group upon an oscilloscope, 

however, the bit pulse period should be related to the full 

channel pulse duration. This is achieved conveniently by 

applying the binary digit train to a divide-by-eight scaler 

followed by the sequencer shown in fig.5.5. 

The divider,shown in fig. 5-3.,consists of a cascade 

of three J-K bistables, in which the normal outputs (Q) 

of the first and second stages are connected respectively 

to the clock inputs of the second and third stages. This 

is the "ripple-through" connection, so called because the 

transitions occur sequentially from stage to stage. This 

gives a disadvantage as the transition at the Nth stage 

suffers a time delay w.r.t. the input pulse of nT? 

where T is the propagation delay per stage. With the 

I.C's used the propagation delay is only 20 ns per stage 

so that the pulse at the third stage is only delayed by 

  

some 60 ns. It is considered that this small delay will 

not prevent synchronism.
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FIG, 5.4 WAVEFORMS IN DIVIDER 
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The pulse-waveforms are shown in fig. 5.4. it may be 

noted that transitions at each stage output only occur when 

_ the input pulse goes from logic level 1 to logic level O. 

This characteristic of the master-slave flip flop '*? has 

been noted in section 5.1.2. and arises from the transfer of 

logic levels from master to slave sections on the negative 

edges of the clock pulse. The J and K inputs are left un- 

connected in a "ripple-through" counter, but in 1-T.L. 

logic an unused input constitutes a 1 level. Hence each 

complete clock pulse causes one output transition, and the 

final stage produces one complete pulse for every eight 

binary digit pulses. 

SEG The Sequencer 

The divider output, consisting of 1KHZ square pulses, 

is applied to the sequencer which generates five channel 

synchronising pulse trains. The channel synchronising 

pulse is 1.00 ms long while the recurrence period is 5 ms, 

as shown in fig. 5.5. 

These pulse trains are generated in a five stage ring 

counter formed with five J-K Ei anies a as shown in fig.5.5 

The normal (Q) and complementary (Q) outputs are 

connected respectively to the succeeding J and K inputs as 

in a shift register. The final outputs, however, are not 

returned to the initial J and K inputs, as is usual in ring 

counters. Instead, as shown in fig. 5.5., the J and K 

inputs of FFA are inhibited by the Q outputs of FFS, FF¢ and 

FFD, If any of these are at logic 0, Q, cannot go to
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logic 1 level. Hence, when the no 

  

1 outputs QB and &C 

have been at O level for one clock pulse period, a pulse 

will be generated at Qy. 

This method of connecting the J and K inputs has the 

advantage that the final output Qp is not loaded by feed- 

back. Hence,the full output is available not only to 

trigger the p.l.m. stage but also to provide the clear 

pulse for the seven stage binary counter, which forms a 

considerable logic load. 

It may be noted, however, that a limitation arises from 

the use of J-K bistables, in that the number of J-K inputs 

is usually limited to three. This number, (the FAN-1N), 

may be increased by the use of external gates. This 

procedure, however, was decided against, because of the 

additional complexity in wiring. Hence the number of 

channels in the model is limited to five. 

bee Channel Pulse Generation 

The outputs of the sequencer consist of the channel 

marker pulses which may be used to synchronise the length 

modulated pulses. In the experimental encoder one channel 

only is to be Smet ounented) but two different types of 
, 
p.el.m. stage are considered as follows:- 

(a) a monostable multivibrator; 

and (b) a ramp-and-comparator. 

5.4.1. A Monostable Multivibrator P.L.M. Stage 

The design of a linear p.l.m. stage using discrete 

transistors in an emitter-coupled monostable multi-
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" ae as is 
or is well established . There seemed 

  

which would inevitably have some non-linearity which 

  may mask the error due to non-linearity in the novel 

part of the coding process. fo make use of integrated 

circuits therefore, it was decided to simulate the 

pel.m. stage by a single 1.C. monostable multivibrator. 

The duration of the channel pulse could be varied 

linearly over several decades with an external decade 

capacitor, and measured by a digital universal counter. 

In this way the duration of a given channel pulse 

could be accurately measured and any coding errors 

which occur would not be due to non-linearity in the 

pel.m. stage. 

A diagram of the monostable used is shown in fig. 5.6. 

With a timing resistance (R) of 10 K.Q. , the pulse 

guration could be varied linearly with timing 

capacitance (¢, ) over the respective ranges 1 ,»S to 

1 mS,and 150 pF to 150 nF. 

During tests upon the experimental encoder in.which 

the monostable was used to produce length-modulated 

pulses, a variation was occasionally observed in the 

number of clock pulses gated by a given channel pulse. 

In order to eliminate timing jitter in the pelvms 

stage, an alternative circuit consisting of a 

comparitor with a ramp input, was tried. 

5.4.2. A Ramp and Comparator P.L.i. Stage 

Although the use of a linear 1.C. operational amplifier



  

fi CHANNEL 

  

| 
|—-———-0 | | i PULSE 

INPUT FROM A ‘cy |g vec E g > O- SEQUENCER 1 “7 CAPACITOR   
| 

| 
SCHMITT @-4 
(NeuT Lerr 
UNCONNE creo 

  

  

FIG.5.6 AN.1C.MONGSTABLE FOR THE 

CHANNEL PULSE GENERATOR, 

Vee 

ley leg 

  

Uei j Use 

ie 

Fig. 5.7 THE TRANSISTOR COMPARATOR. 

—+Ue, +Ve 

  
FIG 58 TRANSFER CHARACTERISTIC FOR THE 

TRANSISTOR COMPARATOR



  

(#0 ) 

28 
(0.A) as a comparator is relatively new, ) the idea 

of using it with a ramp input for analogue to digital 

(28.31) 
conversion is becoming well used. A common 

form of I.C. comparator is based upon the emitter- 

coupled Giippee shown in fig. 5.7. The principle 

may be explained as follows. 

Consider that the applied voltage Us: drives trans- 

istor Ql into cut off. Transistor Q2 will conduct 

only if the voltage Vee drives it into the active 

region. The output voltage (Uo) will have the steady 

value Ce. )} as shown in fig. 5.8. If now Vat is 

increased positively, Ql conducts, raising the emitter 
potential, and therefore decreasing the base-emitter 
voltage of Q2. The current 15 falis and Up, 

increases to the saturation level (Veg) » as Q2 is cut 

off. Hence, the transfer characteristic of the emitter 

coupled clipper takes the form shown in fig. 5.8. 

To show how this circuit! functions as a comparator, 

consider in fig. 5.8. a reference voltage (Ug;) to be 

at the value when Ql is conducting. Let an input 

voltage (Uge) be increased by AU, so that lez 

increases and tet decreases. Clearly, if AV is 

large enough, the output voltage undergoes a transition 

from Vo, to Vou ° That is, the property of a com- 

parator is that the output voltage changes state when 

the input voltage ( Up.) reaches a certain value. Le 

the comparator were preceded by a high gain differential 

amplifier, the output transition could be made to occur 

when input and reference voltages differ by a few



  

  

  millivolts. The high ¢§ 

        

transistor pair can be fur 

the gain to common-mode si 

achieved by a constant current supply to the mon 

emitter. The complete high gain comparator is shown 

tRetve. 5.8 

If now the reference voltage,applied to the non- 

inverting input (+), is a positive-going linear ramp, 

while a signal voltage is applied to the inverting 

input -(-), then when the ramp is zero, the output is at 

Vor « de the reference rises to within a few milli- 

volts of theinput signal, the output abruptly increases 

to Vou - If the signal input is increased, the refer- 

ance has to increase to a higher value and the trans- 

ition to-Vou is delayed. Hence, the step voltage is 

linearly modulated in time, and if a sawtooth reference 

is applied, the resulting pulses are length-modulated. 

The linear 1-C. used ,(710 OPA), is a high gain operational 

amplifier (Ay = 50 x 10°) and was specially designed to 

have low thermal drifts. A Peadback resistor R was 

connected to provide hysteresis. This is required 

pecause the high gain makes the comparator sensitive to 

(28) noise. The feedback increases the threshold level 

     by about 20mV, but since the input signals are greater 

than this, the error due to hysteresis should not be large.
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FIG. 5.10 A RAMP AND COMPARATOR P.L.M, STAGE
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A diagram of the circuit used is shown in fig. 5.10. 

The complementary output of the sequencer (Q) is 

applied to a transistor switch so that the capacitor 

(C) charges during the channel pulse duration. A 

linear ramp is obtained by constant current cuareing >> 

by transistor Q2. To avoid shunting C,and increasing 

non-linearity, a junction f.e.t. is connected as a 

source-follower. The sawtooth output voltage of the 

latter is applied to the non-inverting input (+) of the 

i.C. comparator. The signal input-voltage is simulated 

by a potential divider, so that when the input voltage 

was changed from 50 mV to 200 mV, the duration of the 

high output state (i.e. when Us = Vou = ~ Vid varied 

from 800 “4s to 200s. 

It must be admitted that the comparator p.l.m. stage 

differs in two respects from the monostable stage 

(a) the leading edge (rather than the trailing 

edge) is varied; 

(ob) the variation in pulse duration is smaller. 

Nevertheless, both stages were tried, but as far as timing 

jitter was concerned, both appeared to give the same result. 

The monostable stage, however, is provided by a simple digital 

circuit (fig.5) and hence this was incorporated in the ex- 

perimental model.



  
  

Seo The Binary Counter 

A binary counter could have been constructed from a 

cascade of bistable elements in a "ripple through" 

connection, i.e. the output Qr is connected to input Tr+l. 

Such counters are unable to register correct counts at high 

pulse frequencies, because of the propagation delays in 

(3!) Since the input pulses to the experimental 

6 

each stage. 

encoder may have frequencies up to 10° HZ, it was considered 

advisable to connect the bistablesto form a synchronous 

counter. It is convenient to do this with digital I.C's 

because of the pest property of the d-K flip-flop. It 

has been stated in Reon 5.1.2. that the J-K terminals can 

be used to inhibit a transition in a bistable. 

fo explain the synchronous connection, consider the 

pulse waveforms of the outputs of a binary counter shown in 

Tige 5s 4, The + th stage in a n-stage counter undergoes 

a transition when all the preceding stages go from logic 

level 1 to logic level 0. This means that the Tth stage 

must be inhibited by having at least one pair of J-K 

terminals at logic level 0, right up to the L pe i] th 

clock pulse. This condition is given by connecting the 

normal output Qr to the (J-K) yas (J-K) (J-K),, repovete 

terminals. 

When the binary counter was designed, there was not a 

master-slave J-K bistable available which had more than 

three J-K inputs. Neither were there available any 5 or 6 

input AND gates to expand the input capability of a 

bistable. Hence, it was decided to construct the counter
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in two synchronous parts which were ripple connected as 

  shown in fig. 5.11. That is, in the experimental encoder 
  

the swept frequency clock pulses are fed to the clock inputs 

of the first four stages, while the normel output Quy is fed 

to the remaining clock inputs. 

The counter has to be cleared once a count has been 

transferred to the output register. In the experimental 

encoder the sequencer output Q is connectedito the clear 

pulse lines 

5.6. Parallel to Serial Converter 

At the end of a given channel pulse, the number of 

swept frequency clock pulses contained within that pulse is 

registered on the counter ovtputs as a series of logic levels. 

To arrange for a train of binary digit pulses, the series of 

logic levels must be set into the corresponding stages of 2 

register. The appropriate code pulse group will then be 

generated when the register is pulsed at the binary digit 

rate. 

The counter outputs must only be connected to the set 

input at the end of a count and so controlling gates are 

,interposed between the counter outputs and register. 

These gates are enabled (opened) by the register set pulse 

which is derived from the gated clock pulses. 

The system for parallel-to-serial conversion is shown 

dmefigs25. 11. The shift register is made up of 1.C. J-K 

bistables with the same type of inter-stage coupling as tHe 

sequencer.
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The bistables are of the master-slave type having a pre- 

set input which, like the clear input, overrides the J, K 

  

or clock input. To ensure that when,on the register,a 

normal output (Q) is set at logic 1 level, the alternative 

‘output (Qr) is at logic O level, both the normal and alter- 

native outputs of the counter are gated. Hence there are 

14 two-input NAND gates controlled by the register set 

pulse, for parallel entry to the register. if a logic 1 

level is present at a counter output Q (then Q = 0), the 

next register set pulse will cause logic a 0 level to the 

set input, thus forcing a 1 level at the register output Q. 

The O level on Q above causes a 1 level at the clear input 

so that register output 9 will complement the normal output. 

To ensure that only a binary digit code pulse group is 

generated, the final output of the shift register is gated 

by the binary digit pulse which has itself been gated by the 

sequencer alternative output (Q). 

The pulse waveforms at various stages in the encoder are 

shown in fig. §.2. 

5.7. The Decoder 

The components of the decoder are shown in fig. 3.12. 

Many of them, for example the register and binary counter 

etc. are common to both ends of the system. There are two 

important differences; firstly, of operation; secondly, 

the p.l.m. stage of the encoder is completely different in 

function from the start-stop bistable in the decoder.



  
    

The difference in operat s because the 

decoder i functionally, the reverse of the encoder. In 

the decoder the incoming code-pulse group is fed into a 

shift register which is like the output register of the 

encoder described in section 5.5. 

The register outputs are transferred via gates to the pre- 

set terminals of the binary counter, as in the encoder, 

except in reverse. The binary counter is driven under a 

swept frequency clock-source which is gated by a channel 

synchronising pulse. This leads to the second important 

difference between the encoder and decoder. 

The binary counter may be made to count up or down from the 

pre-set code, and the latter alternative was chosen. At 

the start of a count-down, a bistable is set. When the 

count reathes zero, a NAND gate whose inputs are connected 

to the complementary (Q) outputs of the counter, will give 

a logic O output. This is applied to the reset terminal of 

the bistable. That is, the interval for which the bistable 

has been set is the count-down time which-should correspond 

to the length-modulated pulse of the encoder. Therefore, 

the start-stop bistable corresponds to the p.l.m. stage. 

It will be recalled from section 5.4.1. that the modulated 

signal in the encoder was simulated by variation of the 

timing capacitor of the p.l.m. stage in order to ensure that 

any coding errors were not due to non-linearity in that 

stage. For similar reasons, it was decided to measure the 

"set-time" of the start-stop bistable and use that as the 

decoder output. Hence, in the testing of the overall system
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the corresponding pulse durations at encoder and decoder 

could be measured and compared. 

_ The components of the experimental decoder are given, in 

detail, in fig. 81 . The following points are worthy of 

note: 

(a) The reverse-counting operation of the binary counter 

is ensured by connecting the complementary outputs 

(4) to the succeeding J-K inputs. 

(b) The synchronising pulse-trains e.g. register clear 

pulses, and counter write-in pulses are obtained 

from the encoder. (The topic of synchronisation in 

the model is treated ‘in Chapter 8). 

5.8. Clock Pulse Sweep Generation (Introduction) 

It has been shown in Chapter 3 that for a compression 

parameter (# ) value of 15, the clock p.r.f. must be swept 

over the range 0.33f, to ot oe Assuming a maximum 

value of 450 KHZ, given in section 5.0, the clock p.r.f. is 

to be varied from 30 KHZ to 450 KHZ. 

The clock pulses, however, are to be swept so that the 

frequency varies non-linearly with time, as shown in figs 

3.4 and 3.¢. Therefore, the clock pulse generation is 

in two stages: © 

(a) a linear voltage-to-frequency converter and 

(>) a non-linear sweep generator which provides a voltage 

waveform whose time dependence is the same as that 

required for the clock p.refe 

The first stage (a) is developed in chapter 6,. while the 

second stage (b) is covered in chapter 7.
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Cele Introduction 

A linear voltage-to-frequency converter is a circuit 

for which the frequency of the output volte is directly 

  

proportional to an input voltage. The output is to be 

applied to a counter so that a pulse - , rather than a 

sinusoidal - , generator is required. There are,at least 

two methods of voltage-to-frequency conversion. Firstly, 

a fixed duration pulse may be conveniently generated, and 

then by integrator/comparator technique the interval between the 

a, (28) 
pulses. may be varie Secondly, the frequency of an 

astable multivibrator may be swept by varying the resistive 

elements of the timing civouitss > Since a relatively 

large range of frequency variation 920) is required, and 

because, in the latter method, the frequency would be 

varied directly, it was considered to be the simpler and 

more convenient method. Hence, a v-f converter based on 

this method is described. 

It has been stated by Biddlecombe ‘32? that a linear v-f 

relation, extending over 4 decades may be given by an astable 

multivibrator formed with discrete semiconductors. Since it 

was hoped to use integrated circuits, it was considered 

necessary to understand how the v-f relation is achieved, 

and the limitations of the method. Consequently, the 

development of the v-f converter occurred in three phases. 

(4) Study of the Biddlecombe circuit and derivation 

of the linear v-f relation. 

(ii) Simplification of the original circuit to obtain 

an understanding of the factors influencing non- 

linearity and the upper and lower frequency limits.



  

Application of the technique to an IC astable 

multivibrator. 

6.2. The Biddlecombe v-f Converter 

The circuit proposed by Biddlecombe is shown in 

fig. 6.1. It consists of an emitter-coupled astable multi- 

vibrator with the base currents controlled by transistors 

Ty ’ Ty. The use of active elements to control the timing 

resistance of a monostable multivibrator has been investigated 

in Chapter 4, but there the emphasis was upon utilising the 

non-linear variation of resistance. Now, transistors qT, 

and a are there to preserve constant base current during a 

quasi-stable state. 

In a simple astable multivibrator at the start of a quasi- 

stable state, the charged timing capacitor on one side is 

applied peewee base and emitter of Ty to drive that transistor 

into cut-off; (see fig. 6.2.). Thereafter, the capacitor 

voltage (Vc) decreases exponentially from -Vcec towards 

+Vcc,; according to the relation. 

Vee| NE 2exp.(“€e)| REE) i Ve 

The discharge is terminated when U, = wero, i.e. when 

T~ = CR log, ee During the time T the discharge current is 

decreasing exponentially, If, however, constant current is 

maintained, a charge of Q coulombs is transferred in a time 

fT, so that Q = IT, where I is the constant current. The 

initial voltage is Vec, so that Q = CVcc. 
1 

Hence T = CNie and since frequency (f) = eT, 

i 

then £ = aa
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Fig. 6.1 ASTABLE MULTIVIBRATOR WwiTH 

CONSTANT BASE CURRENTS FOR 

LivEAR VOLTAGE — FREQUENCY CONVERSION. 

Ceercuit paoposed by Beddlecombe. ) 
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-b———0 — Vee   
  

  

  

Fig, 6.2 ASTABLE MULTIVIBRATOR 

— SIMPLE CIRCUIT. 
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Now, from the original circuit in fig. 6.1. it may be 

seen that the constant current transistors are, in effect, 

emitter followers. That is ? 

oa Me w Min 
BAe Pee ~ "Re 

Vim Pe Nee 

Hence, because the current is maintained constant, the 

frequency (f) is directly proportional to an input voltage 

(Vv) The waveforms of the collector and base voltages (see 

fig. 6.4) are similar to those of the simple astable multi- 

vibrator except that the base voltage is a linear ramp. 

The other components of the original circuit are there to 

improve the performance. For instance, the avalanche diode 

DL, ordinary diodes Do» Ds and resistor Ros are arranged to 

Clamp the collector voltage at a much lower value than the 

supply (Vec), so that the rise-time of the output pulse is 

reduced. This rise-time is also the charging time for the 

capacitors Ci; Coy so that the upper frequency limit is 

increased. The decoupling components Ry Ra. C; and c, 

are ostensibly for level-changing, and permit a positive- 

going voltage to be applied at point A. 

It will be shown “in section 6.4. when the IC astable multi- 

vibrator is described, that the base-feed resistor Rs has a 

significant effect upon the linearity of the v-f converter.
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sibed in reference       The circuit dese 

maximum frequency of 7KHZ. To test its performance over 

a 500. KHZ range ‘the circuit of fig.t.1 was constructed 

  

th the component values shown. The resulting frequency/ 

input voltage response is shown in fig. 6.3. It may be 

seen that frequency is proportional to voitage over the 

range 40-480 KHZ. There is, however, a departure from 

linearity at high frequencies with df/dv increasing with 

increase of frequency. 

To gain an understanding of the factors which affect non- 

linearity and which determine the upper and lower limits of 

frequency, the simplified circuit, described in the next’ 

section, was constructed. 

Cease Factors Affecting Non-Linearity and Frequency Limits 

6.3.1. A Simplified Circuit 

A simplified version of the original circuit is shown 

ain figs Gs56 There are two main differences. Firstly, 

the collector clamping components are omitted, so that 

Cy and Cs charge to Vcc. Secondly, tT, and T, are 4 

shown as emitter-followers, with the input voltage 

applied between the common bases and the +Vcc terminal. 

When the output frequency/input voltage response was 

checked, the range of batcatvontens found to be limited 

to 70-108 KHZ. In addition, there was pronounced non- 

linearity at high frequencies with the value of df/dy 

increasing with f (or V). It appeared that there were 

three possible reasons for the non-linearity at high 

frequencies which are as follows.
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: ~1 
(i) The output resistance (hoe ) of a'tonstant current" 

transistor (T, or T,), decreases with increasing base 

current and input voltage. 

citance across a "constant current" 

  

(ii) The shunt car 

transistor (Cce), causes the base current to increase at 

high frequencies. 

(iii) Increase of input voltage brings increase of 

temperature, which modifies the junction voltages and 

Capacitor discharge currents upon which the frequency 

depends. 

These three reasons (i - ii) above are now examined to test 

their validity. 

6.3.2. Effect of Output Resistance upon Linearity 

It is well known that the output resistance of a bipolar 

transistor decreases with increasing base current. C3” 

That is, as the input sweep voltage increases, the 

output resistance decreases, and hence the collector 

current tends to increase. The tendency to increase, 

however, is offset because emitter-follower operation 

makes the transconductance ( die Av) independent of 

transistor parameters (see Appendix. E } It is therefore 

considered that the limitation at high frequencies due to 

output resistance variation is negligible. 

6.3.3. Effect of Shunt Capacitance upon Linearity 

The shunt capacitance of a "constant current" transistor 

would cause increased currents at the higher frequencies. 

The capacitances involved however, (™ 20 pF) give much 

-t 
higher impedances than the resistances Re and hoe. .
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Hence, too, the limitation due to shunt capacita 

  

discounted, 

  

63h. fect of Increase of Temperature upon Linearity 

a 32 
Biddlecombe reportea! ) that increase of temperature 

during operation only produced a non-linearity of about 

Bl 
be It has been stated elsewhere * ) » however, that 

the duration of quasi-stable states in transistor multi- 

vibrators are not particularly stable with temperature. 

Whether the non-linearity at high frequencies is a 

function of temperature, depends upon the extent to 

which the input voltage Vy can influence temperature. 

Before discussing the significance of the effect, the 

temperature dependence of the switching transistors of 

the V-f converter is considered. 

P.n. junctions are subject to two temperature effects, 

in that the junction voltage umer forward bias and the 

reverse leakage current both vary with temperature. 

In a bipolar transistor the forward base-emitter voltage 

decreases linearly by approximately 2 mv. ce. This is 

substantially true for both the saturation value ( Vees ) 

and the "cut-in" value (Vy) « On the other hand, the 

saturation value of collector-emitter voltage ( Vees  ) 

increases slightly with temperature, the rate of increase 

varying cwidely; with turrentjiin-the-range O/2i-chanv K! 

This variability in ( Vces Me and its weak temperature 

dependence, arise because Vces is the difference between 

two junction voltages, both of which tend to decrease 

with temperature increase.
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The reverse bias leakage current (Teeo) increases 

logarithmically with increase of temperature. That is, 

the current doubles for a temperature increase of 1OK- 

Whe possible temperature dependence of the switching 

transistors may now be seen with reference to figs. 

6-4 and 6.6. Consider instant at which T, conducts. 

Cy is charged to Uc = Vee= Vees , and is about to be 

discharged by a constant current hee VifRe = MV fee 

The base-emitter junction of Ts; is reverse-biassed by 

the capacitor voltage, and hence a current, LTeeo 

flows into the n-type base. Hence, ire is helping to 

discharge the capacitor Cy and so an increase in Icpgo 

would reduce the duration of the quasi-stable state. 

To analyse this dependence, Kirchoffs Current Law is 

applied:- 

ie = Cc due Zi S Tceo + Vig 

Now, Iceo is theoretically independent of reverse bias 

voltage. In practice, however, it increases with 

reverse voltage ‘because it has a substantial surface 

leakage component, which is not temperature dependent. 

Therefore, assuming Tego is constant, it can be shown 

(see AppendixF)that the base-emitter applied voltage 

decreases linearly to the cut-in value (-Vs ) in a time 

T given by: 

(Vee or Vers” —Vees +Vy) C Re he ~(6.3) 

x E Tae Re = V,
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The corresponding frequency f = 

by: 
ae ee ae 

2C.Re | Vee +Vx — Ve 

erature incr 

   

  

  ases, and Icgo increases, the      

   

frequency f increases. Millman and Taub h 

an example where, if Icpo is 3 nA at 25K, it will be 

100 4A at 175K, giving a 12% decrease in duration T. 

Considering equation (6.4) it may be seen that the 

effect of the temperature dependence of junction voltages 

is very small, for A Vees and AV; tend to cancel 

‘and ANVces is small. In an example given, °°! ) 

ANVees is +1 mv. Ko giving a 6% decrease in duration T 

for a temperature increase from 25K to 175K. It is 

considered, however, that this case is not typical, and 

  

that the temperature dependence of Icey, only, is 

significant. 

The question which arises now is whether an increase in 

input vwi1tage Vy can cause the junction temperatures of 

the switching transistors to increase. These operate 

between cut off and saturation with a mean collector 

current which is independent of Vue The collector 

dissipation (P) will be Vee Vi watts.    
With Vec = 5V, Veceg = 200 mV, and Ry = 2500 , P = 2. 

This small power is hardly likely to cause a large 

increase in temperature. The input voltage Va» however, 

ranges from 800 mV to 4 V giving a maximum current of 

4mA in the base of switching transistor. With a 

saturation base-emitter voltage of 750mV, an additional



  
  

3mW are dissipated at mum input Va the total 

    till small, but it is s 

that the increase with Vy is significant. Moreover, 

the increase in temperature for appreciable non-linearity 

need not be as great as indicated in the example above. 

The values of Iceo which obtain in practice maybe much 

greater than 3nA at 25K. Millman and Taub, 6°!) in 

discussing the spread of reverse leakage values refer to 

the data sheet for a silicon transistor whose minimum 

and maximum Leso values are respectively 200pA and 

300nA at room temperature. Hence, it is concluded that 

an increase in Vy can produce increase in temperature, 

and that this is the main factor determining the non- 

linearity at high frequencies. It is suggested that this 

effect was not apparent to Biddlecombe for two reasons?- 

(i) “the small base currents of his circuit limited 

operation to low frequencies ( Cie = eae KHZ), 

and very small base powers of 300% 

(ii) A base feed resistor could, as shown later, 

correct to some extent any non-linearity. 

It must be emphasised here that any non-linearity 

due to temperature dependence will only be apparent on 

slow variations of input voltage. The input aoleaee to 

the v-f converter in the experimental model will have a 

sweep period of v1 ms. This is considerably shorter 

than the thermal time constant of even the smallest 

transistor. Hence it is considered that non-linearity 

due to temperature increase with input voltage will be 

negligible.
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There may, however, be long term variations in frequency due 

to variations in ambient temperatures, which would cause 

counting errors. These should be very small if the switch- 

ing transistors have small reverse leal e currents. Since 

  

the use of T.T.L. integrated circuits is envisaged, it is 

considered that this condition will obtain. 

It has been stated that the upper and lower frequency limits 

are 10% KHZ and 70 KHZ respectively. The factors which 

determine these limits are now considered. 

6.3.5. ° The Upper Frequency Limit. 

The upper frequency limit appears to be due to the rise- 

time of the collector pulse becoming a significant 

proportion of the pulse duration. Under such conditions 

the timing capacitors do not receive their full charge, 

and hence the initial height of the base ramp is reduced. 

In the Biddlecombe circuit the rise-time is reduced, 

because the capacitor, in charging towards the supply 

voltage, is clamped by diode Das An alternative method 

of reducing the collector pulse-rise time is to separate 

the charging and collector load resistances (28,800 

by diodes. This method is particularly suited to the 

fabrication techniques of I.C's. Since the use of an 

1.C. astable multivibrator was envisaged, it was decided 

to check that the alternative method was effective. 

Hence the simplified circuit was modified as shown in 

fig. 6.7. The diodes Dl and D2 isolate the charging 

resistors Rg and Rea from the collectors of Tl and T2 

respectively. Both bipolar and field-effect transistors
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were tried as constant current elements and the upper 

frequency limits exceeded 500 and 600 KHZ respectively. 

Gisele The Lower Frequency Limit 

The limitation at low frequencies may be explained as 

follows. At small input voltages, the base currents 

for Tl and T2 may not be large enough to maintain 

saturation. The effect of this may be explained with 

the aid of figs. 6.6 and 6.8. A transition to an OFF 

_ ‘state for Te (say) is initiated by a charging current 

transient through a. which drives T2 into saturation. 

“At low input voltages, however, when the transient has 

decayed, the steady current through T3 would not be 

large enough to maintain saturation in Te. Hence, the 

pulse-form would show sag as in fig. 6.8. This effect 

was confirmed when the pulse wave-forms at low input 

voltages were monitored. When the sag reached nearly 

80% or thereabouts, the pulse-form collapsed. 

To reduce the low frequency limit, therefore, it must be 

arranged that the transistors go into saturation on the 

smallest currents. That is, the switching transistors 

must have large current gain factors. To test that high 

current gain is the determining factor, the circuit of 

fig. 6.7 was operated with (a) single and (b) double- 

transistor switching. It was found that in the latter 

case the low frequency limit was 3KHZ. 

Mencee 1s considered that the transistor element of a 

T.T.L. integrated circuit would provide the current gain. 

required for a lower limit of 30-40 KHZ.
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Hence those factors affecting non-linearity, upper and 

lower frequency limits of the V-f converter have been consid 

  

with the aid of simplified circuits using discrete components. 

It is thought that in each of the three cases an integrated 

circuit construction will give an improved performance. An 

integrated circuit V-f converter is considered in the next 

section. 

6.4. Dual Monostable Astable V-f Converter 

.Apparently astable multivibrators are not manufactured 

(28) in one 1C package. One may, however, be made up from 

(a) connections of NAND gates as in fig. 6.9, or:(b) from two 

(28) monostable circuits as in fig. 6.10. 

The circuit configuration given under (a) will operate 

28 
at frequencies up to 1MHZ, with a frequency (f) given ay:- 6" ) 

' 

2C (RtR) 

The frequency range obtainted by varying (R + Rj), however, 

was not large, and hence circuit (b) was adopted. The latter 

is termed the dual mono-astable, and Bice tue duration (T) of 

a quasi-stable state of one monostable is T = CR loge 2, then 

the frequency (f) is given by:- 

\ S 

Since most T.T.L. integrated circuits appear to be designed 

for positive jogie® the constant current elements had to be 

p.n.p. bipolar transistors, or p-channel f.e.t.s. the 

* supply voltage to digital I.T.L. ICs is normally only 5V, 

however, and so p.n.p. bipolar transistors type 2N2904 were
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selected. whe complete circuit is shown in fig. 6.11. 

Monostables type SN74121A (Texas Inst.) were selected (an 

identical specification is given for type FJK101 Baier oe 

The emitter loads Rel and ke2 and base feed resistor Rb were 

variable. 

The frequency/input voltage response obtained, is shown in 

figs Gol2s The frequency range extends from 25 to 500 KHZ 

with a maximum non-linearity of 5%, which showed the same 

trends as before. A variation of Re showed that a value of 

1K. gave the required frequency range for the value of 

timing capacitance used (470 pF). 

There followed next a series of tests to determine the most 

convenient way of connecting the input voltage V;. Firstly, 

the input voltage was applied so that it caused a decrease in 

operating frequency. The idea here was to test whether non- 

linearity could be associated with low frequencies rather than 

high frequencies. Two connections were tried (a) and (b) 

shown in fig. 6.13. 

In (a) the input voltage was applied between the common 

terminal (i.e.ground) and the base input resistor Rp, so that 

it subtracted from the forward bias at the base-emitter 

junctions of 13, Tye 

In (b) the input was applied’ as in (a) but with reversed 

polarity so that it increased the forward bias at the emitter- 

base junction. 

The frequency/input voltage curves are shown in fig. 6.14. 

The results for (a) show the frequency decreasing as the input 

voltage is increased, as might be expected. It may be noted, 

however, that the non-linearity still tends to be larger at
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high frequencies. In effect, the curve sho 

  

variation as those for the normal input connection, but 

the input voltage reversed. The results for (b) show the 

frequency decreasing more or less linearly with increase in 

put voltage. The range of frequencies (500-200 KHZ) however, 

is too small to show whether non-linearity occurs at low 

frequencies. It did appear however, that non-linearity is 

always associated with high forward bias at the base-emitter 

junctions of the constant current transistors, and therefore 

with high frequency operation. 

During this test it ies noted how the presence of Rp could 

affect the non-linearity. In fact if the curves in fig. 

6.12 and the "normal connection" curves in fig. 6.14 are 

compared it will be seen that in the latter the value of 

af yay decreases with input V, instead of increasing: this is 

the effect of Rp. 

To show the effect of Rb upon the non-linearity, the 

frequency/input voltage responses were determined when Rp had 

various values between zero and 5KQ, and these results are 

shown in fig. 6.15. The non-linearity could be varied from 

+5% (when Rp = zero) to -20% (when Rp = 5K 2), with a minimum 

when Rp’ = 7502. This was considered to be a surprising 

result and it was thought at first that the same result would 

be miven wien each base was fed through its own resistor. 

Hence, resistors Rp] and Rp2 were incorporated, and it was 

then found that the non-linearity could not be minimised even 

when Ry = Ryo = 15009. Hence, only when the two bases were 

- fed from a common resistance of 750M, was the non-linearity 

reduced to zero.
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The only inference ch may be made is that interaction 

    was occurring between the two constant-current transistors. 

That is, a large base current on one side reduced the input 

to both sides. To explain this, the operation of the circuit 

is e dined in detail as follows. 

  

Consider the simplified circuit shown in fig.616 and 

ch 

  

the pulse waveforms in fig. 6.4 at the instant t, at w 

transistor Ts goes into cut-off, and transistor Ty goes into 

saturation. A current qs flows in constant current trans- 

-istor T tending to discharge UC, and to recharge it with a? 

opposite polarity. That is, the operation of T, is at point 

P on the output characteristic, shown in fig.617. The 

current I, should remain nearly constant, moving from P-Q 
3 

as the linear run-down of Cy occurs. Also, at time ts as 

tT, goes into cut-off, a pulse of charging current into 

capacitor Cc, raises the potential of Ty), collector to +Vcc 

volts, i.e. the collector-base junction of qT, is 4+ORWARD- 

BIASSED by the input voltage. Hence a current flows into 

the collector and out of the base and is limited only by ky, 

the forward biassed junction, and Rp. Therefore at instant 

t T, does not operate as an emitter-follower and so two 
22 

relatively large current components flow out of mi base. 

This process occurs for a relatively short time (i.e. the 

charging time constant) and hence has no significant effect at 

small inputs and low frequencies. At larger values of input 

voltage, the current (which is discharging a capacitor) is 

larger and the times of discharge are smaller, and of the same 

order as the charging time constant. Hence, the increased 

base current on the charging side has a more significant
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effect at la inputs and hig > frequencies. The effect     

will be that the average base input current throughout the 

duration of a pulse will be larger than that which 

  

required by two emitter followers fed in parallel. 

fore, the input voltage to that emitter-follower which is 

discharging a capacitor tends to be smaller, by the amount 

which is developed across Rpe 

The above description of the operation explains how the non- 

linearity may be controlled by the value of Rp. 

6.56 Concluaronwres a Linear V-f Converter 

A linear V-f converter based upon an astable multi- 

vibrator has been designed. An integrated circuit construct- 

ion has been developed, which uses two cross-connected I.T.L. 

monostable packages. The timing components are two capacitors 

ieee Ro shuasee currents are maintained proportional to an input 

voltage by two discrete transistors. 

The performance is such that an input voltage range frou 

0.8V to 2.8V results in a linear variation of frequency from 

25KHZ to 480KHZ, The linearity may be controlled by a single 

resistance in the common input to the bases of the discrete 

transistors. 

The dual monostable is to be applied to the production 

of variable frequency clock pulses with a sweep input voltage. 

To prevent limitation of the clock p.r.f. by the action of the 

V-f converter a maximum operating frequency of 450KHZ is 

selected. The corresponding minimum frequency will therefore 

be 450/15 = 30KHZ. 

-The positions of the V-f converter are shown in figs, 3.9 

and 3.12, while the method of connection is shown in fig.6.11.
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7.0. Introduction 

The input to the linear V-f converter described in 

Chapter 6 is provided by a sweep generator. The sweep 

penee tion may follow one of the two forms indicated in 

fig. 3.9. That is:- 

(A) a triangular waveform may be applied to a 

compandor whose output is applied to the V-f 

converter: 

or.(B) a sawtooth waveform is applied to a compandor 

whose output is differentiated and then applied 

to the V-f converter. 

The input waveform generation (i.e. sawtooth or triangular) 

is considered as a stage in each chain, because it has to be 

synchronised with the channel pulse. It may be seen, 

however, that the first form (A) is simpler in two respects. 

Firstly, it contains only two stages, and secondly, as will 

be shown, a single-ended compandGr rather than a balanced 

compandor is required. 

In order to determine whether the required companding 

characteristics are realisable, it is necessary to consider 

the logarithmic companding function, given in equation 

(2.1.), and shown Poanicaiay in fig. 2.11,in more detail. 

The compression parameter “ is a figure which gives the 

amount of compression. If the transfer characteristic of 

fig. 2.11 were linear with a gradient equal to the initial 

slope, the range of output voltage would be much greater. 

In other words, the compression is the ratio of the linear: 

compressed rangese From equation (2.1) the gradient is:-
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W dV ae ae: Bena) 
dv, lo9( 144) I+ AY, 

     
  

(It may be recalled that equation (7.1) is also the maximum 

relative clock pulse frequency FE ) for the Method 5 

encoder.) 

Hence from equation (7.1) the initial gradient is:- 

Bee | gees a (7.2) 

  

dv £09 (1p) 
The ratio:-~ 

linear range an ue S 3 
e faany Soe a en ane 

compressed range log (/44) 

This is the amount of compression for a given value of % . 

Now the final gradient (i.e. when vy = 1) is:- 

LY = AY esisfog (8) oe ea 
dy, 

Yjeal 

That is, to realise equation (2.1) a compandor should have 

  

a non-linear transfer characteristic whose initial and 

final gradients are given by equations (7.2) and (7.4) 

where “4 is in the range (5 - 500). 

fhe two methods of generating a clock pulse sweep require 

different compandor characteristics. in the differentiated 

sweep method (B) a sawtooth waveform is to be compressed, 

and then differéntiated, so that a compandor having the 

logarithmic transfer function, (like equation Cals LS 

required. Since, within the duration of the sawtooth, 

negative and positive length-modulations occur, a balanced 

compressor is required. In the triangular sweep method 

(A), on the other hand, the compandor must provide the 

/
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waveform which is the time-differential of the logarithmic 

companding function. By differentiating equation (7.1), it 

may be seen that the initial slope of the required character- 

istic is given by:- 

  

  

  

a? v, Soe rs) 
ol vy vieo log ) 

while the final slope is given by:- 

LV file OSE 0 need 
AV Nye, (4)? Log (in) 

Hence a type A compandor should have a non-linear transfer 

characteristic of initial and final gradients given by 

equations (7.5) and (7.6). 

It may be noted that these gradients are of opposite 

sign to those of compandor type B, and that the initial 

gradient is much greater. This may appear to be a surpris- 

ing result for it implies that compandor A should have a 

greater action than that of compandor B, Although both A 

and B are to be applied to Method 5, B is also the basis of 

the separate-stage compandor. Moreover, one of the features 

of Method 5 is that, because the companding action is in- 

corporated in the. encoder, such action need not be as great 

as that required in conventional coding, using a separate 

stage compandor. 

This may be seen from the following reasoning. The 

number of quantised levels (1) in a Method 5 encoder is 

given by equation (3.7) repeated below:- 

l afer pte, ao) CRE 

That is, if a triangular waveform (as in compandor B), with 

linear sides were applied to the v-f converter, it would 

/
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give a linear variation of clock pulse frequency, which 

would give companding action. Therefore, a companding 

element,which non-linearises the characteristic ,is only 

adding to the compression which is already there. Hence, 

it is true to say that a non-linear companding element 

inserted in a type A compandor is applying a smaller action 

than a separate-stage compandor, for the same value of A 

It must, however, be admitted that the initial slope of 

the transfer characteristic of type A may be much larger 

than that of type B (without the differentiator). Such a 

large gradient however, must necessarily exist over a 

smaller range of inputs. 

A possible major advantage of the type A compandor is 

that it need only be single-ended. This follows from the 

fact that a type A compandor provides a sweep waveform which 

is the time differential of the balanced logarithmic transfer 

characteristic of equation (2.1). Both negative and positive 

excursions of the latter give positive differentials. This 

may be seen from equations (2.1) and (3.10) which give the 

derivation of clock pulse frequency. Z 

Although the transfer functions required of type A and 

type B compandors are different, they are sufficiently 

similar to the characteristics of either pen. diodes or 

junction f.e.ts for either to be used as companding elements. 

The disadvantages of p.n. diodes have been listed in section 

2.3, the most important being the difficulty in. controlling 

the characteristics of sending and receiving diodes, so that 

they are exactly matched. It has been suggested"? that 

/
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although the junction f.e.t. has the same disadvantages, 

these may be overcome simply because the f.e.t. character- 

istic may be controlled by gate bias. Hence, the use of 

the junction f.e.t. is considered as a companding element 

in the development of both types of sweep generation (A and 

B) given in the following sections. 

Tied Triangular Sweep Method (A) 

fhis consists of a triangular waveform generator, 

synchronised with the channel pulse and is followed by a 

compandor. The output of the divider described in section 

5.2 has a half-period equal to the duration (To) of the 

unmodulated channel pulse. Hence it was considered that 

the triangular waveform should be generated from it by 

integration. 

Vodtele The Integrator 

The design of 1.C. operational amplifier integrators 

is well eotablished’**? eae) and a typical arrangement 

is shown in fig. 7.1. The feedback capacitance, C 

connected between the output and input terminals, 

causes a large input capacitance (1 + A)C where A is 

the open-loop voltage gain. The input time constant 

is much larger than the period of the input square 

wave and hence linear charge and discharge occurs, 

resulting in a triangular waveform. 

With the 0.A. used (Motorola type 1712CP) the purity 

of waveform was found to be critically dependent upon 

the supply voltages, and some departure from the
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(35) recommended values was necessary. 

It is usually necessary in 0.A. integrators to have 

(25) 
some adjustment in the feedback circuit in order 

to balance offset voltages and to ensure that the d.ce 

output voltage corresponds to the integral of the 

input voltage. Fortunately the d.c. value of the 

integral is not required for the output is to be 

capacitor coupled to the compandor. 

Te We ie The Single Ended Compandor 

The sweep waveform at the input to the v-f converter 

should, by equation (3.10) have a voltage variation 

given by: 
A 

v= Ts apd ape ee mee (7) 

where A is a constant and Ad is the magnitude of 

the normalised input voltage. These equations (3.10 

and 7.7) have been derived from the logarithmic com- 

pression curve, for which the abscissa is the signal 

voltage. In a pel.m. system U/\,, corresponds to the 

quantity Ait , indicated in fig. 3.1, where 

ae ig eae= [eels 1 | U 
Vin To Te 

When a sweep generator is followed by a linear v-f 

converter, it is convenient to change the variable so 

that the time and voltage are reckoned from the sweep 

commencement. Hence if a and Vea are the minimum 
in 

and maximum levels of the input sweep waveform the 

normalised quantity UN, is given by:



  

RD) = | - U,— Vin 

Nom Vamax 
Where V,is the instantaneous value of the triangular 
sweep input voltage. 

The output voltage of the sweep generator given by 

equation (7.7) may now be written as:- 

Uo- NNT 7) os) oe G63) 
pee. x (u ~ Vinin 

ltye Vmax. 

It 

  

   

The variation of Uo with Ur given by equation (7.8) 

is shown in fig. 7.2. 

In general, semiconductor junction devices such as 

pen. diodes and f.e.t.s may be operated to exhibit the 

variation shown in fig. 7.2 approximately. The 

junction f.e.t., which has already been considered in 

Chapter 4 as a variable timing resistance, is partic- 

ularly suitable for providing the companding function 

of equation (7.8.). 

This may be shown by comparing the graph of equation 

(7.8) with the idealised drain characteristic (l/v. 

curve) also shown in fig. 7.2. It may be seen that 

the Conpeeesion parameters may be increased by increas- 

ing the gate bias voltage. If a f.e.t. were current- 

driven by a triangular waveform which had the maximum 

and minimum values given in equation (7.8), the wave- 

form in fig. 7.2 would result. The similarity to the 

sweep waveform required, and shown in fig. 3.8, may be 

noted. This similarity is considered further in 

section 7.3.
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The principle of current~driving diodeshas been snown in 

fig. 2.13. The circuit arrangement for the f.e.t. 

compandor is similar, and is shown in fig. 7.3. ‘the 

drain current is maintained proportional to the tri- 

angular sweep voltage input by the action of bipolar 

transistor Ty and its emitter resistor Roe The output 

voltage is coupled via the emitter follower T, to the 
3 

v-f converter. It is to be noted that there are two 

polarity reversals in the sweep generation, firstly at 

the integrator and secondly at the compandor. Since the 

input to the v-f converter should be positive-going for 

low clock frequencies (i.e. corresponding to large 

modulation depths) the input square wave to the integrator 

should be taken from the complementary Q) output of the 

divider. The input and output waveforms are shown in 

the oscillograms of fig. 8.4 

The Differentiated Sweep Method 

There are three stages in this method - (i) a ramp 

generator, (ii) a balanced compandor and (iii) an OA 

differentiator. 

Ceeele Ramp Generator 

The sawtooth generator stage is shown in fig. £40 

The output of the sequencer is applied to a transistor 

switch Q so that it is non-conducting during the 

channel pulse duration. The capacitor (C; ) between 

collector and emitter of Qy> may then charge with
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constant current from Qo. The operation-of this 

constant current circuit follows the same principles 

as those in the v-f converter, except that the base- 

emitter voltage is fixed by an avalanche diode (D,).! iD 

fo avoid loading the ramp charging capacitor, n-channel 

“feet. a is used as g phase- splitter, the outputs of 

which are connected to the balanced compandor. 

26202. Balanced F.E.T. Compandors 

The compandor for the differentiated sweep method 

should provide an output voltage ( U) given by:- 

eee lag IDEN Ie ee. == (79) 
log (1 +4) 

where V is the input voltage (i.e. the linear ramp) 

and + and - signs correspond to positive and negative 

values of modulation. 

The compression given by equation (7.9) should be 

symmetrical for positive and negative values of Ur 

and therefore, a balanced compandor circuit is required. 

While a balanced circuit can be made up with two 

diodes, as shown in fig. 2.13, the design problem with 

f.e.t.s is more complicated. The main complication is 

that a f.e.t. will conduct when the drain is positive 

or negative with respect to the source. Three 

attempts were made to overcome this problem as follows. 

Firstly, a p.n. diode was connected in series with 

each of two f.e.t.s so that they conducted on alternate 

half-cycles. The voltages across a p.n. diode and a
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f.e.t. were of the : > order. Hence it was considered 

  

that any "spreads" among diodes (and f.e.t.s) would not 

only give asymmetrical modulation, but would also 

complicate the matching of sending and receiving 

coOmpandors. : 

Secondly, the push-pull emitter-follower circuit with 

a f.e.t. in each emitter lead, and shown in fig. 7.4, 

was tried. While this circuit could be operated to 

give a symmetrical compression characteristic, there was 

considerable "cross-over" distortion. This distortion 

arises from the nature of the vit characteristic ofa 

forward-biassed p.n. junction, and is illustrated in 

TAB ee Ce De. The distortion is reduced by adjusting the 

bias values of basé current, but the minimum; value was 

considered to be unacceptably large. It was considered, 

however, that the "spreads" in transistor values would 

not be a serious limitation as in the first attempt. 

For on the one hand, the effect of "spreads" among the 

bipolar elements would be negligible because of the 

emitter-follower connection. On the other hand, any 

spread in f.e.t. values may be compensated for, by 

adjustment of gate sources yolers! This latter point 

suggests that the f.e.t. has a considerable advantage 

over the p.n. diode as a compandor, in that errors 

arising from the matching of elements may be controlled. 

A full consideration of such errors is given in 

section. 7.3. and Appendix. | 

A third attempt to overcome the basic limitation of 

the f.e.t. (i.e. its bi-directional property), was to
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use two f.e.t.s in a circuit which is similar to the 

emitter-coupled clipper. (The latter formed the basis 

of the differential comparator which is treated in 

section 5.4.). This balanced compandor is shown in 

fig. 7.6 and operates as follows. Both elements are 

self-biassed by the common source resistor Roy so that 

they operate with gate-source voltages near to the 

pinch-off value (V,)- To a first approximation, the 

f.e.t.s are operated at constant drain voltage, so 

that ahy companding action is nowdue to the curvature 

of the transfer characteristic ( c /Vg curve). The 

difference-connection ensures that positive and 

negative excursions are compressed symmetrically. 

The symmetry may be explained from figs. 7.6 and 7.7 

by noting that the output voltage is proportional to 

the drain current a » which is a function of the 

gate-source pd ‘Ug2. » which, in turn, is given by the 

ped.( Gt )Rs. .If the input voltage makes G, more 

negative, and reduces a ok Gale ) tends to decrease 

thus making G, less negative and increasing ¢é2 . 
2 

This increase continues until . is cut-off, when 

Ug = (CU - G@Rs) = Ve , and lg 48 clamped at 

the upper-level. 

If, on the other nand, the input voltage makes Gy 

more positive, bs is increased, ( Urls ) tends to 

be increased, making G, more negative, until Ug2 =URs 

Le Vo2 =Vp, and is = zero at the lower clamping level. 

The amplitude limits may be calculated, as shown in
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AppendixG and with the values given in fig. 7.6, have a 

separation of only 0.5 V. There is, however, a serious 

disadvantage in that the characteristic is not even 

approximately logarithmic. An empirical equation has 

(42) for the transfer characteristic already been given 

at constant drain voltage in equation (4.9)- This is 

now written as:- 

nn 

Cray x Fi — Yara 

Te Ve 

where 7 has the value 2. The transistors tested* all 

peneered to have n = 1.5, so that the characteristic had 

a small curvature at finite values of current. Further- 

more, the pinch-off condition is abrupt, the drain 

current ceasing, and giving a clamping level rather than 

a logarithmic "roll-off". Hence it must be concluded 

that a balanced logarithmic compandor cannot be con- 

veniently constructed with junction f.e.t.s. The out- 

put of the balanced-compandor, however, requires a 

differentiation, and to complete the investigation of 

this method of sweep generation, the differentiation is 

described in the next section. 

* Mullard BFW 10, Motorola. MPF102, 2NS54b6l, MMFS.
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7.2.3. ‘he Differentiator 

The principles of the O.A. differentiator, like those 

of the integrator are fairly well established, and the 

circuit shown in fig. 7.&-was adopted. It was found, 

however, that a linear 1.C. of high gain, because of its 

higher sensitivity, gave a more noise-free waveform, 

than one of medium gain. It was also found that an 

active differentiator was susceptible to high frequency 

oscillation, presumably because of the relatively large 

phase shifts at high frequency. These however were re- 

duced to an acceptable minimum by the decoupling 

capacitances shown in fig. 7.8 

The principle of operation is as follows. The feedback 

resistance R causes a very low resistance R/(1+A) to be 

placed across the amplifier input terminals. Hence, a 

small input voltage proportional to the current in the 

input coupling capacitor and therefore to the time 

differential of the-input voltage is amplified. 

The action of the differentiator upon a linear sawtooth 

was tested and the resulting waveforms are shown in fig. 

7.8lb) It was Bee stien that any non-linearity in the 

input ramp gave rise to a distinguishing feature in the 

waveform of the differential. In fact the performance 

of the push-pull emitter-follower compandor was checked 

in this way; small "cross-over" distortions caused 

relatively large double-humps as shown in fig. 7.8. 

On the other hand, the difference compandor described in 

section 7.2.2. gave a waveform which when differentiated 

/ had no double humps.
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Vode The Junction #.i.T. as a Compandor 

The junction F.E.T. has been considered as (a) a single- 

ended compandor with a triangular sweep, and (b) a balanced 

compandor with a sawtooth sweep. It has been shown that 

the bi-directional property of the f.e.t. limits its useful+ 

ness as a balanced current - or voltage-driven compandor. 

The difference connection, although giving a symmetrical 

waveform, gives a characteristic which is far from logarith- 

mic. It is of interest now to consider the single-f.e.t. 

compandor in more detail for two reasons. Firstly, to show 

how closely the required characteristic can be provided, 

and secondly. what errors are likely to arise in the matching 

of sending and receiving elements. 

Vs dele Similarity to the Required Characteristic 

_It has been shown in section 7.1 that to give the 

logarithmic companding characteristic of equation (2.1), 

the input to the linear v-f converter should have a 

voltage (Uo) given by equation (7.8), and repeated 

A [Ui +h zi 

oe shea Pe rari) 
ip Vimax 

below: 

The voltage (%) should then be the output voltage of 

the single-ended compandor, for which U, is the input 

voltage, varying between limits V,,,, and Vingx- The 

variation given by equation (7.8) has been compared in 

fig. 7.2 with ee given by a f.e.t. when current 

driven.
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To investigate the similarity in more detail, the 

actual compression which is given by a f.e.t. should be 

determined. Since the logarithmic compression curve 

is obtained by the integration of equation (7.8), the 

compression curve for a f.e.t. may be obtained by 

integrating the equation of the f.e.t. characteristic 

shown in fig. 7.2. 

Hence, an expression is required for the drain voltage 

in terms of the drain current; the variation of fode 

could then be compared with the logarithmic companding 

characteristic of equation (2.1). Two equations were 

obtained for the f.e.t. drain characteristic for zero 

gate-source bias. The first, attributed to Shockley ‘24 

is written:- 1 

Laue, 5 gee) G1!) ate Ve epee aan 
where i and I, are the drain currents given by drain 

Pp 

voltages U and Vy respectively, the suffix p denoting 

pinch-off values. Equation (7.11) was supposedly 

derived by considering a two-dimensional geometry of a 

f.e.t. It is however, unsuitable for the present 

purpose, because the integral se a (Y4,) 

cannot be easily evaluated. Hence, a second equation 

was derived from an inspection of equation (7.11) and 

the typical characteristic shown in fig. 7.2. This may 

be written:- 3 2 42 fi S 

d= 033 {Y, (4) = al oD 

Equation 7.8, 7.11 and 7.12 are shown graphically in 

fig. 7.9.
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There are two main differences between the required 

characteristic and the f.e.t. curves. Firstly, the 

characteristic for logarithmic companding requires a 

minimum output of 0.1,when the input current is zero. 

This difference may be minimised by R.C. coupling 

between compandor and v-f converter and the addition of 

ad.c. bias. Secondly,the slopes at sweep inputs 

corresponding to small modulating signals for the 

Shockley and required characteristics are very similar, 

while that for equation (7.12) is too small. It must 

be admitted that the Shockley equation more nearly 

represents a junction f.e.t. than equation (7.12) and 

clearly some method is required to evaluate fe a(%,) 

for the function given in equation (7.11). A semi- 

graphical method is given in Appendix H » and the 

results are shown graphically in fig. 7.10 together 

with the logarithmic companding characteristic of 

equation (2.1). It may be seen from fig. 7.10 that 

when the relativesweep input voltage to the f.e.t. 

compandor is <. 0.4 ,.the integrated Shockley 

characteristic is in close agreement with the logarith- 

mic characteristic for s# = 10. 

It is to be noted that the comparison has only been 

made with a curve for a low value of compression 

‘parameter (44 = 10). This restriction was necessary to 

simplify the integration of the function in equation 

C7e2t le As is stated in section 7.1.2., however, 

larger compressions may be obtained with gate bias.
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It has been stated in section 7.0 that some companding 

action will be given when the triangular waveform is 

applied direct to the v-f converter (i.e. without any 

non-linear companding element). The integral of the 

linear fall and rise portions will be a parabolic curve 

having an equation:- 
2% 

Us =2U,-U 

where Us and U, are the normalised output and input 

voltages of the equivalent compressor. This function 

may be compared with.the other compression functions in 

fig. 7.10 to show the inherent companding action of 

Method 5. 

Tede2s Companding Errors in a Method 5 Encoder 

It has been found that the single-ended junction f.e.t. 

compandor, with a triangular waveform input can provide 

the required sweep waveform. It now remains to 

determine what prrore are likely, due to the differ- 

ences of the characteristics of sending and receiving 

compandors. A treatment of the errors which will 

arise in the separate-stage compandor based upon 

reference (3 9) is given in Appendix Ja) om  ttsis 

_ shown there are two types of residual error arising 

from: 

(a) the inability to voltage-and current-drive the 

sending and receiving elements: 

(b) the ratio of the resistances of compressor and 

expander does not remain constant for all values 

of modulating signal.
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It is a feature of Method 5, however, that the 

compandors at sender and receiver are both driven 

from the same type of waveform. In this work, a 

single-ended junction f.e.t. compandor is current- 

driven at both sender and receiver. It is to be 

expected, therefore, that errors will only arise 

from the difference in resistances of sending and 

receiving elements. In the following treatment an 

attempt is made to show the significance of such errors. 

It has been shown that the number of levels 1 trans- 

mitted by a pulse of length T is given by: 

bs [iar 
where f. is the encoder clock p.r.f. 

The number of levels contained within an element aT 

is therefore given by :- 

ao atc ae 
At the decoder, the number 1 is set into a binary 

counter which is driven by a clock pulse source of 

variable frequency (f,) where f,. = f. approximately. 

The time (dT) taken to count an incremental number of 

clock pulses (dl) is given by:- 

| 
dT = ae al 

v 

Hence, the decoder counter will re-set to zero ina 

time ie Given by:- Ts 
oa. | tf -dT ae yh) 

When oF oe gat ) qT. S T. and error-free transmission 

occurs.
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In the experimental model for Method 5, f_ and i. are 

given by similar voltage-frequency converters so that 

f= ksVs and $y = Kr Vr where K_ and K. are 
8 s ar 

approximately equal constants. 

The voltages V_ and = are the respective outputs from 

the two compandors, which are current-driven as shown 

in fig.7.3 through bipolar transistors, having emitter 

resistors Re. 

Hence voltages ¥, and > are given by:- 

ee Sao Vets Me 
Re Re 

and clock pulse frequencies are given by:- 

PO hee aes he 
Re Re 

By substituting in equation (7.14), the decoded pulse 

cs) is given by:- 5 
Te far es) 

Ker Vr 
° 

The companding error may be definea (2?) as the 

fractional variation of the ratio V2/V, where Vp and 

Vz are the signal output of the decoder and signal 

input to the encoder respectively. In the coding 

method under consideration: 

Ne) tea 
Van Ts 

That is, if Tro /Tso is the ratio of the pulse lengths 

at very small signal levels, then the companding error 

is given by:- mm 

& =| ko 7) = I\& ws arldh =I 
tr | _ 16) Ts Tro Ke J Te
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The value of Ts0/p-5 = dT //7, al 

so that the error E may be determined when the integral 

in equation (7.15) is evaluated. 

The evaluation of f& dT, 

is complicated for two reasons. Firstly, Ys and 7 

although obeying the same general function of drain 

voltage, have differences whose variation with drain 

and gate voltages is unknown. Secondly, because the 

duration T is proportional to clock sweep voltage, 

integration w.r.t. drain current, rather than drain 

voltage, is required. 

That is, the ratio %/%r will show a variation with 

current, and this is a major source of error in both 

the separate-stage compandor and in the method under 

(39) for the former consideration. It has been shown 

that minimum error need not necessarily occur when 

T; /t¢ is unity. This rather remarkable feature is 

considered in Appendix a » as it is relevant to the 

present investigation. 

Whe dependence of drain resistance (r) upon drain 

voltage may be obtained from the Shockley equation CPatl 

This latter equation is given in full as:- 
: 3/, % 

Y= 3Y, - 2%, + YY)" 24) fru) 
Pp 

The drain conductance Cyr) relative to the value VR» 

given when U = V_ is then as follows:- 

3, % 
ey = 3 ~ AN [is Ye)" ~ G4) ley
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It may be noted that. neither of equations (7.16) and 

(7.17) contains information about differences in f.e.t. 

resistances r, and Yq. Only if the derivation of 

equation (7.16) were known, could the actual dependence 

of rs andr, upon U and Ug: be obtained. 

fo reveal the nature of this dependence, another 

equation for Re/y is derived ‘in Appendix [ . This is 

iven below:- e 2 
2 240, Wy + Uys Rey = 3]/ 0-425 bee Kp (xia) 

Equations (7.17) and (7.18) appear somewhat different 

put in fact, they are similar functions of ( U+ Us) as 

may be seen from fig. 7.11. It is suggested that the 

similarity of two differently derived equations is a 

confirmation of their validity. Furthermore, any 

information to be obtained from equation (7.18) may be 

applied to equation (7.17). The following conclusions 

may therefore be made to Appendix D and a comparison 

of equations (7.17) and (7.18). 

(1) The conductance of a f.e.t. channel is a function 

of | Ut Ug 

(2) A difference in conductance between two f.e.t.s. 

of the same type is a difference in the surd and 

may therefore be represented by an expression of 

the form J uit) +Us where Oo <—! ,
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(3) The Shockley equation for drain current appears 

to have been derived from an integration* of a 

conductance w.r.t. drain voltage as follows:- 

af (y+ 4.4%) = 2(%,2%,) 2X)" 
> eee (7.19) 

(4) A difference in conductance between two f.e.t.s 

may be represented in equation (7.17%) as follows:- 

by, = 3 ~ (+0) [lie] - GA)” n 
) Equation (7.18) implies that the conductance at 

= 0 is independent of Ug while equation (7.19) 

suggests that 

Rey - af fae 0.425 / Uf, | 21) 

This latter result is in agreement with the 

experimental results in Appendix I 

It is shown in Appendix I that the ratio %s/t may 

be made very nearly.independent of U (and i) by adjust- 

ment of ‘Ug . This result has been shown Experinentaiy ol) 

and confirmed theoretically in Appendix for a special 

Case. That is, one f.e.t., having a resistance Ts, 

(or Te) » a zero value of Us and a term (1+ ye 

as in equation (7.20), and the other, having a resistance 

v, ,or Te which obeys the "Shockley" equation (7.20) 

exactly. It must be admitted that although equation 

(7.20) suffers from the limitation given under (5) above, 

it did tend to give a clearer confirmation of the experi- 

mental result that matching of tio f.e.t.s could be 

*That the Shockley equation is an integration is confirmed by 
Walker 64" who states that the equation is only valid when |) >Vp,
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achieved by gate bias adjustment. Hence equation (7.20) 

was adopted for integration and the ratio %/Vr was 

written as follows:~ 

we, toeelTalte WF (AF) yay Tet We ere a ey 

The interpretation of equation (7.21) is that: 

(1) the receiving-end f.e.t. is ideal, obeying the 

"Shockley" equation (7.17) by a resistance Tr 

when the effective gate-source p.d. is (U + Ug) 

(2) the sending-end f.e.t. has a resistance ‘Ys which 

tends to be larger than in the ideal case because 

the effective gate-source p.d. is larger by the 

factor (1 +) 

(3) the ratio tends to become independent of drain 

voltage U at some value of gate-bias U, at the 

receiver. 

The integral of equation (7.21) has been evaluated in 

Appendix K , between the limits 4, =O and ‘A, =1 

for the special case of both f.e.t.s having zero gate- 

bias. The consequent solution of equation (7.16) is 

the maximum companding error which will arise when no 

attempt is made to compensate by gate bias. This error 

has been estimated as 0.6370, which should be compared 

with the theoretical error of 1.986, developed in Appendix J 

for the separate stage compandor.
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Te4. Conclusion to Chapter 7 

An investigation has been made of two types (A and B) of sweep 

generator. Type B had three stages, including a balanced compandor, 

while Type A had two stages. The junction f.e.t. has a certain ad- 

vantage as a single-ended compandor, but is not easily applied as a 

balanced compandor. Hence generator type A, the stages of which are 

shown in figse 7.1 and 7.3, was adopted for the model. 

A study has been made of the f.e.t. as a compandor. Firstly, 

the i/y characteristic has been compared with the logarithmic compression 

characteristic. To do this, two equations were considered; one due to 

Shockley, and.a much simpler one derived empirically. It has been 

shown that the required characteristic may be realised approximately. 

Secondly, an assessment of the likely companding errors has been 

madee It has been shown in reference (39) (Append. I-J), that the 

major error in separate-stage companding is that due to the variation 

in the ratio of the resistances of compressor and expander with modulat- 

ing signel. These variations arise from differences between two f.e.t.s 

of the same typee Furthermore, it has been shown that the variation of 

this ratio determines the error in Method 5 coding. To estimate the 

likely error, it was necessary to account for the spread in character 

istics. Hence an equation was derived (Appendix D) which suggested 

that differences were due to the differences in p.d. across the 

depletion regione This analysis enabled the Shockley~derived equation 

to be modified. ‘It was then shown (Append. J-K) that the maximum 

error in Method 5 may be cne-third of that in separate-stage companding.
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CHAPTER EIGHT 

THE TESTING OF THE 

MODEL CODERS 

8.1 Introduction to this Chapter 

8.2. Synchronisation 

8.2.1. The Reset (Clear Pulses) 

8.2.2. The Encoder Register Write-in Pulse 

8.2.3. The Decoder Counter Write-in Pulse 

8.2.4. Stabilisation of the Swept Frequency Clock Pulses 

8.3. Tests upon the Encoder 

8.3.1. Tests for Correct Operation 

8.3.2. Testing the Transfer Characteristic 

8.3.3. Discussion of Transfer Characteristics 

8.4. The Encoder and Decoder in Tandem 

8.4.1. The Overall Tests 

8.4.2. Discussion of Results of Overall Tests 

8.5 Asynchronism in the coding model



  

8.1. Introduction to this Chapter 

The stages of the Method 5 . coders have been considered 

in chapters 5, 6 and 7. This chapter is devoted to showing how 

these stages are connected, and to the testing of the encoder and 

decoder models. 

8.2.  Synchronisation 

Block diagrams have already been given in chapter 3 to 

illustrate the principles involved, The aim of this work, 

however, is to demonstrate how non-linear companding may be in- 

corporated in the coder. It is not necessary, therefore, to 

instrument the complete systems shown in figs. 3.9 and 3.12, Also, 

in practice, the synchronising pulse trains, at the decoder, are 

extracted from the received pulse train. For convenience,in the 

experimental decoder and encoder,the same synchronising pulse 

trains are used, 

The main components of both models are shown in fig. 8.1. 

It will be seen that the encoder and decoder are on the L.H.S. and 

R.H.S. respectively, and that both have full~ and dashed-line 

connections. The full-line connections show that the 8 KHZ binary 

digit pulses synchronise the 1 KHZ divider output pulses which,in 

turn, synchronise the stages in two paths in both coders, These 

are called the principal connections because they show how the 

stages are generally connected, The dashed lines indicate the 

additional synchronisations which are required for stable operation, 

In a pulse-count method, the length-modulated channel 

pulsesof the first channel gate clock pulses,which are counted in 

that channel pulse duration. The parallel-to-serial conversion
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occurs during the second channel pulse. Since the decoder and 

encoder are in close proximity, the serial-to-parallel conversion 

* and the setting of the binary counter also occur during the 

second channel pulse. The subsequent operation of the counter 

then takes place in the third channel pulse duration. This 

sequence is illustrated in the pulse waveform diagrams of fig.8.2. 

To obtain this sequence in the coders, not only are 

synchronising connections from the sequencer required, but also 

connections, which give re-set pulses for the counter and register, 

in the encoder and decoder respectively. Also the transfer 

gates between counter and register in both coders require pulsing, 

In addition, to obtain stable operation with a triangular sweep, 

the v-f converters require additional synchronisation, These 

three connections are now explained in detail, 

8.2.1. The Reset (Clear) Pulses 

To permit sampling at frame intervals and multi-channel 

operation, the encoder counter required clearing when a 

completed count has been transferred to the output register. 

Ideally, the reset pulse should have small duration, with an 

edge coinciding with the trailing edge of the channel 

synchronising pulse. In the experimental model, only one 

channel is ‘instrumented, and it is therefore convenient to 

have the counter operative only during the first channel 

synchronising pulse. Hence, the counter re-set pulse may 

be obtained from the normal output 9; of the sequencer, 

The clearing of seven bistables, however, presents a consider— 

able logic load and so the complementary output Q,; is taken
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via an inverting NAND gate to give the counter clear function. 

The invut register of the decoder requires to be cleared for 

corresponding reasons at the end of the second channel pulse. 

Hence, the sequencer output Qo is taken via an inverting gate to 

give the register clear pulse. 

8.2.2. The Encoder Register Write-in Pulse 

At the end of a length-modulated pulse the stages of the 

binary counter are set to the logic levels of the binary 

equivalent of number of clock pulses. The logic levels are 

transferred to the set and clear terminals of the corresponding 

stages of the register. This could be achieved by a small 

duration pulse just before the onset of the clear pulse. It 

was found convenient to use the gated clock pulse train as the 

register write-in pulse. That is, the register gates, and 

hence the register set/clear terminals, are pulsed as the binary 

count occurs. This method wovld not be suitable in practice, 

for the counting of clock pulses in one channel duration would 

mar the verallel-to-serial conversion of the preceding channel, 

Of course, this does not mitter in the single channel experi- 

mental model, 

8.2.3. The Decoder Counter Write-in Pulse 

It may be seen from fiz. 8.1 that the output of the encoder- 

register is not gated by the binary digit pulses, The coded 

signal is therefore in logic data form (as distinct from the 

more usual pulse-form), This signal is applied direct to 

the decoder register by connecting the Q and q outputs of the 

encoder register to the J and K inputs respectively of the
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decoder register. A code-pul se group will be pulsed through 

the seven stages of the input register by the end of the 7th 

"bit" pulse. The transfer to the counter stages is arranged 

during the 8th pulse, The selection of the 8th "bit" pulse 

is made by gating with the three normal outputs (Q,, Qo and 

Q5) of the divider. 

Sc2.4. Stabilisation of the Swept Frequency Clock Pylses 

For a given modulating signal, as represented by a setting 

of C in the pel.em. stage, a definite number of clock pulses 

should be gated to the counter, When the clock pulse 

frequency is constant, or subject to a sawtooth sweep, there 

is no difficulty in maintaining a constant number of say 

100 clock pulses in one interval. 

When a triangular sweep voltage is applied to a v-f converter, 

it is not generally possible to display a steady trace, unless 

the v-f converter itself is synchronised with the channel 

pulse. It is considered that the absence of an abrupt edge 

in a triangular pulse can result in timing errors, For 

there will be small variations in the slope of a triangular 

waveform from one sweep period to the next, resulting in a 

variation in the numbers of clock pulses between sweep 

intervals. * In general, jitter-free traces could only be 

obtained for short periods for the first 20-30 clock pulses. 

This was true not only for the dual monostable v-f converter, 

but also for one function generator*, to which a sweep input 

may be applied, It may be thought that synchronisation may 

be achieved by the addition of a narrow rectangular pulse to 

* Function Generator 16501 (Feedback Ltd.)
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the triangular waveforn, The polarity and position of the 

pulse covld be such as to decrease the frequency of the v-f 

converter to the lower—limit, and to stop pulse generation at 

the end of the sweep. When this was attempted, the pulses 

ceased towards the end of the sweep, but the operation was 

still subject to jitter. 

It was then found that an excellent gating action could be 

obtained by applying the sequencer output Q to the AND gate 

inputs (A) of the dual monostable circuit, It will be re- 

called that clock pulses will only be generated when there is 

a logical 0 level on the A input. Hence, stable clock pulse 

waveforms as shown in the oscillograms of fig.8.4were obtained 

when the synchronising connections, shown in fig, 8.1 were 

made, The simplicity of this method of synchronisation was 

a further justification for the development of the dual mono— 

stable v-f converter, 

The synchronisation tended to be less effective when the 

compression parameter (ff) was increased, The sweep wave- 

form then had regions of high slope (i.e. high fy, values). 

It is considered that the variations from one sweep period to 

the next were too great for synchronism to be maintained. 

fests upon the Encoder 

The tests upon the encoder were of two kinds, to show: 

that the model was operating correctly, and 

that the required transfer characteristic was obtained.
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8.3.1. Tests for Correct Operation 

To check that the model was operating correctly, the output 

waveforms of the various stages were monitored, for various 

values of C in the p.l.m. stage. 

The system shown in fig. 8.1 however, was developed from a 4- 

channel system, and these initial tests were made upon the 

earlier system, There were two other differences between 

the models: 

(3) the frequency of the binary digit pulses were 4KHZ 

instead of SKHZ; 

(aii) the register output was gated by the binary digit train 

so that a pulse output, instead of a logic level output 

was obtained, 

These differences may be seen in the oscillograms shown in 

figs. 8.3 to 8.5 inc. and comments are now made upon these 

observations. 

Fig. 8.3 Observation of. Waveforms in a Frame. 

(i) Sequencer and Binary Digit Pulse Trains. 

The lower trace is a four-channel sequencer (0,) wave— 

form while ne aepar trace shows the 4KHZ binary pulses 

when gated by the sequencer output Q. 

(ii) Paterna ton and Gated Clock Pulse Trains. 

The lower trace is the triangular waveform output of the 

0.A. integrator, while the upper trace shows the high- 

frequency clock pulses after gating by the length-modulated 

pulses. (The value of C was set to give a pulse-length 

a little smaller than that from the sequencer. ) 

-
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(iii) Sequencer ana Counter Stage (B) Pulse Trains. 

The lower trace is the sequencer pulse, while the upper 

trace is the waveform of the counter stage output, B. 

The time base setting (500 “1S en™'), required to 

display one frame, does not allow visual counting of 

the number of pulses. It may be seen, however, that 

the divided clock-pulses are frequency modulated and 

that Qp has a logic 1 level at the end of the channel 

pulse. 

8.4, Observation of Waveforms in the Channel Pulse Duration, 

(i) The Integrator and Gated Clock Pulse Trains, 

These traces are expansions of fig. 8.3 (a4) with e 

time-base gatting of 100 «Ss om! < The compandor stage 

has been omitted so that the integrator output, suitably 

inverted, (lower trace) was applied to the v-f converter. 

The sweep amplitude was adjusted to give a trace in 

which the clock pulses can be counted visually. It may 

be seen that in this case the clock p.r.f. was swept 

from 20 to about 120KHZ, giving some 60 pulses in the 

channel pulse duration. 

(ii) ‘The Compandor and Gated Clock Pulse Trains. 

The lower trace is the output waveform of the single- 

ended companding element of fig.7.3 for a triangular 

input. The upper trace shows the corresponding 

frequency-modulated clock pulses. The sweep amplitude 

has again been adjusted to give a trace in which the 

pulses could be visually counted,
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It may be noted that both sweep waveforms of fig. 8.4 

(i) and (41) exhibit rounded minima, This suggested 

that limiting occurred in the input circuit of the 

constant current transistors of the v-f converter. 

Nevertheless, the full range of clock frequencies 30- 

450KHZ could be easily obtained and it was considered 

that the clock pulse generation was satisfactory. 

8.5. Waveforms in the Counter. 

These oscillograms show the waveforms at various stages 

in the counter, for two clock pulse trains, containing 

38 and 55 clock pulses respectively. The number is 

identified in each oscillogram by the binary coded pulse 

group in the lower trace, which is the gated output of 

the register, 

It will be noted from oscillograms (ii) and (iii) that 

the first 5 mm. of the sweep has not been reproduced. 

Henee, when account is taken of this, it will be seen 

that the stage waveforms (ii - vii) correspond respect— 

ively with the binary code pulse groups shown, and that 

therefore the counter is operating correctly. 

8.6(g) Waveforms in the Output Register. 

The four oscillograms (i - iv) inc. are the waveforms at 

the normal output (Q,,) of the register, The upper 

traces are the binary code pulse groups, obtained by 

gating the output Qy with the gated binary train shown 

in fig. 8.3 (i).
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Inspection of the upper traces would suggest that the 

corresponding level numbers contain up to 5 digits and 

that they form one of the sequences: 

(13, 15, 17, 18); (26, 30, 34, 36), (52, 60, 68, 72). 

The choice of the sequence (26, 30, 34, 36) may be 

inferred if it were given that the 2 digits were zero 

in each case. In fact, the numbers were 26, 30, 68 and 

72 which correspond with the Qy waveforms, given in the 

lower traces, 

The way in which pulses are formed in parallel entry 

register is shown in fig. 6.6(b). It will be seen that when a 

7-digit number such as 1101101 is set into the 7 stages 

0 -U, that the most significant digit is not generated in 

the output pulse train, It is shom, further, in fig, 8.6. &) 

that an 8th binary stage (V) is required to generate a 7- 

digit code pulse group. 

The inability to generate 7 digits does not, however, 

mean that numbers > 63 cannot be counted. Providing that 

the high frequency clock pulse number is increased to just 

below 64 and registered, any further increases up to 127 may 

be registered, assuming the presence of the 2 Soi t, 

Hence, the initial tests indicated that the encoder was 

operating correctly.
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8.3.2 Testing the Transfer Characteristic 

To determine the transfer characteristic of the encoder 

shown in fig.8.1, the following procedure was followed:— 

(1) The values of C in the p.l.m. stage, giving minimum and 

maximum channel pulse lengths of 100 and 9004s respectively, 

were determined. 

(2) The d.c. and then the a.c. levels of the waveform at the input 

to the v-f converter were adjusted to give: 

(a) a maximum count of 100 when T = 900 48 

(b) a count of 50 at Tx 500 us. 

The values of C were then increased from the minimum value, the 

duration of the channel pulse was measured, and the weight of the 

corresponding binary code observed from the register output. wave= 

forn. The binary weight (or level number) was also observed from 

the expanded trace of the gated clock pulse. The variation of 

level number against channel pulse duration is shown in fig.8.7. 

To test the symmetry of this curve the mean level number was 

determined and used asorigin. The numerical values of the 

deviation from the new origin of points on the curve are shown in 

fig.8.8. The two curves are the companding characteristics for 

Positive and negative modulation signals. To test the similarity 

to the logarithmic characteristic given in equation (2.1), the 

nomalised values of the theoretical characteristic were calculated 

and are also shown in fig.8.8. An attempt was made to increase 

the companding action by adjustment of d.c. and a.c. levels at the 

v-f converter input. There was, however, a "jitter" in the clock 

pulse waveform. Two further transfer characteristics were 

obtained for the two conditions: 

(4) triangular sweep input to the v-f converter.



  

C4!) 

(14) rectangular sweep input to the v-f converter. 

The positive modulation characteristics for all three sweep input 

conditions are shown in fig.8.9. 

8.3.3 Discussion of the Transfer Characteristics 

Examination of the graphs in figs. 8.7 and 8.8 shows that 

the transfer characteristics are correct in shape and exhibit a 

good degree of symmetry. It may be seen that some experimental 

values do not lie on a smooth curve. This feature is to be 

expected since the characteristic has a staircase shape in which 

the height of a step is one quantum (or one clock pulse) and the 

width is the duration of a clock pulse. Clearly, a given pulse- 

number is observed throughout a time interval. Hence, the 

experimental values may deviate by a half-step from the smooth curve 

which passes through the middle of each stepe 

At large modulation values there appears to be less symmetry. 

Closer inspection, however, reveals that the pulse-number for 

maximum positive modulation is two fewerthan that for maximum 

negative modulation. It is considered that this difference may 

be due to asymmetry in the sweep waveform (examination of the 

oscillogram in fig.8.4 (ii) indicates asymmetry). 

It will be observed from fig.8.8 that the experimental transfer 

characteristic is similar to -the theoretical logarithmic 

characteristic for M= 15. It would appear that this is the 

maxinun amount of compression which may ‘be given by this method. 

The characteristics shown in fig.8.9 are further evidence that 

the encoder is operating correctly. The curve for the triangular 

sweep input shows the inherent companding action of the Method 5 

encoder. The straight line for the rectangular sweep input shows 

the linearity of the encoder when operating with constant frequency 

clock pulses.
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The Encoder and Decoder in Tandem 

8.4.1 The Overall Test 

Two tests were carried out on the overall system. 

Firstly, both the encoder and decoder counters were operated 

from one v-f converter, and the measured pulse durations of the 

encoder length-modulated pulse were compared with those generated 

by the decoder start-stop bistable. 

Secondly , the system with two independent v-f converters 

(as shown in fig.8.1) was tested in the same way. 

The aim of the first test was to show that the decoding 

principle was correct. To maintain the correct encoding— 

transmission-decoding sequence, however, the waveform from the 

common vf converter required synchronising at the commencement 

of channel pulses (1) ana (3). This was provided by combining 

the sequence outputs a and 95 in an AND gate for connection to 

the A input on the dual monostable-astable circuit. The encoder 

channel pulse duration was varied in steps from 200 to 900,85 and 

the corresponding times for which the decoder bistable was set, 

were measured. The results are show graphically in fig.8.10. 

The aim of the second test was to assess the effectiveness 

of the coding method. The arrangement: shown in fig.8.1 was 

used. Care was taken to ensure that the two indpendent v-f 

converters had similar transfer characteristics. The test, 

outlined in the previous paragraph, was made. It was observed 

that the duration of the decoder output pulses were frequently 

subject to random variations (i.e. timing jitter), which made 

the results of successive tests inconsistent. The results of one 

set of measurements are shown graphically in fig.8.10.
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8.4.2 Discussion of Results of Overall Tests 

The graph in fig.8.10 indicates that, with a common v-f 

converter, the overall characteristic is linear to within i. 

The output and input pulse durations were not exactly equal 

particularly at large pulse durations. The differences, however, 

are about the size of a quantum step, and are not therefore 

considered to be significant. 

The results of one test with two independent v-f converters 

showed a scatter of some + 10% from the straight line obtained 

previously. Clearly, because of the random variations in the 

decoder pulse the experimental points may not be joined to forma : 

smooth overall characteristic. The waveforms of the v-f 

converters were monitored to see how effectively they were 

synchronised when subject to a sweep voltage. When the 

oscilloscope time base was synchronised from the sequencer (a1) 

output, it was observed that there were irregular variations in 

the number of clock pulses in the sweep waveform of the decoder 

converter. The waveform of the encoder was stable, as in the 

tests upon the encoder given in 8.3. These observations were 

not unexpected, however, as the encoder waveform is nearer in 

time to the time base synchronising pulse. The first overall 

test results (with the common v-f converter) were consistently 

stable. It must, therefore, be concluded that independent 

v-f converters subject to a triangular sweep input, may not be 

easily synchronised.
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8.5  Asynchronism in the Coding Model 

The tendency to lose synchronisation between the channel and 

clock pulses has been evident during the tests. It is worthwhile 

now to recall the occasions when it occurred. Firstly, it tended to 

occur during the initial tests for synchronism upon the v-f converter 

(section 8.2.4), and in the test opon the transfer characteristic of 

one coder (section 8.3.2) when the compression was increased. 

Secondly, intermittent synchronisation occurred in the overall test, 

when independent v-f converters were used. These two aspects of 

asynchronism are now considered. 

In the first case the synchronisation was satisfactory with 

sweep waveforms which gave “<15. When the de and ac levels at the 

v-f converter input were adjusted to increase the “-value the 

waveform showed a large variation in 4f/gy (or 4f/at). Under such a 

condition,a timing jitter was observed in the gated clock pulse wave- 

form, that is, a tendency to lose synchronism between the channel gating 

and clock pulses. It should be recalled that the channel pulse 

controls the operation time of the dual monostable-astable circvit. 

When, however, there is a large variation in 4f/av,there tends to be 

a variation in the number of clock pulses from one sweep period to the 

next. This is especially true if the channel pulse has a duration T 

in the range To=T =2To. This asynchronism could be due to 

variations in the amplitude of the sweep between periods. It is not 

understood, however, how such variations are only significant when the 

sweep waveform has a large 4f/ay variation. 

In the second case, loss of synchronism was evidenced by two 

factors:= 

(a) Variations in the set time (i.e. timing jitter) of the 
/
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decoder bistable when the a steady voltage was applied at the encoder. 

(b) Unstable gated clock pulse waveforms at the decoder, when the 

encoder and decoder waveformswre displayed together. 

It was stated in the previous section (8.4.2) that this 

asynchronism was not unexpected, for in previous tests it had been 

observed that asynchronism tended to occur when the time between pulse 

bursts was a large part of the time base period. Further thought, 

however, suggests that this argument is not entirely valid. for, if 

the pulses from the encoder p.l.m. and decoder bistable stages have 

their leading edges determined by the sequencer, and if one gated 

clock burst is steady, then the other should also be stable. It is 

now considered that asynchronism was due to the instability of the 

decoder v-f converter when driven by a distorted triangular waveforn, 

(even though > 15). 

This tendency to asynchronism appears to be inherent to a design 

which has two independent v-f converters driven by such waveforms.
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9.1 The Case for a Segmented Companding Characteristic 

The results of tests upon the coding models of Chapter 8 revealed 

two causes for the loss of synchronism between the channel and clock 

pulsese Firstly, it occurred in one coder when 4f/g, for one v-f 

converted has a large continuous variation. Secondly, it tended to 

occur between sending and receiving coders when two independent v-f 

converters were used. It was then concluded that the loss of 

synchronism was inevitable in a design which utilized separate v-f 

converters subject to continuous sweep waveforms. In this context, 

a continuous waveform is one which has no sharp edge; i.e. a triangular 

or a distorted triangular waveform is regarded as continuous. 

The continuous sweep waveform is necessary, however, to give a 

smooth companding characteristic. A question , which mst arise, is 

whether the application of a smooth companding characteristic is justified. 

The principle of amplitude quantisation does not permit the transfer 

characteristic to be absolutely smooth, for it will have at the most 

2 steps, where n is the number of binary digits. Indeed, as reported 

in Chapter 2, non-linear quantisation may be given by a few segments, 

with each covering a number of quantised levels. Moreover, segmented 

companding with four or more segments is becoming the preferred 

method. It is capable of greater accuracy, because it is substantially 

independent of the I/V characteristics of devices. The application of 

this type of comnanding may be applied to Method 5 coding, as will be 

shown, by arranging for the clock frequency to be varied in discrete 

steps. It must now be asked whether this practice can result in better 

synchronisation. Cattermole has recognised the advantage of what 

amounts to time quantisation in a system where the clock pulse is varied. 

In reference (33), he gives an example of a system in which the clock
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frequency has two values, giving a two~segment characteristic. 

Furthermore, he points out that thesé clock frequencies may be 

conveniently generated from one clock pulse source. Hence, because 

the clock and channel p.r.f.s. could be harmonically related, 

synchronisation should be maintained more easily. The instrumentation 

principles of such a system are considered in the next section. 

9.2 <A Method 5 Coder with Segmented Companding 

To complete the investigation of the Method 5 coder, a brief 

description is given of the instrumentation of a system which gives a 

four-segment characteristic. A block diagram of such a system is 

shown in fig.9.1, while the waveforms at varicus points in the encoder 

are shown in fig.9.2. 

The clock pulse train is made up of "bursts" or trains of 32 

pulses of each of four frequencies, obtained by division of 512 KHZ. 

A nine-stage binary divider is used so that a 1 KHZ channel 

synchronising pulse is also given. Each of the four "bursts" are 

obtained by gating certain of the outputs of the divider. The bursts 

are combined in an OR gate to produce the discretely variable frequency 

clock pulse train. The number of clock pulses is then 4 x 32 = 128 

in the full lms chamnel pulse, 3 x 32 = 96 in 500u%s, 2 x 32 = 64 in 

2508 and 32 in 125s. Hence the system would operate as a pulse— 

count segmented encoder. ‘The corresponding decoder will be very nearly 

the reverse of the encoder. 

The synchronous operation of encoder and decoder in a practical 

system, would require that information about the clock p.r.f. be 

extracted from the incoming p.cem. This may be conveniently arranged 

by choosing a binary digit rate which is harmonically related to the 

/
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It may be seen phere cose! that, because the system does not use 

swept frequency clock pulses, and because the channel, clock and binary 

@igit pulses are harmonically related, jitter-free operation should 

occur. It may also be noted that although the system contains more 

integrated circuits, these are, except for the p.l.m. stage, of two 

types only, namely binary and gate circuits. Such a system is 

inherently simple and capable of stable operation. 

9.3 Conclusion to Chapter 9 

A case for a pulse-count coder, which has a segmented companding 

characteristic, has been made. The instrumentation principle of a 

system, which gives a four-segment characteristic, has been described 

briefly. It has been shown that a simple and stable system may be 

desiged.
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10.1 General 

An investigation has been made into methods of coding, which 

use a binary counter, for p.ceme It has been stated in Chapter 1 

that logarithmic compression of signals is desirable to give adequate 

signal : error ratio at small signal levels. It has also been stated 

in the historical review that in the early pulse-count encoders, the 

compression was given by a separate stage. Moreover, in each of the 

three different coders, described in Chapter2 there was provision for 

a separate-stage compandor, if compression was required. The aim of 

this work therefore, has been to design a pulse-count coder in which 

non linear compression is incorporated. 

The sequence of operations in a pulse-count coder has been 

described as follows:- 

(4) Conversion of signal into length-modulated channel pulses. 

(ii) The ane of a number of clock pulses proportional to the 

variable-length channel pulses. 

Gai) The counting of the clock pulses and the conversion into 

binary eode—pulse groups. 

It has been shown that four methods of logarithmic compression 

are theoretically possible if the signal (V) is made to modulate either 

one, or both, of the channel pulse-length (T) and the clock pulse 

frequency (£) as given below:= 

(1) @ to be a logarithmic function of v, with f constant. 

(2) £ to be a logarithmic function of v, with T constant. 

(3) Tx v, and f to be a non-linear function of v. 

(4) £« v, and T to be a non-linear function of v. 

When, however, the instrumentation of these methods was
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considered it was found that while the encoders for Methods (1) 

and (2) may be realised simply, those for Methods (3) and (4) require 

devices which have negative resistance characteristics. Furthermore, 

jn all four methods the complementary decoders are extremely difficult 

to instrument. 

The problems may be simplified considerably if the signal 

modulating - and companding - functions are separated. Hence a fifth 

method was defined as follows. The signal v linearly modulates the 

channel pulse duration T (as in Method (3)), and the companding 

function is provided by clock pulses, whose frequency is varied by an 

independent sweep generator. In anm-channel system the clock pulse 

would be swept at a frequency of .2mf, where fm is the highest modulation 

frequency. This apparently complex method is, in principle, more 

convenient to instrument than the other feur methods, because the 

decoder is very nearly the encoder in reverse, requiring the same type 

of clock pulse generation. 

10.2 Experimental Evaluation of the Method 1 Encoder 

An experimental evaluation of the simplest of the above encoders, 

namely that for method 1, has been made. Since the clock p.r.f. is 

constant for that method, the pel.m. stage, only, required simulation. 

It has been shown that a monstable multivibrator, in which the timing 

elements are transistors, may give a quasi-logarithmic companding 

characteristic. It was, however, not possible to obtain a 

characteristic which was sufficiently symmetrical on positive and 

negative modulation. Three methods were used and the one which gave 

the greatest degree of symmetry, is considered to be original. This 

method consisted in using two transistors, one of which modulated 

yi
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the timing resistance, while the other, in effect, modulated the 

timing capacitance. 

10.3 Experimental Development of the Method 5 Coder 

To evaluate experimentally the fifth coding method, a model for 

the system was designed. To simplify both the design and the ultimate 

determination of the transfer characteristics, the model had the 

following features:— 

(4) Five channels, one of which was instrumented. 

(44)A chamnel p.r.f. of only 20082. 

Gai Direct modulating voltages, only, were simulated at the 

pel.m. stage by the settings of a timing capacitor. 

(iv) The maximum number of steps in the companding characteristic 

was 127. 

(v) The demodulated output from the decoder was the duration 

for which a bistable was set by a reversing counter. 

(vi) Integrated circuits having the dual-in-line base were used. 

Those stages which are common to pulse count coders generally, 

have been described in Chapter 5. These are the divider, sequencer, 

gates, binary counter, shift register and decoding bistable. The 

stages of clock pulse generation are, however, peculiar to the Method 

5 coder, and consist of a sweep generator which feeds a linear voltage- 

to-frequency converter. 

A detailed treatment of one type of converter has been given in 

Chapter 6, because it will generate a stable swept frequency wave-form 

from a distorted triangular sweep waveform. An integrated circuit 

form, based on the dual monostable-astable circuit has been developed, 

and it is considered to be original.
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The development of the distorted triangular waveform generator 

has been given in Chapter 7. Two methods were considered, namely (a) 

a Triangular sweep method and (B) a differential sweep method. The 

former required a single-ended compandor only, and had one stage less 

than method (B) and hence the triangular sweep method was adopted. 

The junction f.e.t. was selected as a compandor for it has at least 

one advantage over the diode as a smooth companding element. That is, 

the ects Ve characteristic may be varied by gate bias to permit 

matching between encoder and decoder elements. An analysis of the 

companding errors for the Method 5 encoder has shown that they should 

be smaller than those given by an encoder using a separate stage 

compandor. This is because of the inherent companding given by the 

swept frequency method, which therefore, reduces the dependency upon 

the characteristic of the companding element. 

The setting-up and testing of the two coders have been described 

in Chapter 8. It has been shown that the encoder may be operated to 

give a symmetrical quasi-logarithmic companding characteristic. The 

maximum value of the compression parameter (4) which could be obtained 

was about 15, the limit being set by the loss of synchronism between 

the clock and channel pulses. It is considered that asynchronism was 

due to the large continuous variation in af /ay with almost zero values 

at the low frequency end of the sweep.



Tests upon encoder and dodeder when they are connected in 

cascade, have been made. ‘The results show that, when the encoder 

and decoder v-f converters are synchronised, a linear input/output 

relation is obtained. It must be admitted that some difficulty was 

experienced in synchronising two converters which are driven by 

distorted triangular waveform generators even when the latter are 

synchronised from a common source. It is considered that this 

asynchronism is an inherent feature of a system containing independent 

yv-f converters driven by distorted triangular waveforms. It is 

concluded therefore that the principle of coding by Method 5 has been 

validated. The failure to maintain synchronism is due to the 

limitations of the design for the model. 

10.4 A Segmented Method 5 Coder 

To complete the work consideration was given to a Method 5 coder 

in which the clock frequency varied discretely to give a four- 

segment companding characteristic. It has been shown that such a 

system is likely to be simpler in instrumentation, and to be capable 

of more stable operation. 

10.5  Realisability of a Method 5 Coder 

The evaluation of the coding principles has been made on the 

basis of a low frequency model. It has been stated in section 4.1.1 

that the results obtained from the model are only valid if the devices 

used in the model, behave similarly at the higher operational 

frequencies. Consideration is now given to see if Method 5 coding 

may be applied to telephony.
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In an m-channel, n-binary digit system having a maximum modulating 

frequency fm, the channel p.r.f. is 2.fm, and the»maximum channel 

pulse duration is 1/20 f 

The maximum clock pulse frequency, using smooth companding is given 

by equation(3.10) ! 
e so 1e Foce "> fag aps 

where f, is that constant frequency which will give 2" clock pulses 

in the maximum channel pulse. 

. (n+t) 
i.e. Ff, = 2 ™m f., 

Assuming tyvical values as follows :- mesg we ='S) fan” lOOMHZ, 

mf, = 34,000 

Hence, if the highest modulating frequency is 4 KHZ, the lergest 

number of channels which may be accommodated is only 8 or 9. 

The S-segment coder will give a similar figure, for the maximum 

clock frequency is given in Appendix -:- _ 
1 Se n+ Fmax  =&[(2°-1). 27") mF]. 

i S24 
Mm = 52,000 

The segmented coder, however, may be realised more readily than 

one which contains a voltage-frequency converter. This advantage 

arises because of the lower frequencies at which IC monostables tend 

to operate, 

10.6. Concluding Remarks. 

The aims of the investigation were to consider methods of pulse 

count coding in which non-linear smooth companding is incorporated, 

and to exverimentally evaluate the most convenient method. This has 

been done.



The performance tests upon the experimental model revealed a 

disadvantage which was inherent in a design for smooth companding. 

4n alternative approach which gives a segmented companding charac— 

teristic, has been outlined. It is considered that it will not have 

the above disadvantage and that it may be more realisable in practice.
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APPENDIX A 

A.C Measurement Methods 

In the initial feasibility tests upon Method 1 eoding . an 

a.c. system of measurement was considered. 

When, however, an a.c. signal modulates the duration of a pulse 

( the a.c. signal and pulse are derivedfrom independent sources) : 

a steadysingle-line trace cannot be observed on an oscilloscope 

screen, even though the timebase is synchronised by the pulse. The 

situation is shown in fig Al where a sinewave signal is sampled at 

the peak value in a pel.m. system. Because the sinewave and pulse 

are independent sienals there will be a random variation in phase 

so that the pulse deviates from the time vosition of the sinewave peak. 

If the leading edge of the pulse is synchronised to the timebase, and 

if the modulation varies the trailing edge only, thenthe latter will be 

as shown in fig Al. The C.R.0. screen persistence enables observation of 

trailing edge for a number of samples, for which there have occurred 

phase variations between the pulse and sinewave. In effect, the 

variation of phase appears as an amplitude variation, and hence as a 

variation in duration T. The lack of synchronism between the modulating 

Signal and the signal to bemodulated always prevents the observation 

of a steady trace in any modulation experiment. Hence, a system of 

measurement was designed where the channelpulses are derived from a 

sinusoidal modulating signal. 

A block diagram of the system is given in fig.A2. while the corresponding 

circhit diagram is shown in fig A.3. It may be seen that the modulating 

signal is doubled by the diode bridge.
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A portion of the amplitude is then selected by the two-level diode 

clamp. The clamned waveform is used to synchronise a Schmitt trigger, 

whose output thenconsists of square waves at twice the modulating 

sisnal frequency. The square waves are differentiated, to synchronise 

the monostable multivibrator which forms the p.l.m. stage. Hence 

channel pulses are generated, having a frequency twice that of the 

modulating signal, with the pulses occurring near to the peak value. 

The modulating signal is also applied, via a transformerto the transistor 

resistance modulator so that the channel pulse duration depends upon 

the peak value of the modulating signal. 

To test the companding characteristics the rms value of the 

modulating signal ismeasured and the corresponding value of the channel 

pulse duration T observed. 

The initial test results compare closely with those obtained for 

the d.c. tests show in figs 4.3 and 4.7. Major errors arose, however, 

when the channel pulse duration became comparable with the half—period 

of the modulating signal. 

The latter difficulty could have been overcome if a sample-and-hold 

technique had been used. In view of the complexity, however, of the 

system, the method of d.c. measurement was followed.
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APPENDIX B 

ANALYSIS OF THE COMPOUND C R COUPLING 

F In the multivibrator shown in fig. Cl the capacitances cy and Cc, 

charge up via R and the base-emitter resistance of transistor To. 

During the quasi-stable state Cy and Cc, discharge towards Vee through 

RR and the collector-emitter resistance of T- The following analysis 

shows how the pulse duration varies with Cc), C,, R) and R,. 

The Charging Process 

It may be reasoned that the smaller capacitance Cos charges 

quickly to some maximum value, and then discharges through Ry. cy 

charges more slowly, finally acquires the charge of Cy. Hence for 

most of the normal state of the multivibrator, Ucl - Vec., 17 d Un, =O 

The Discharge Process 

Let i, and ip be the currents in R; and Ro respectively. 

Application of phos Voltage Law to fig.Cl gives:- 

Vis 3 ioe ce ce a Jd 

SetR + (fe E)lidt= die, S{ Vee - Re & Side] de. 
Differentiate twice w.r.t. t to eliminate integrals, aa let p= Yor, this 

results in: 

oO = [> + ce nee erp) p + tak. i ---(4.6) 

The general solutionequation (4.6) is !- 

i= Aexp (--it) + B exp (-Cat) 

where and ko are the roots of the p-quadratic in equation (4.6), and 

A and B are the integration constants determinable from the initial 

conditions. 

The expressions for (and “> may be simplified .1f 

Bey tema ela Seciehretes 
lak +z) a a a = 

het m= S%, m = Re,



  

  

or Ce 

1a, A, = Ee 

e ~w ella incense ee ee 
Ye. Ke — Cae. (re +7 + mR) 

The initial conditions are that '— 

Gi ate ES Ou, pUGwCnR uel = Vee 

t g Vee /e, = A+8 

(b) at E=o Gi end SCs are being charzed in series 

  

  

    

oe (4 +!) 7 ( 7 Ss ra ae a wet 

substituting Wee /R, from (a) 

Hence B fe Ve /e, m (a- Ce) 

= Q2Vec of a 1 \ 
A Te, [ mdr a)



(162) 

APPENDIX C 

The duration of the quasi-stable state for the monostable 

multivibrator with compound C Rcoupling, is given by the solution 

of equation (4.8):- 

Voom tiny oe COUN irate (4.8) 

where i is given by equation (4.7) of Appendix. 

dees 1 = _ 2. exp (-Agt) +/2 -2 \ exo(etit ) 
nao ) m(h1 ~4o) 

Values of t which satisfied the above equation were computed, for 

values of m ranging from 0.1 to 10 and values of n from 1 to 25. 

The resulting values of t/ciR are tabulated below. 

  

  

  

VALUES . t/o,R1 for n-VALUES 

n=1 n=2 n=3 n=5 n=12 n=25 

0.1 0.7 0.68 0.676 2667 663 66 
002 0.66 | «64 2633 2625 62 616 
0.3 0.596 | 575 0573 2569 2563 56 
0.4 0.544 | 25 5 oo 5 5 
0.5 0.51 | «443 0424 «422 #422 43 
0.6 48 4 a5eS cea +349 352 
0.7 +46 +366 #329 2274 +262 +268 
0.8 445 +343 288 +232 <LTT 178 
0.9 3434 2327 +268 +206 129 094 
1 +425 2315 255 © |) 19 107 063 
A +305 2244 | +094. 
4.25 +295 46233 «084 
1.43 +265 2225 -078 
1.667 +276 (24>, | 073 

2 2385 +268 +217 +142 0675 035 
2.5 226 seed 20645 
3 372 132 0314 
5.53 025 -192 -0612 
4 366 «127 
5 362 2245 185 2125 058 029 
10 354 2257 178 ere 056 028                
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APPENDIX D 

To show how the channel resistance (vr) of a junction fet 

varies with drain current (i) and gate-source voltage (Vg), 

consider fig. D., with V = 0. 

As Vg is increased, the channel width 2w decreases with the 

increase in width of the depletion regions. 

Consider fig), with Vg = 0, and with a large series 

resistance Ry to maintain a current (a) which is indevendent 

of r. 

The channel will show en approximate linear taper, for 

thepotential difference from source to drain progressively 

increases the bias between gate and source. 

It is required to find an expression for the resistance (x) 

in terms of i and Vg. 

The thickness (a) of the depletion region depends upon the 

effective ped. (v) between gate and source. This dependence for 

(36) asd = aly a reverse-biased psn. junction has been given 

It may be reasoned that in a f.e.t- V = ir + Vee 

Assuming a cylindrical geometry, the resistance r is then 

given by :=- 4e b 
an ee e 
we (w,- adv) 

b 

2 Eu)? 
@ = resistivity, b+length, W,= maximum width 

ne) 
TT
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The initial resistance (Yo) when V = O is then aoe 
‘ 

Vo 
i.e. ae 

(i+ Sy)? 

The drain resistance (Rp) when ir = pinch off ( Vp), and 

when Vg = 0, is approximately 3 Yo for the f.e.t. s tested. 

33 = (I- & Jw)? i.e. ° 

and ct/wi = 0-425 Ve 
To 

ieee ‘ec eS 
: [1 — 0.425 ]vvp | 

Hence Rp s re 3f1 ~ 0.425 flor Wye | ete JERS (5.5 

This equation is difficult to analyse for the dependent variable 

is on both sides. The term (ir) is the drain voltage (V) however, 

and when this is substituted, equation ( 7.18) results. 

Hence it may be seen that the conductance is a function of 

J/¥ + Ve =. This function is similar to that derived from the 

Shockley equation and given in equation (7.17). Both functions are 

shown in fig. 7.11. 

It may be noted that equation 7.18 correctly predicts that the 

initial conductance ( i.e. when V= 0) will depend upon Vg. This 

dependence, which may be noted in the experimental results in 

Appendix J, is not given by the "shockley" equation. 

To account for the difference between two f.e.t. s operating 

under the same conditions, the coefficient of V in the surd may 

be written in the form (1 + 0), where O represents the departure 

ye 
from the ideal characteristic.
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hat is, the contribution from the drain voltage V to the depletion 

region width may be assumed to vary from one f.e.t to another. Hence, 

the compensgtion by adjustment of gate bias may be explained. 

The Shockley-derived formula revresents the behaviour of the f.e.t 

more accurately, but a similar correction may be applied. The 

departure from the ideal characteristic may be represented by writing 

(1+ 0)V forv. 

The matching of compressor and expander may be explained by 

supposing that the conductance of the compressor at Vg = 0 is given by:- 

Ss 

& [3% - 2%) (+o) |e = [2 ~2]%, (1+0)"] 
c 

The conductance of the expander is then assumed to be ideal and 

given by :- Rep = 37 2fy,| Gv wy” 2 (%)"] 

Te
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APPENDIX E 

Emitter - follower connection. 

Transconductance independent of parameters 

A bipolar transistor in common emitter configuration, with a collector 

load resistance Ry, will have a collector current given by:- ; 

Tew tee Ui hee Re eee Ses) 

where hy. and h,, are hybrid parameters for current gain and output 

resistance respectively. Equation (E1) is only approximately true 

wnder large signal conditions, but nevertheless, shows the dependance 

upon the transistor parameters. The parameters tend to vary with current 

and in particular h,, tends to decrease for higher collector currents. 

The transconductance Ole of the transistor with its load R, is 
1 

then given by ‘- £ 
¢ ’ al = bye Che = hye /hie gn = 1K, He ‘4 

When an emitter resistor Re is used to renlace Ri the input 

resistance is very much greater than h,, so that :- 
: fe, 

eI = (+ bre) sels 
nee he + (1+ Fe)Re Re 

Hence the transconductance is. independent. of nee and therefore of hyo
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APPENDIX F 

Effect of Reverse Leakage current and junction voltazes upon pulse duration. 

In the linear V —-f converter the pulse duration is given approximately 

by the time taken for a linear dischorge of a capacitance charged to the 

supply voltage Vec. 

It may be seen, however, from figs 6.4 and 6.6, that the duration 

will be modified by the saturation values of the junction voltages of 

™ and T2 ( i.e. by Vees and Vecs ), by the cut~in value of base- 

emitter voltage ( Ve) and by the reverse base leakage current Logo 

A more exact analysis may be made by noting :- 

(i) € charges to Vee — Vees 

(ai) C discharged by twoconstant components : 

hey V/Re eo Vi /Re and Iceo 

(444) C discharges to = (Vx = Vees) 

In a linear discharge le T = CUc 

Hence c( Veo = Vees +LVy - Ves) = (Leeo 7 Vi /Re) a 

and equation (6.3) results :- 

ale = (V ce ~ Vers —Vees er 

vee Re +V 2a 6.3)
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APPENDIX @ 

The clamping levels of the differential source-covpled clipper. 

The limits of the transfer characteristic of fig.7.7 may be 

Calculated with reference to fig. 7.6, by noting that :- 

(1) The “lower limit is set by % being cut-off, and hence 

giving an output. Yoo 

(2) The "upper" limit is set by Qa being cut-off, so that 

the gate-source voltage of Ge (Ug2) is is Rs , This gives an output 

of = Meo = Rs 

Hence the difference in the clamping levels = la Ro 

An expression for |; may be obtained from equation (4.9) as follows :- 

z= Tel ~ Vax)" 
; = Ip(1 — i Rs/Ve)"” 

Now, (,2s«Veand Vp/Ip =Rp , 

Where Rp is the resistance of the f.e.t. drain-sovrce channel when 

Vga =0 and Us Ve; 1e@ tin (l +'-SRs/ep) = Ip 

; Se tate tyne Tp Ro 
14 1:5 Rs/Re 

The experimental values were [, < [OmA , Ro = 3-4K2 

= Oss V, 
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APPENDIX H 

Integration of the "Shockley" f.e.t. equation (7.11) 
  

The current/voltage characteristic of a junction f.e.t, with 

zero gate-bias is represented closely by the equation: 

Te Sy eee 

where I is the normalised drain current (= %,), and V is the 

normalised drain voltage (=%,). 

fo predict the companding characteristic which will be obtained 

when a f.e.t. is current-driven in a Method 5 coder, the {Val 

is required, It is to be noted, however, that if the lower limit 

of integration is zero, the resulting compression curve will be 

that for negative modulation. 

The normal compression curve may be arranged in the first 

quadrant by - 

(4) inserting lower and upper limits of I and 1 respectively 

and (ii) making the abscissa (1 -1I ) 

The Shockley equation, however, gives I as a function of V, 

To determine the fvar, the expression may be rearranged as follows:- 

[va : fv 41), dV 
Vv 

fs vi dy = o3|1-v¥(s-4lV 
Vv 

D} 

The term within the square bracket has been calculated for 

various values of V from 0.1 to 0.8, and its variation with the 

corresponding values of (1 - I) has been given in fig. 7.10.
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v 0.1 0.2 0.4 0.5 0.6 

3V 0.3 0.6 1.2 1.5 1.8 

Iv 0.316 0.447 0.632 0.707 0.773 

YW 

Vv 0.032 0,089 0.253 0.353 (0.465 

Pi % 2 
ev 0.063 0.179 0.506 0.797 0.935 

I 0.231 0.421 «0,694 «04793087 

1.2(0 0.38 O.557 10676 0.846 0,93 

Weaiavie 
4.12 0.963 0.74 0.654 +057 

v OL0f 1 0,08. 0.16 0,25 «(0,36 

V(15-621V) 0.011 0.038 ~=—04118 = 0.164 0.205 

INTEGRAL | 

i 0.289 0.262 0.182 0.136 0,095 

pire |e ea aaa ea ee 

3.3} | 0.967 0.875 0,608 0.455 04517 
: RELATIVE COMPRESSED OUTPUT i 

Pa-t | 0.763 0.579 | 0.506 0.207 0.13 

  

RELATIVE INPUT 

I) values, 

0.7 0.8 

2.1 2.4 

0.837 0.894 

0.585 0.712 

= 1.42 

a 
jie 1 = i. 

0.5 0.43 

0.49 0.64 

0.245 0.275 

0.055 0.025 

a 

0.183 | 0.083 

0.07 0.024
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APPENDIX I 

The following paper (Reference 39) was published in I.E.E. Letters, 

28th May 1970, and is submitted as Appendix I. 

COMPANDING WITS JUNCTION F     

Indexing terms: Compandors, Field-effect transistors 

As companding elements, field-effect transistors have advantages over 
pen diodes; they have suitably shaped i/v characteristics which are 
controllable by gate bias, Tests show that a departure from 
linearity of compressor and exnander in cascade can be corrected to 
have an error of less than 1%. 

  

Compression of signal anplitudes at the sending end and their 

corresvonding expansion at the receiver is carried out in some 

telephony systems to lirit the range of amplitudes in transmission. 

The overall process ig Imown as 'comrandine', and is vsed to maintain 

adequate simal/noise ratios et Jew signal levels. There are two 

    netentencous { The latter is 

  

types of companding: 'syllabic' and ! 

the subject of this letter. 

  

(2) 
It has been show” that, for some systems, a lozarithmic 

conpanding characteristic is desirable, and that if v and u are, 

  

respectively, the normalised input and output (compressed) ax udes, 

uis given by 

dog {i + Av \ pee ft ses} Mice ‘eet alles foes Tomemrmeene (Lo 1) ue 

In this expression ys is the compression parameter (vsvally havi 

     value between 5 and 100) ana gives the 4 e of companding, 

companding characteristic given by eqn. I1 is show in Fig. M1. 

In th 

directly, a balanced compandor is us 

     

  

analogue systers where the enal amplitude is compressed 

to compress positive and 

negative half-cycles equally. In this letter only the principle is 

of interest, and only companding on positive-soing signals is considered,
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Clearly, the curved transfer characteristic of the compressor 

causes considerable harmonic distortion of the signal. To remove 

this distortion from the received signal, the expander must have a 

characteristic which is the inverse of thet of the compressor. 

Hence, to serve as a companding element, the device mst not only 

have a particular shape of characteristic, but this characteristic 

must be reproducible. Thvs, either all devices of the same type 

must have the same characteristic, or the characteristic must be 

controllable to allow matching of the expander to the compressor. 

The p-n junction diode has an approximate logarithmic current/ 

voltage characteristic, and this has been a much used comranding 

element(>? The variation in characteristics (i.e. spreads) among 

devices of the same type, however, has been a seriovs disadvantage, 

and has led to the development of special gold~deped @iodest 4) The 

authors consider that there are at least three further factors which 

limit the usefulness of diodes as companding elements: 

(i) ‘he i/v characteristic of a 2-terminal device cannot be 

conveniently varied by external bins; therefore the 

compression parameter cannot be readily controlled. 

(44) The small range of junction voltages (~v 700 nV for silicon) 

required to give a change of current from maximum to minimum 

implies precise control of voltage at the expander. 

(iii) ‘The forward-biased junction is temperature sensitive for log ic UA. 

This suggests that temperature control is desirable 

  

to maintain matching of characteristics at the sender and the 

receiver. 

The junction field-effect transistor (f.e.t.) is a 3-terminal device 

with a similar a/v characteristic, which is also temperature sensitive 

and which exhibits spreads, It will be seen, however, that these 

disadvantages may be more easily overcome with f.e.t.s, and that they 

may be more accurate companding elements,
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The junction f.e.t. consists of a lightly doped silicon 

channel whose ends are called the source S and drain D, end whose 

resistance may be varied by a bias voltage applied between a gate 

electrode G and the source, ‘The variation of drain current I 

with drain-source voltage V- is shown in Fig. 12, and it will be 

noted that the initial range of the characteristic is similar to 

the cheracteristics shown in Fig. Ti. An indication of the spread 

in characteristics may be obteined from Fig. I2 by noting that two 

units of the same type, giving the same values of T /¥ » may have 

gate voltages differing by 0.5 V. 

The circuits shown in Figs, I3 and I4 were used as a compressor 

and an expander, resnectively. The resistances Rp and Ry have such 

values that the compressor output follows the drain current, while 

the expander output follows the drain voltage, The two circuits 

thus have inverse transfer characteristics, and when they are 

cascaded the final output should vary linearly with the original 

input. The fractional departure from linearity is the companding 

error. To determine this error, the nvll method of measurement 

shown in Fig. I5 was developed. A direct voltage was applied to 

the input of the expander and compressor connected in cascade, The 

expander preceded the compressor (the reverse order occurs in practice) 

to enable the elements to be cvrrent- and voltage-driven, respectively. 

The output voltage of each was compared with the inmvt voltage using 

d.c. potentiometers, The error in measurement was estimated to be 

less than + 0,05 Le This was considerably better than could be 

achieved using a.c. signals and a wave analyser, or using direct 

voltages measured on analogve or digital voltmeters. 

The measured characteristics of the compressor and expander 

approximated to the lew given by eq.[1 fort = 15. The overall 

  

  performance of the expander and compressor in cascade (i.e. the 

compending error) is shown in Fig. I6.
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fo explain these results consider the overall voltage ratio. 

This is given by 

Ry Te Ye Ry 
Mie ce eye hoc osc te eta ee (Li) Va Te Ro Te Ro 

” Here Yq and r, are, respectively, the resistances of expander and 

compressor. The second and third terms are relatively small 

(wv 50), while the term rg 81 ko Ro) is large ( V1000), We are 

concerned with the variation in v,/vo as vy is varied. AS V4 

increases, both re and re increase, cavsing variations in the three 

terms. The test showed that the ratio 2Q/Te =m remained remarkably 

constant when the drain voltages were varied over a 2.5V range and 

when m had values in the range 1-0.7 Nevertheless a small variation 

in m can cause a significant variation in v;/Vo» resulting in a 

companding error which may not be predictable. The errors dve to 

the other two terms, however, may be predicted and controlled. If 

m were constent, the fractional error in v/v due to a change of 

f.e.t. resistance 4g may be shown to be given by 

(= ) ote 
Ry Tm, Te 

i.e. the overall error is the difference of two larger errors. 

Hence the net effect of these two error components may clearly be 

reduced by increasing Ry and decreasing Ro, thus fulfilling the 

respective requirements for current- end voltage-driving, The total 

error then is the algebraic sum of three errors of the same order. 

To show the variation of the total companding error, values of 

v,/vo were measured for four values of vy and six values of vg¢ 

(Vee held constant at 0.6V). By noting the values of Ray Rye Ras 

Ro ete. (see Fig.U:5) the corresponding valves of Te and rq were 

obtained, The error in v/v was expressed as the fractional 

departure from the value when the normalised input was 0.2. Hence 

measured values of this fractional error, together with values 

calculated from eqn. 2, were plotted in Fig. 16,
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The following observations may be made: 

(a) The smallest errors, of less than 0.8%, were measured when the 

gate-bias voltages were such that ry, = 0.8 ree 

(b) The calculated errors differ somewhat from the measured values, 

put follow the same trends. 

The first result is surprising, for one would suppose that minimun 

error would occur when the i/v characteristics were inverse (6. 

when re=rg for all v1). It is characteristic of the f.e.t.s. used 

that, at m = 0.8, the variation in m cancelled the net variation of 

the other two components. Further examination of these variations 

suggest that a low error at m = 1 may be achieved by a threefold 

increase in Rj. This may be conveniently arranged by replacing Ry 

with a bipolar transistor of high output resistance. 

Hence it has been show that the f.e.t. may be used as an 

accurate companding element with the convenient feature that the 

characteristic may be controlled by the gate bias. It is admitted 

that: 

(i) Precise control of gate voltage is required, 

Gi) The cheracteristic is temperature—dependent. 

In fact, other tests have shown that the fractional change in drain 

voltage under constant~current conditions is about 0.01 x7! (a value 

approximately twice thet of a silicon diode). 

The authors consider, however, that temperature compensation of 

drain voltage or current may be ‘arranged by the use of silicon p-n 

diodes to control the gate bias. 

J.E, FLOOD 23rd Avril 1970 

Department of Electrical Engineering 
University of Aston in Birmingham 

Birmingham 4, Eneland. 

F, MORRIS 

Department of Physics 
North Staffordshire Polytechnic 
College Rosd, Stoke-on-Trent ST4 2DE, Staffs., England.



  

26 

Be 

(176) 

References 

Smith, B.: ‘Instantaneous companding of quantised signals', 

Bell Syst. Tech. J., 1957, 36, pp. 653-709 

Panter, P.F.: ‘Modulation, noise and spectral analysis! 

(McGraw-Hill, 1965) 

'Pulse-code modulation for high quality sound signal 

distribution: instantaneous companders using diodes as 

non-linear elements', 

B.B.C. research department report BL-15, 1968/7. 

Gardner, K.R. and Robillard, T.R.: 'Gold doped silicon 

compander diodes for N2 and N3 carrier systems', 

Bell Syst. Tech. J., 1967, 46, pp. 1451-1477



(177) 

APPENDIX J. 

Errors in Separate - Stage Companding. 
  

The use of a junction f.e.t as a separate stage compandor has 

been suggested in Appendix. I 

It has been shown that :- 

(a) The companding error may be reduced to less than 0.2% by 

adjustment of gate-—bias. 

(b) ‘The calculated errors differ somewhat from the measured valves, 

but follow the same trends. 

The first result was unexpected and to clarify it, measured 

values of error, together with values calculated from equation t2, 

were plotted against values of Vgc in fig. J1. 

It may be seen that errors due to voltage and eurrent driving 

are of opposite sign and are nearly independent of Vgc while the error 

due to the variation in m tends to vary linearly with Vgc, passing 

through zero-value when Vgc = 0.85v. It may also be seen that zero 

error around Vgc = 0.8v occurs, because the error due to the 

variation in m cancelled the net effect of the other two errors. 

Although the gate bias-values were only 0.2v different, the drain 

resistances (7c and Te) were markedly different, the value of m 

being 0.8.
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If it were required that zero error occur when m has the 

value unity ( ise. Vgc = 121V and Vge =0.6v), the tatto 

RY would need to be increased by a factor of four. This could 

be conveniently arranged by using a bipolar transistor as a constant— 

current source in. place of R)« 

The physical significance of these errors is illustrated in 

fig. J.2. Firstly, it may be observed that the operation of the 

exvander-compressor cascade follows the arrows on the dashed lines. 

Secondly AP and BC are the resistance-lines for voltage and current 

driving Slates Hence the current in the expander is reduced 

by amount CD due to its resistance Te, while the voltage applied to 

the compressor is reduced by the amount AJ due to the resistance Ro. 

Te error due to current-driving is then the variation of the ratio 

CD : OD which increases as V, is increased. The error due to 

voltage-driving is the variation of the ratio AJ : OJ which decreases 

as vy is increased. The product of the two gives the third error. 

That is, the third term shown in equation (12) as Ee may be 

represented by the ratio of rectangular areas, shown in fig. J.2. 

The variation of this error with vy may be appreciated from the 

variation of the ratio of these rectangular areas.
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A study of fig J2, sugzests that it is not necessary for 

( i.e. equal resistances). As long as the ratio m= 

r 
c/ ry is constant, only errors due to non—ideal voltage- and current 

-driving arise. 

Maximum Companding Error. 

The companding errors determined for the exvander-compressor cascade 

in Appendix I were the fractional deviations of the input : output ratio 

vy /. from the values when the normalised input was 0.2. The maximum 

2 

possible companding error should occur when the input varies from zero 

to a maximum, and may be written as :- Me = - (¥ } Gs a e ee 

The ratio VA has been given in equation (12) and is repeated 

below. R % | Te R re Q + ile f Te a eee) 
Teen Tel and Teo, Te, are the resistances of compressor and 

expander at \, = 0 and 1 respectively, the maximum companding error 

may be expressed avproximately as follows. 

Ro (Meo _ ) ie Tyo ( es -1) - (gm = ') 

£2 (fee : Ri \Teo Too Ter galore San -(2) 

The first two terms are the errors due to voltage- and current- 

driving and it may be noted that the first term is negative (Teofye, ¥ 0.3) 

It has been stated previously that the net error from these two terms 

may be reduced to negligible amount, and that the main component is the 

third term.
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It is of interest now to estimate the maximum error in separate- 

stage companding(for comparison with the Method 5 compandor ). For 

convenience, the third term only is considered. 

Using the Shockley-derived expression for r given in equation 

(7.17) ana (D2), assuming that Vg = 0 at both ends, and that the 

compandor at one end isideal (o =0) then 

Refr = 3[! — o66V(irr)] 

ne error (E) (aoe) pe ) 2 = 480. " 

1— 0.66 

Hence the maximum error with no gate bias correction is 1.980 for 

separate-stage companding. 

Reduction of Companding Brror with Gate Bias. 

It has been shown experimentally in Appendix I fig I6 that the 

companding errors may be reduced by gate bias adjustment at one end. 

The minimum error is also shown to be nearly independent of input 

(i or v). 

An attempt is now made to confirm these facts. The major error 

i aha r ; 
arises from the variation of e/r, wit A 

As in the previous section the f.e.t compandor at one end(r,) is 

considered to be non=ideal having a term ( 1 + 0) but with Vg = 0. 

At the other end ( r,), the f.e.t is ideal with a gate bias of 

Vg. The ratio *o/x, which is to be tested for constancy,is then given 

ae me. Ma 066V rs[ir A)'* = (4/y)""] 
v. Ver Oey SC \+ o )' 

 



The test for constancy of 7 is given in the table below. 
+e 

| | y s 

Vv O72 0-4 0.6 0.8 1.0 

2 VS t i ee ie = a 

V 0.039 | 0.254]. 0.465 0.72 1.0 

OE Ve 0.059 | 0-166 | 0-306  O-474 0-86 

otbV'® “| 9.073} 0.193. | 0.355 0.547 0.76 

V - 0-16 ie OL a7 

V-0.66V" gts 

(1+ %8X) 1S. 

0. 207 0.245 0.253 0.24 

Nose | 2g) 0.896 | 0.3% 

   

Ws: 0.166 1,125 I] 

(+ 6A)" 1-93 | 1.36 (296 1,2 1.153 

(MaAy\hs _ 0.353 | 0.125 0,068 0,044 0.0316 

GAY 0") ag | 1.936 AUK Diet oe ities Lt2t 

peev[> »} 0.0875! 0.204 0.365 0.548 0.75 

v-{»3 0.112 | 0.196, 0.235 0.252 0.25 

(Te Arey cis’ 0.88 | O96 ie Ofte 104 

= USoalg ss an | (13 le? 1.29 1.42 me 

Row d is the denominator ( i.e. re which has a departure © from the 

ideal ) 

Row e is the numerator when Vg = 0 : i.e. no correction. 

Row m is the ratio A, when no compensating gate bias. 

Row m is the numerator when Vg = 0.1 : i.e. correction 

Row 1 is the ratio Tere when compensating gate bias is applied. 
€ 

Note : the variations in row 1 are smaller than those in row K.
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APPENDIX K 

Maximum companind error in Method 5 coding 

The maximum companding error in Method 5 coding is given by eugation 

Ts 
(7.16 repeated “ae : [{« ie ar}dts e | 

Kgs We AT (716) 

The channel pulse durations at the encoder and decoder under zero 

modulation conditions are equal (Tso =!re) andalso dt./dT- =] 

Furthermore, if the channel pulse duration is directly proportional 

to the modulating signal, and if the f.e.t. companders at both ends 

are current-driven, then :-- 1 

Balik | idl e 4 
Ker ly ies 

Where I is the normalised current input. 

As in Appentix J the Shockley-derived formula is used with the 

sending-end compandor ideal (0 =0) Hence, 

crf teat Ker ess 0. old ea 

Integration w.r.t. normalised voltage V (= Wie) is Se by 

differentiating the Shockley equation for draincurrent, equation (744) 

ive. dI = 3t-W)av. ae the maximum error is given by :- 

2 ‘ 14 0)(1-J¥)] 
erry fae (i: Cee ay 1 a) 

ean 
© 

Evaluating the ance i= 

: 2k (t-# ~2Wo4+2 Vo _ c [ 2 Gear ] av 

Gon O.b6/V < J and hence 

ee se (f- Wy - Bins gvolis pi+4 Veg Vdv~ 1 7 

3 ! 

Sikes oes v-2ve. we iWon Ve 4 BV +32VE] | 
Ka 3 4, q 135 243 Yor 

°o



  

If the voltage-freauency converter at the two ends are identical, 

Ke/Kyr =! ee é =O. 6375 

This should be compared with £ =-/.9480 given in Appendix J for 

separate stage companding.
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APPENDIX I. 

Expression for maximum clock pulse frequency in a Method 5 segmented 

encoder. 

Let s = number of segments in a n= bit, m-channel system having a 

maximum modulating signal frequency of fm. 

Maximum channel pulse duration is a 
2QinFn 

n 
In this duration there are S bursts of 2h, pulses each having frequencies 

  

roe aes) 

dees, lhe z Gree ae \2 Vet 

  

n), a 
The durationsof the bursts are then 2/ST, a(vhs 

- 5 = [2-121 mF,
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