
SCHEDULING OF AIRCRAFT CREWS 

OF A COMMERCIAL AIRLINE 

HANEEF IQBAL MALIK 
B.Sc. (Hons.) ,M.A. 

A thesis submitted to the 

UNIVERSITY OF ASTON IN BIRMINGHAM 

DEPARTMENT OF MATHEMATICS 

for the degree of 

MASTER OF SCIENCE 

JUNE 1970 

131425



ACKNOWLEDGEMENT 

I wish to acknowledge my thanks to the following 

persons who assisted me in various ways during my studies re- 

garding this Project. 

Dr.A.M.Rajput, my Supervisor, who originally in- 

troduced me to this problen which he came across a year earlier 

when he visited P.I.A. Headquarters in Karachi. I am greatly 

indebted to him for his keen interest, guidance and help thraghout 

the period of my studies. 

Pakistan International Airline for providing me 

with all the relevant data for this Project, and the interest 

they have shown during the last one and a half years. I am 

especially draterul to the Director of Planning and the Chief 

Scheduling Officer of P.I.A. for their kee interest in the 

problem. 

The Government of Pakistan, who awarded me a Scholar 

ship for an M.Sc. ,Course. 

The programming and operating staff of the University 

of Aston Computer Centre, who have helped me from time to time 

in computer programming. 

Finally, I wish to dedicate this Dissertation to 

my parents.



CONTENTS 

Acknowledgement 

Summary 

SECTION I 

CHAPTER I. 

1.1) Introduction 

1.2) limitation 

253) 

1.4) 

1.5) 

1.6) 

ae?) 

2.1) 

Bee) 

20) 

2.4) 

2.5) 

Sah) 

5.2) 

353) 

3.4) 

3.5) 

1.2.1) ‘Technique used 

Crew Scheduling Problem 

Nature of the Problem 

Highlights 

Computer Program 

Advantages of Computer programs 

CHAPTER II. 

General Theory of Time Matri 

Calculation of Time Matrix 

  

General theory 

Two City problem 

One City problem 

Computer programs 

CHAPTER IIT 

Selection of Slip Stations and Their 
Time Matrices. 

Size of the problem 

Selection of Slip Stations 

China and Moscow Sector 

Flight Combinations at Slip Stations 

Minimum rest period of all flights 

Page No. 

O
N
 

Wn 
GW 

Ww 
Ww 

10 

16 

25 

25 

27 

28 

28



3.6) 

4.01) 

i) 

43) 

Aelt) 

4.45) 

5.1) 

552) 

5.3) 

5a) 

5.5) 

5.6) 

5.7) 

6.1) 

6.2) 

6.3) 

6 4) 

6.5) 

6.6) 

6.7) 

Selection of bases 

SECTION IL. 

CHAPTER IV 

Linear Programming 

Introduction 

Definition 

Mathematical Formulation 

Applications of Linear Programming 

General Statement of the problem 

CHAPTER V 

The Transportation Model. 

Introduction 

Statement of the transportation problem 

Structure of the transportation problem 

Degenerate Case 

General technique of the solution 

Determining the fictitious costs 

Computer program. 

CHAPTER VI 

The Assignment Model 

Introduction 

Assignment problem 

Definition 

Mathematical Model 

Solution to the Assignment problem 

Example 

Computer program 

(44) 

Page No. 

49 

50 

50 

52 

oD 

53 

5B 

56 

oT 

58 

So 

60 

60 

60(a) 

61 

62 

65 

66



7.1) 

7.2) 

7-3) 

8.1) 

8.2) 

8.3) 

8.4) 

8.5) 

8.7) 

9.1) 

9.2) 

9.3) 

10.1) 

10.2) 

10.3) 

CHAPTER VII 

Integer Programming 

Introduction 

Geoffrion Method 

Example 

CHAPTER VIIL 

Solution of Layover time Matrices and 
Selection of Bases. 

Introduction 

Western Sector 

Crews Schedules at Istanbul, Beirut and Cairo 

Crew Schedule at London 

OR Schedule with one home base = Karachi 

8.6.1) Karachi-Dacca Sector 

8.6.2) Karachi-Persian Gulf Sector 

8.6.3) Dacca-Lahore Sector 

8.6.3) Dacca-Bangkok Sector 

Conclusion. 

CHAPTER IX 

OR Time Table 

Introduction 

Optimal flight combination of Karachi-Dacca Sector 

Schedule for Eastern Sector 

CHAPTER X 

Monthly Assignment 

Introduction 

Types of duties to be allocated 

Essential flying rules 

(444) 

Page No. 

68 

69 

7 

2 

80 

88 

92 

oh. 

96 

96 

101 

110 

ata 

13 

113 

che



10.4) 

10.5) 

10.6) 

10.7) 

10.8) 

10.9) 

Id) 

ph) 

i133) 

11.4) 

11.5) 

11.6) 

1127) 

1253) 

Flying time between terminal Cities 

Size of the problem 

Monthly Schedule 

Mathematical Model 

Karachi base 

Dacca base 

CHAPTER XT 

Estimation of Reserve Crews. 

Introduction 

Factors influencing reserve utilization 

Multiple regression analysis 

Estimation of multiple regression coefficients 

Example 

Crout Method 

Continuous Check on Calculations 

Fisher method 

APPENDIX 

i) List of references 

ii) PIA time table 

iii) Computer programs. 

(iv) 

Page No. 

114 

1 

a7 

118 

112 

bef! 

129 

129 

130 

131 

132 

133 

136 

137



SUMMARY 

This dissertation consists of a theoretical 

background of scheduling of aircraft crews of a 

commercial airline. Linear programming technique is 

applied to complete this dissertation.



This dissertation consists of three sections. 

SECTION I. 

i) Creating a time matrix (daily and weekly) by the 

use of an electronic computer considering all 

possible flight combinations of arrivals and de- 

partures of the crews at each slip station, 

ii) Then all the time matrices are modified in the 

light of rules and regulations. These rules are 

framed by the Airline Authority and the crews' 

association. 

SECTION II. 

iii) Solving these matrices by the use of an electronic 

computer using the Linear Programming techniques ,to 

minimize the layover time of the crews at a place 

other than the home base, 

SECTION IIL. 

In this Section various related topics are 

discussed such as 

iv) Monthly assignment of the crew by a mathematical 

technique and number of crews required for a given 

schedule. 

v) OR time table and its schedule. 

vi) Estimation of reserve utilization of the crews. 

The Appendix is devoted to the programmes which 

were used in completing this dissertation and which are written 

in I.C.L. 1900 Algol,and Fortran.



SECTION i



CHAPTER I.



Beil) Introduction. 

Most of the commercial airlines of the World 

are investigating an adequate method of optimizing the 

utility of their crews. I have approached several air 

lines and have discussed this problem with then. As far 

as I know the scheduling of the crews in most of the air— 

lines is done manually using no scientific method. Un- 

fortunately, little has been published on this topic, thus 

no clue was available to use as to how the problem should 

be tackled. 

Pakistan International Airline (P.I.A) wished 

that someone should investigate the possibility of improving 

the utilization of their crews. To understand the problem 

it is necessary to look into the present system of aircrews! 

scheduling. At present it is done manually by an experienced 

scheduler, He frames the schedule based on his past exper— 

ience considering certain legal requirements, working knowledge 

of the routes etc., Then this schedule is submitted for 

approval to a committee consisting of the officials of the 

company and the representative of the crews' association. 

Such a schedule is usually expensive to the company in the 

following ways:— 

1) At the slipstation (other than the home base) where 

the company is responsible for the crew's meals and 

accommodation until next assignment. 

2) Wasteful of the crew's time. 

In addition to these points, the human problem 

is also involved that the crews may be unhappy in spending



1.1) 

1.2) 

contd. 

and wasting their time away from their families and home. 

Limitations, 

For both men and machine there are certain limits 

beyond which it is unwise to pursue continuing application 

to a particular task without a break for relaxation or 

overhaul, because both men and machine have a capacity 

limited by safety requirements. More specifically in the 

case of aircrew it is laid down in the regulation that they 

must not fly more than eight hours in 2) consecutive hours. 

They must also take an adequate rest before they take up 

their assignment. Thus the crews are given rest periods at 

or before the termination of eight scheduled hours of duty 

aloft, 30 hours in a week, 70 hours in a month and 700 hours 

ina year, These limitations vary from airline to airline. 

In the shorter route where the flight time of the 

return trip is less than or equal to 8 hours, the same crew 

can go and come back, but in the case of longer routes, for 

the sake of safety, the Airline Authority have to replace the 

crew before exceeding the limit of 8 hours somewhere along the 

route. At these slipstations, the company is responsible for 

the crews accommodation and meals until their next assignment. 

The stay at the slipstation is determined by the flying time 

from the previous station or base to the slipstation. To 

reduce this expenditure or layover time of the crews, most of 

the airlines are investigating a scientific method of utilizing 

their crews and thereby reducing the layover time at the slip 

stations, Minimizing this time has the dual advantage of



dee) 

3. 

contd. 

making more crews available at the home base and of reducing 

the expenditure of the airline for meals and lodgings of 

the crews away from the home base. Significant reduction 

in the layover time at slipstations should correspond to 

some reduction in the number of required crews. 

1.2.1) Technique used. I have used a Linear Programming technique to 

33) 

automate the scheduling of aircrews of P.I.A. and a net 

saving of 570 hours per week is shown in layover time of the 

crews at slipstations other than the home bases. Consequently, 

this would mean that the number of crews can be reduced from 

54 to 43 (Chapter X). 

A system is also developed to eliminate the possi- 

bilities of biased allocation of crews to flights, This 

is presented in Chapter X. In this method OR schedule is 

circulated among the crews and their preference bids are 

taken. Then a mathematical technique is applied to allocate 

duties to the crews, which eliminate the human bias. 

In Chapter IX, OR time table is developed by 

deviating 25 minutes in Karachi-Dacca sector to certain 

flights. A further reduction of 119-30 hours to the layover 

time of the crews is shown, 

In Chapter XI, regression analysis is used to estimate 

the reserve crews for regular and emergency flights. 

Crew Scheduling Problem. 

The crew scheduling problem is an operational 

research classic. It is mathematically identical 

to"travelling salesman problefl in certain variation. 

"Definition of Crew Scheduling problem",



233) contd.e 

The scheduled flight path of a commercial air— 

craft, often referred to as an "aircraft routing", is 

the single most important element of air transport industry 

planning and operations. This flight path is determined 

primarly by marketing considerations and is limited by 

practical considerations of maintenance, airport facilities 

etc., 

The aircraft routing is considered as fixed, as 

a basis of computation of flight crew schedules. At this 

point an entirely different set of considerations applies. 

Flight crew schedules are carefully defined (which are 

not identical with any other airline) and severely limited 

by the Government, the Company, consideration of safety, 

operability, overall profit and the necessity of good working 

conditions at the same time. 

In certain circumstances it is possible to express 

the outcome of the crew scheduling in the form of the sequences 

A-a-b~c-— B, where the end terms signify two special 

events and the inner terms must be carried out in due sequence. 

The two end events signify departure from and arrival at the 

crew base, the intermediate events signify successive sectors 

flown. It is not possible for the same crew to finish the 

sequence describe, because of the safety requirements. Some 

rules and regulations have to be obeyed. Every airline 

of the World has a problem of optimum crew utilization because 

the crews are highly paid and the Company has to spend a large 

amount on their accommodation at the slipstations. This gives 

the impression that the optimum crew utilization means simply,



23) contd. 

maximum number of hours aloft, 

An ideal crew assignment or 'trip pairing' may 

be defined as follows:- 

"Phe crew arrives at City A at 9 o'clock in the 

morning and spends a busy number of hours preparing a 

flight plan, checking equipment and other formalities. 

At 10 o' clock their plane departs for City B arriving 

on schedule at 13-45. At exactly 14-45 the crew takes 

a return flight out for City A, arriving on schedule 

18-30 o' clock. Debriefing requires half an hour, 

at 19-00 o'clock, the crew leaves for their home." 

They have been on duty 10 hours which is maximum duty 

time for a crew. 

Unfortunately, very few actual trip pairing 

approach this ideal situation. The aircraft schedules 

are designed under the major influence of marketing 

consideration, ideal crew pairing are often simply coincidental. 

In practice, the aircraft routing is usually broken 

down to individual flights. These are re-assembled by 

trial and error methods into a set of crew pairing, governed 

by many factors which are often conflicting. The ‘ideal" 

trip described above might even disappear. 

If a crew could board an aircraft at a point of 

origin and stay with it until it returns to base, then 

there is no problem. But this ideal situation is not 

possible or practical for numerous reasons, and thus the 

crew scheduling problem arises. The nature of the problem 

is not always the same for every airline, as the flying 

rules vary from airline to airline.



1.4) 

1:5) 

"Nature of the Schedule". 

The Government and Crew Association of all the 

World airlines are in unanimous agreement on one point - 

"safety". Any trip pairing which gives excessive crew 

fatigue without satisfactory rest is automatically not 

considered. 

Immediately beyond this area which is not easy 

to define, things become hazy. The first complication 

is the difference between scheduled and actual flying. 

Generally speaking, the legality of a scheduled pairing 

is re-examined at the conclusion of each flight segment. 

For many reasons the flights are late or irregular. A crew 

flying perfectly valid trip sequence may find themselves 

circling the airport for an hour or two and upon landing 

it is illegal to take out their scheduled flight the next 

day. Such possibilities must be considered while making 

the schedule. 

In this general era of safety, some factors are hard 

to define. If a liberal schedule is framed, then a huge 

amount of foreign exchange is used on their accommodation 

and meals, If, on the other hand, a tight schedule is framed, 

then operating difficulties will occur. 

I have used Linear Programming techniques for franing 

an optimum P.I.A. Schedule taking all possible factors into 

account. 

Highlights. 

The crew scheduling problem is essentially the same 

for all the airlines, by virtue of the fact that they operate 

similar equipment, over similar routes, by similarly trained
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1.6) 

contd. 

pilots, who have similar relationships with their re- 

spective airlines, But the technique of assigning the 

duty is different because the flying rules are different 

from airline to airline, In some airlines the schedule 

is released to all crews and their preference bid is taken. 

Normally the crew members with highest sneiority have first 

opportunity to select a desired flight schedule. The air- 

line having a big fleet have solved their problem by making 

more than one base in order to minimize the layover time 

at slip stations. 

Computer Programs. 

The following computer programs have been 

used:= 

1) Daily layover time matrix - rows departure and columns 
arrival: . 

2) Daily layover time matrix - columns departure and rows arrival 

3) Weekly layover time matrix - rows departure and columnsarrival 

4) Weekly time matrix - columnsdeparture and rowsarrival 

5) Transportation program 

6) Integer linear programming program 

7) Assignment program 

8) Sum of squares and product program 

9) Inverse matrix program 

10) Mean program



eZ) 

8. 

Advantages of Computer Programs. 

The advantages of using a computer in order 

to frame the schedule, are given below:- 

1) 

2) 

3) 

4) 

To avoid the loss of time devoted to the manual 

elaboration of the Summer and Winter scheduling 

of aircrews, 

To print a good reply to every modification of flight, 

that is, any addition or cancellation of flight and 

at the same time optimal solution can be obtained. 

To modify the schedule in the light of any addition 

or cancellation of flights, the new schedule can be 

framed in a few minutes only. 

Using the same principle, the scheduling of air 

hostesses and stewards can be prepared,



CHAPTER, It 

GENERAL THEORY OF TIME MATRIX



2.1) 

262) 

9. 

Calculation of Time Matrix. 

A time matrix consists of rectangular array of 

time; unlike the determinant it does not have quantitative 

value. If the number of rows and columns are equal then 

it is a square matrix, The time matrix is obtained by 

taking all possible combinations of arrivals and departures 

of all flights at changeover City keeping in view the legal 

limitations which are laid down by the Crew Association and 

Airline Authority. 

There is only one variable - time on the ground 

away from the location at which the crew is based. Minimizing 

of this time has the dual advantage of making more crews 

available at the home base and reducing the expenditure of 

the crews on boarding and lodging at changeover places. 

General Theory. 

A simple illustration will serve to demonstrate 

the fundamental nature of the problem. Consider a flight 

system that involves only three locations on a line and two 

flights in each direction as shown in the diagram. 

Diagram - 1



10. 

2.2) contd. 

If the turn around in either direction at La is 

excluded, the possible combinations of eight flights is 

represented in the following table. 

  

  

  

  

Flight 
Segment z me 

aa 2 as a 

x 
A 

a 
B 

b           
Table 1 - Matrix of possible flight 

combinations. 

Let in this layover time matrix, the cell marked 

"x" represent the combination of four flights (I,2,A,a) 

and this is the time away from the home base on the ground. 

Similarly all cells are filled by taking different possible 

combinations. 

Consequently, in order to obtain a mathematical 

model in the light of legal limitations, the problem of 

flight pairings and allocations is reduced to a series of 

"Two City Problem" and "One City Problem", which are as 

follows. 

2.3) Mathematical Models. 

2.3.1) Two City Problem. 

If the flight time between the two cities 

A and Bis less than or equal to eight hours for



Ped) contd. 

22501) 

City A 

il. 

contd. 

both directions i.e, 

AB + BA < 8 hours. 

Then the above problem is reduced to two city 

problem and layover time for each city is calculated. 

Suppose there are n flights from A to B and m flights 

from B to A (n. odd flights and m even flights). 

Diagramatically it can be represented as 

  

  

  

  

follows:- 

da i> ag 

dg oat, as 

a, a a, 

Diagran - 2 Schedule between City B 
A and B 

ag <2 da 

hg SA eco dg 

: : 
ay <n a 

  

where all ats and d's are the arrival and departure 

times of flights. First the layover time matrix 

for City A is calculated by taking the City B as 

home base and similarly time matrix for the City B.



2.3) contd. 

12. 

    

    

    

                            

2.3.1) contd, 

Arrive On Leave On 

aa ag ay da da 4a, 

di} 422 | far] eo ee ee ee as faa | Cra] eo eww a 

ds | a3 fase cee ef. as sa | €s4 soe ecenet ean 

Leave on Arrive on 

: : 

: : 
a, | 4 bualeseee|S 
n} an an mn ay oe Oe | lee ere | Ba 

Table 2-A { Layover time at A Table 2-B ee time at B ani 

crew based at B crew based at A. 

where fg, is the layover time at City A (aa-d) and 

fia is the layover time at B (a, - dg) and similarly 

for all cells. 

The above two matrices are combined into 

one composite matrix by comparing step by step analysis 

of the respective corresponding elements of the two 

matrices in such a manner that the minimum value for 

both set is selected for the third matrix, Each cell 

of the third matrix is marked with A or B subject to 

the selected element, where the crew is based. The 

third matrix is as follows:-
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2.3) contd. 

2.3.1) contd. 

  

  

  

  

Flight Nos. 

2 4 Wel 6 6 6 m 

1 Lia | Las Lin 

S se | bsg Lon 

Flight Nos. 

n Ly Li, Ln             

Table - 3 Composite matrix 

where Lig is the minimum value of 19 and €g4 similarly 

for all other cells. 

It is necessary that the third matrix must be 

square. It is only when n =m, if this is not the case, 

then other legal flights can be considered at that city 

having less flights. 

2.3.2) Example. 

Suppose there are two cities A and B, joined 

by direct route i.e. A to B and B to A and four planes 

leave A for B and they are denoted by odd numbers 1,3,5,7 

and the flight from B to A be denoted by even numbers 

2,4,6,8. The arrival and departure time for each flight 

is known. The flight time between cities (A and B) and 

(B and A) is uniform and constant. The flying time of 

the round trip is less than eight hours.



2.3) contd. 

2.3.2) contd. 

1h. 

  

  

  

  

  

  

  

9.25 ——————— 12.25 

10.00 ———— es 13.00 

12.00 eee a 15.00 

U..50 8 17.50 

City A Diagram 3. Schedule between 
City A and B 

9.00 ee 6.00 

11.00 Dg ey 8.00 

16.50 eee 13.50 

21.50 SS 18.50 
  

City B 

There are certain limivations beyond which the 

crew cannot fly 

i) A crew cannot fly more than 8 consecutive hours in 

24. hours, amd 10 hoursduty time in 24 hours. 

ii) Every crew must have rest periods after each flight. 

Such rest periods should be equal to double the 

duty time. 

iii) When a flight is delayed en route due to unforeseen 

circumstances and the delay is more than 3 hours, the 

Captain of the crew can declare a layover to ensure 

a minimum rest of eight hours. If any element of 

the matrix is more than 3 hours and less than 9 hours 

for domestic flights, then 24 hours are added to that 

element. In the case of international flights the 

upper limit is 9-30 hours. 

To calculate the layover time matrix for each 

City, assuming first that all the crews are based at City A
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contd. 

and second assuming that all crews are based at B, 

the number in each cell represents the time away 

from their home base. The two layover time matrices 

are calculated by applying the ‘two city method! 

as described above. 

Layover time matrix at City A. 

  

  

  

  

ay ag as 27 

dg 24.625 | 22.25 16.75 11.75 

da 21.00 | 23.00 | 17.00 12.50 

de 3.00 | 1.00 | 19.50 14.50 

ds 29.50 | 27.50 22.00 17.00             
Table 4-A Crew based at City B. 

Layover time matrix at City B. 

ds ds ds dz 
  

aa 17.75 17.00 15.00 12.50 
  

a4 19.75 19.00 17.00 14.50 
  

ag 1.75 2.50 22.50 20.00 
      ag 30.75 31.50 20.00 1.00 
        

Table 4-B Crew based at City A. 

Another matrix is derived from these two matrices 

by choosing the smallest element from the respective 

corresponding cells of the matrics. Then the matrix so 

obtained is known as composite matrix and presented in 

Table No.4-C. Hach selected element is marked with A or B
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contd, 

2.3.2) contd. 

showing where the crew is based. 

The composite matrix is as follows:- 

  

  

  

  

Flight Nos. 

de 3 2: Zi 

A A A B 
2 176 (5 17.00 15.00 11.7 

B A Aor B B 
4 1.00 19.00 17.00 12.50 

Flight Nos. 
A B B B 

6 1.75 1.00 19.50 | 14.50 

B B A B 
8 29.50 27.50 20.00 1.00             

Table 4-C Composite layover time matrix. 

One City Problem. 

If the flight time between the two cities is greater 

than eight hours in either direction i.e. 

he > 
AB OR BA > 8 hours 

then according to the legal limitations, the crew is not allowed 

to fly more than eight hours. This means the Airline Authority 

have got to replace the crew somewhere between the two terminal 

points. Therefore, the two city problem is reduced to "one 

city problem." 

In order to find a mathematical model, let us consider 

at a city 'x' arriving n flights from the terminal A bound for 

city B and m flights from the terminal B bound for city A. 

Altogether (n+m) flights can be represented diagramatically as 

follows:-
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aa dg Soe estat. > Geo eR Pls Ee 

sr ad Lane REG hie 

a 

ak pe ria Sa 

cr ; TY B | ciry x CITY A 
da \ as 
+ pee ae 

ds - 
Sealant 

Diagram - 4 - "One City Problem". 

where all a's and d‘s stand for pretyals and departures re- 

spectively. 

The crew arriving at a, can be assigned for next 

duty to anyone of departures after taking the due rest. Such 

rest period will be equal twice the duty time and not less 

than eight hours in any case. The time matrix will take the 

form as given below:-
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da 

a
e
 

ee
ve
e 

By
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£ 
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aa ag oo eileen en ag aq ee eee a 

Lia | Las eee ee | Ly | Les Iga} eee e [hy 

Las | Lss w cella ests: Lis Les ligg:| es: ss © Lis 

3 : : : : : : : : : 
: : : : : 

L L oo eee talk L L dso ke nates lia 
an sn nn an an mn 

Laz | Lse 8) a i6 Le laa ere eetis 

Lis eee |s Soeeag wie 

     

  

                

Table 5. "Time matrix for One City Problem" 

where Lon is the layover time of the crew arriving 

on flight 'm' and departing on flight 'n'. 

Example. 

Suppose there are two cities A and B, and the 

flight time between two cities is greater than eight hours. 

According to the flying rules a crew cannot fly more than 

eight hours during any 24 consecutive hours. Such rest 

period will be equal. to twice the number of hours on duty. 

This means the airline authority have got to replace 

the crew at a city somewhere between two cities. Let this 

city be 'x'. Suppose there are six weekly flights at City X , 

three flights arriving from City A bound for City B and 

denoted by 2,4,6 and three flights from City B bound for 

City A and are denoted by 1,3,5. 

The time table for these flights is given below:-
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2.4.1) contd, 

Here one point to be noted is that the flying 

time for all flights is not equal because these flights 

come through different cities i.e. the route of each 

flight is not the same. 

The flight duty time will commence from a time 

a crew reports at the airport, from which he will be 

operating a flight or a series of flights. The duty 

time starts 45 minutes before scheduled departure for 

domestic flights, and one hour before scheduled departure 

for international flights and ends at the destination air-— 

port allowing 15 minutes for domestic flights, and 30 

minutes for international flights for completing the 

formalities. 

This example relates to international flight. 

The duty time for each flight is shown in the following 

  

diagram :- 

F1t.No.1 Flt. No.l 
TUE Ss 20.00 ,A___19.33 TUE 

F1t.No.3 F1t.No.3 

THU 20.1 19.50_, THU. 

F1t.No.5 Flt ..No.5 

SAT 516.42 156 SAT 

CITY B CITY A 

Crty. x 

Flt.No.2 F1t.No.2 
MON g5 567 9.92 MON 

Flt.No.4 F1t.No.4 

TUE 10.92 11.1 TUS 

Flt.No.6 F1t.No.6 

WED 8.75 9.00 WED 

Diagram - 5 - Schedule at City X
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2.4.1) contd. 

The layover time matrix for the City 'X' is 

calculated by applying ‘one city method', The crew 

arriving on flight No.1 can go on any one of departures 

1,3,5,2,4 and 6. Similarly taking all possible com- 

binations of arrivals and departures, the layover time 

matrix for City X is calculated and given below:- 

  

a2 aq ag 

167.25 142.50 120.17 

24.50 167.75 145 042 

46.33 21.58 167.25 

32.91 176.16 153.83 

81.08 56.33 34.600 

125.33 100.58 78.25 

ag ag a5 

133.67 85.50 41.25 

158.92 110.75 66.50 

180.75 132.58 88.33 

167.33 119.16 Te9L 

47.50 167.33 123.08 

91.75 43.58 167.33     

Table-7 - Time 

Computer Programs. 

The application of 

Matrix for City X. 

computer techniques for the cal- 

culation of large layover time matrices is advisable to 

facilitate and speed up the 

following computer programs 

matrics and attached in the 

1) Daily time matrix - row 

2) Daily time matrix - row 

3) Weekly time matrix- row 

4.) Weekly time matrix- row 

calculations of the results, The 

are developed to calculate the time 

Appendices (Nos.1,2,3,4). 

departures and column arrivals 

arrivals and column departures 

departures and column arrivals 

arrivals and column departures 

There are three possible cases for calculating the 

layover time matrices:-



2.5) 

256.1) 

22. 

contd. 

1) 

2) 

3) 

If the time table for all flights is the same throughout 

the week, and return flight time is less than or equal 

to 8 hours. then the 'two city method' is applied to 

calculate the layover time mtrices for each city. The 

computer programmes Nos. 1 and 2 will be applied to 

calculate the daily layover time matrices. Then from 

these two matrices, a composite matrix will be obtained 

as described in the ‘two city method', 

In the second case if the time table for all flights is 

not the same throughout the week, then the last two pro- 

grammes can be applied to calculate the weekly layover time 

matrices. After that a composite matrix can be calculated 

as above. 

Now in the third case if the flight time between two cities 

is greater than 8 hours, then according to the flying rules, 

the crew will have to be replaced somewhere along the route, 

then the 'one city method' is applicable to calculate the 

layover time matrix, and computer programmes Nos. 3 or 4 

can be applied to calculate the weekly layover time matrix, 

All these programmes run successfully on ICL 1900 

and data cards are prepared for the examples which are described 

above after two city and one city method. The ICL 1900 took 

only 13 seconds for the calculation of the 20 x 20 matrix. 

Data cards for the two_city method. 

Daily layover time matrix for City A 7
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24.250 0.50 

1 2h. 

iy 

a 9.00 nh 7.00 

L 11.00 wv 950 

1 16.50 an 15.50 

ae 21.50 <= 21.00 

The program No.I is applied to get the layover 

time matrix for City A - departure row wise and arrival 

column wise, 

Daily layover time matrix for City B/ 

244.050 0.50 

a 2h 

ie 

1 6.00 2 10.00 

1 8.00 c 12.50 

1 13.50 n 18.50 

1 18.50 i 24.400 

The program No.II is applied to get the layover 

time matrix for City B - arrival row wise and departure 

column wise, 

In both data cards, the first and third column 

represent the day of the week such as Sunday = 1, 

Monday = 2 «se. Saturday = 7. Second and fourth represent 

the arrival and departure time respectively. 4 shows the 

number of the flights ina day at City A and B, 1 and 

24. show that the calculations are made at day 1 and 

24.00 hours. As the return flying time between the cities
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2h. 

contd. 

is less than 8 hours, the 0.50 is taken as lower limit 

of layover time at City Aandi B; and, at the most, the 

crew can go next day on the same flight, therefore 24.50 

is the upper limit of layover time at City A and B. 

The same results are obtained as in the case 

of examples described above. 

Data Cards for one city problem" 

Weekly layover time matxix for City x/ 

180.00 12.00 

a 2h. 

6 

2 10.42 2 9.67 

3 1ashy 3 10.92 

4, 9.50 4 8.75 

3 20.00 3 19.33 

5 20.17 5 19.50 

7 16.42 v 15.75 

The computer progran No.IV is applied to calculate 

the layover time matrix for City X. In this case 12.00 is 

the minimum rest period for the crews which is based on the 

duty time and 180.00 is the maximum rest period. The duty 

time for each flight is calculated and if any element of the 

matrix is less than twice the duty time, then 168 hours are 

added to that element, because the flying time is not the 

same for all flights due to the different routes. The same 

result is obtained as in the example of one city method (Table Ue
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MATRICES
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Size of the Problem. 

From looking to the time table of P.I.A. attached 

in the Appendix, all flights can be divided into the following 

sectors, showing the number of weekly flights in each sector:- 

Name_of Sector No.of return flights 

1) Western 11 

2) Karachi-Dacca 20 

3) lLahore-Dacca 5 

4) China 2 

5) Persian Gulf 4 

6) Bangkok we 

Total flights 4h 

Selection of Slip Stations. 

If the flying time between two cities is more 

than eight hours, then the flight crews have to be changed 

at the intermediate stops for safety requirements in accordance 

with the working and rest time regulations. The choice of slip 

station is made on arrivals and departures in a week. The off 

going crew is taking a rest at such a stop while waiting for 

the next flight. The rest time is usually based on the duty 

time and it should not be less than eight hours in any case. 

A route can be divided into parts between the terminal points. 

Some places along the route cannot be used as slip 

station due to political reasons or lack of facilities. A few 

stations with poor hotels or without any facilities could be 

used as slip stations after large investments. Some stations 

are now regular slip statiors with very good and cheap accommodation 

because they are airline company-owned hotels. With the introduction 

of faster aircrafts such as the Concorde or the Jumbo jets, these
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stations might be overflown in the near future. Assuming 

the possible slip stations are known and their number is 

limited, the choice of these stations as slip stations has 

to be based on costs. 

If station 'A' is considered as slip station 

the rest time needed by the crews at the station 'A' depends 

on the flight duty time before reaching this point. This 

means that the number of crews in a hotel at station 'A' depends 

on 

i) flight duty time from previous slip station or base 

station to station 'A'; 

ii) number of flight calls at station (frequency) 

With a given time table, the arrival and departure times of air- 

craft at station 'A' are known. Crews coming and going from 

station 'A' can be given the required rest time according to 

the regulations. 

For the P.I.A. the flight time in the Western 

Sector is more than eight hours in either direction, P.I.A. 

Authority have got to replace their crews, somewhere 

between the two terminal points - Karachi and London. Keeping 

in view the legal limitations, frequency of flights and other 

aspects mentioned above, the following cities are being used 

by P.I.A. as slip stations 

1. Beirut 

2. Istanbul 

3. . Cairo 

4. London 

5. with Karachi as the home base. 

The flight time between Karachi and London and
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vice-versa in the Western Sector and Karachi - Shanghai - 

Karachi in the China Sector, is greater than eight hours, 

In all other remaining sectors the return flying time is 

less than eight hours, so the layover time matrices for these 

sectors will be calculated by the"two city method". 

In the case of Western flights, the airline 

authority has got to replace the crew somewhere between 

London ani Karachi according to the flying rules. The case 

of the China Sector is explained below:- 

China and Moscow Flights. 

There are two returm weekly flights to China 

and one Moscow flight bound for London in the Western Sector. 

The flying time in both cases is more than eight hours. The 

crew arriving at Moscow on flight No. PK.720 will have to wait 

for the next assignment - about 6 days. In case of the 

China Sector the crew arriving on PK.752 will have to wait for 

the next assignment - about 5 days. In order to avoid this 

idle period, the airline authority and crews' association are 

agreed that a double crew should be used on these two sectors 

with the conditions that the crews of flight No. PK.717 and 

PK.720 will get at least three days off from any duty of the 

Company at London and Karachi respectively. One crew will 

operate the plane up to Moscow and the second will take the 

control of the plane from Moscow. This double crew will be 

used for China flights and will go to Dacca one day before 

the flight as dead head crew, This means that 12 crews are 

used for 11 Western flights and 2 crews are used for 2 return 

China flights.
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Flight combinations at slip stations. 

From a look at the time table attached in the 

Appendix the crews of West bound flights Nos. PK.713, 721 

and East bound flights Nos. 706, 718 can be changed ei ther 

at Beirut or Istanbul. The possible combinations are as 

  

  

  

  

  

  

follows:- 

Istanbul Beirut 

PK PK 

i. WBF. 705,709,715, 7135, 701,703,707, {21 
E.B.F. 722,712, 716,718 702,706,708, 714. 

2. W.B.F, 705,709, 715,721 701, 703,707,713 

E.B.F. 722,712, 716,718 702,706, 708, 714. 

3. W.BAF. 105,709,715, (2. 701,703,707, (13 
E.B.F. 722, 712,716,706 702, 708, 7L4, 718 

be WBF. 705, 709,715,713 701,703, 707,72 
E.B.F. 722,712, 716,706 702, 708, 714, 718 

5. WBF. 705,709,715 701.703, 707,713,721 
E.B.F. 722,712,716 702,706, 708, 714, 718 

6. WBF. 705,709,715, 713,22. 701,703,707 
E.B.F. 722,712,716, 706,718 702,708, 714. 

  

TABLE - 8:- Possible Combinations for Istanbul 
and Beirut 

where W.B.F. West bound flights Karachi - London 

E.B.F. East bound flights London - Karachi 

"Minimum Rest Period of All Flights". 

The duty time from the terminals to changeover places 

are calculated and given below. The duty time for inter 

national flights commence one hour before scheduled departure 

and end half an hour after scheduled arrival.
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Route and Flight No. Duty Time Minimum Rest 
in Hours. Period (double 

the duty time) 

hrs. min, hrs. min. 

KARACHI-BETRUT 

PK 701 6 = 55 13- 50 

PK 703 7 = 40 A5i= | 20 

PK 707 6 = 00 12=- 00 

PK 713 iene, w- 30 

PK 721 7 - 15 14- 30 

LOND ON-BEIRUT 

PK 702 fe w4- 30 

PK 706 8 = 35 Ly =) 20 

PK 708 f =< 25 Le 50 

PK 714 Te 5 k= 50 

PK 718 8 - 35 cepa’ 1 LO 

KARACHI-ISTANBUL 

PK 705 8 - 10 16- 20 

PK 709 9 = 2 18- 50 

PE (15 8 - 10 16- 20 

PR. 721 9 =- 40 19 =. 20 

PK 713 9 - 40 19=- 2 

LONDON-ISTANBUL 

PK 722 6 = 2 12= 50 

PK 712 6 = 25 12- 50 

PK 716 6 = 25 12- 50 

PK 718 6 - 20 12- 40 

PK 706 6 - 15 12 - 50    
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Route and Flight No. Duty Time Minimum Rest 
in Hours. Period (double 

the duty time). 

hrs. min, hrs. min. 

KARACHI-CATRO 

PK 711 6-40 DS ae) 20 

PK 719 6 - 40 13 = 20 

LONDON-C.ATRO 

PK 704, 8 - 25 16 - 50 

PK 710 8 - 25 16 = 550 

KARAC HI-MOSCOW 

‘ PK 717 TeeD 15 - 10 

LONDON-MOSCOW 

PK 710 6-45 ay) 

BETRUT-LONDON 

PK 701 7-40 5 = 2G) 

PK 703 7-40 1D 20 

PK 707 71-45 a5 = 130 

PK 713 9 - 00 18 - 00 

PK 721 9-00 18 - 00 

ISTANBUL-LONDON 

PK 705 6-45 Dt aa O) 

PK 709 6 - 35 13) = 20 

PK 715 6-45 15 = 30 

PK 721 6 - 30 13..— 00 

PK 713 6 - 30 13 - 00 

CATRO-LONDON 

PK 711 8 - 50 17 - 40 

PK 719 8 - 50 17 - 40 

MOSCOW-LONDON 

PK 717 6 - 50 13 = 40     
For all above mentioned slip stations, "one city 

method" is used. The computer program IV is applied for the 

calculation of layover time matrices at Istanbul, Beirut, Cairo 

and London, All the time matrices so obtained are modified in 

the light of Section (3.5). If any element is less than the
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minimum rest period, 168 hours are added to that element, 

because at the latest the crew can go next week on the 

same flight. All modified time matrices are as follows:- 

3l.
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(BEIRUT PK 701, 703, 707, 702, 714, 718) 

33. 

  

    
  

  

3704 8708 2707 4702 2708 2744 

167.25 142.50 120.17 133.67 85.50 41.25 

24.650 167.75 145.42 158.92 110.75 66.50 

46 033 21.58 167.25 180.75 132.58 88.33 

32.91 A76s16) “-155185" bass 119.16 Te 91 

81.08 56.33 34,00 47.50 167.33 123.08 

125,53. 100.58 718025 91.75 43,58 167.33 

Table 10. Layover time matrix 

(BEIRUT PK 701, 703, 707, 721, 702, 706, 708, 71+) 

a704 &703 4707 a724 4702 2706 2708 A744 

167.25 142.50 120.17 22.92 133.67 108.34 85.50 41.25 

24250 167.75 145.42 48.17 158.92 135.59 110.75 66.50 

46.33 2Us5e. 167225 . 7000" 9) 180675. 155.42 152658 ~ 86.55 

143.66 118.91 96.50 167053 © (110.08 Gho75 161.9). 17.66 

DARL ei [6el6a 155.85 56.58 167.33 142.00 119.16 Te091 

58.25 33.50 179.17 81.92 24667 167034 14.50 100.25 

81.08 56.33 34200 104.75 47.50 22.17 167.33 123.08 

125.33 100.58 78.25 149.00 91.75, 66.42 45.58 . 167.35 
  

Table 11. Layover time matrix. 
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BEIRUE PK 701, 703, 707, 713, 702, 706, 708, 714 

jhe 

  

  
  

  

a704 @703 2707 a713a 2702 2706 2708 a714 

167625" 12.50 120.17 70692 133.67 108.34 85.50 el 

24.50 167.75 145 42 96.17 158.92 155.59" 110675 § 66.50 | 

46 033 21.58 167.25 118.00 180.75 -155<42 152.58 88.55 

95.66 70.91 48.50 167.33 62.08 36.75 181.91 137.66 

32.91 176.16 153.83 104.58 167.33 142.00 119.16 74.91 

58.25 53.50. 179.07 129.92 24067 167.34 144.50 100.25 

81.08 56.33 34.00 152.75 L750. 22.07% 167.35 125.08 

125.33 100.58 78.25 29.00 91.675 66.42 45.58 167.35 

Table 12. Layover time matrix. 

BEIRUE PK 701, 703, 707, 713, 702, 708, 714, 718. 

2704 @708 2707 a713 4702 2708 a744 2748 

167.25 142.50 120.17 70.92 133.67 85.50 41.25 184.09 

250" 167675 145 42 96.17 158.92 110.75 66.50 4d 3h 

46.353 21.58 167625 118.00 180.75) 13258 88.23 65.17 

95.66 70.91 48.50 167.33 62,08 181.91 137.66 112.50 

52.91 176.16 153.83 104.58 167.33 119.16 7491 49.75 

8E.08 56.35 34.00 152.75 A750 167253». 123.08 . “97-92 

125.33 100.58 58.25 29.00 91.75 45.58 167.33 142.17 

950250 125675 105.42  5h.17 116.92 68.75 24.50 167.34 
  

Table 13. Layover time matrix. 
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BEIRUT PK 701,703, 707,721,702, 708, 714, 718 

356 

  

  
  

4704 2708 2707 a7a4 2702 2708 a744 4718 

167.25 142.50 120.17 22.92 133.67 85.50 41.25 184.09 

2he50 167675 15042 48.17 158.92 110.75 66.50 41.34 

46.33 21.58 167.25 70.00 180.75 132.58 88.33 63.17 

143.66 118.91 96.50 167.33 110.08 61.91 17.66 160.50 

32,91 176.16 153.85 56.58 167.33 119.16 74.91 49.75 

81.08 56.33 34.00 104.75 47.50 167.33 123.08 97.92 

425555) 100.58 +7825 149.00) 91.755) 45.58 167.355 342.17 

150.50 125.75 103.42 174.17 116.92 68.75 24.50 167.34 

Table 14 Layover time matrix. 
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ISTANBUL PK 705,709,715, 713,722, 706, 712, 716 

37. 

  

  
  

  

4705 2709 a7138 a745 A722 2706 a742 2716 

167.50 135.50 111.25 95.50 55025 153.42 105.25 81.25 

Sled 167.4L W341 127.41 65.16 Asda Sioa. - ITS.06 

55-66 23.66 167.41 151.66 89.41 41.58 161.41 137.41 

71.50 39250 185.25 167.50 105.25 Siete  Lifsed: ” 155625 

133.66 101.66 Tiss 61.66 167.41 119.58 TLL AZ kL 

181.41 149.41 125.16 109.41 47.16 167.33 119.16 95.16 

61.66 29.66 173.41 157.66 9541 47.58 6742 W341 

85.66 53.66 29.41 181.66 119.41 71.58 23.41 167.41 

Table 16. Layover time matrix. 

ISTANBUL PK 705,709, 715,721, 722,712,716, 718 

4705 4709 a745 a724 a7az A742 a7a6 748 

167.50 135.50 95.50 63425 D5aeo- “LOSSed: 81.25 61.09 

SLe4L 167.41 127.41 . 95.16 65.16, 157-16) 115,16 93.00 

71.50 39.50 167.50 135.25 105.25 177.25 153.25 133.09 

103.66 71.66 31.66 167.41 137.41 4d AL T7ohL 165.425 

133.66 101.66 61.66 29.42 167.41 TL Ad 474d 27225 

61.66 29.66 157.66 125.41 95e4L 167.41 145.42 1235.25 

85.66 53.66 181.66 149.41 119.41 23.41 167.41 147.25 

105.66 73.66 33.66 169.41 139.41 435.41 19.41 167.25 
  

Table 17 Layover time matrix,



3.5) 

dios 

dzo9 

dvas 

das 

dza2 

dzo6 

daa 

dza6 

d 70s 

dzoo 

dza1s 

das 

daa 

daa 

dra6 

d7as 

contd. 

ISTANBUL PK 705,709,715, 721,722,706, 712,716. 

  

  

  

  

2705 A709 azis Aza a7a2 A706 a7 dz16 

167.50 135.50 95.50 63.25 33025 153.42 105.25 81.25 

31.41 167.41 127.42 95-16 65.16 17.33 137<16 115.16 

71.50 BI-50E 167250 155.25 105.25 5742 177225 153.25 

103.66 71.66 31.66 167.41 137.42 89.58 41.42 17.42 

133.66 101.66 61.66 29.41 167.41 119538 Tedd 47 AL 

181.91 149.91 109.91 77-66 47.66 167.83 119.66 95.66 

61.66 29.66 157.66 125.41 95 AL 4.758 167.41 1435.41 

85.66 53.66 181.66 149.41 119.41 71.58 23.41 167.41 

Table 18. Layover time matrix. 

ISTANBUL PK 705,709,715, 713,722, 712,716, 718. 

4705 2709 4713 a715 a7a2 dzaa dri6 dis 

167650" 155.50. 111.25 95.50 ~ 33.25 | 105.25 81.25 61.09 

Fiske eye 15410 Le7ekl Bb .16" 1157406) 13.16 93.00 

55.66 23.66 167.41 151.66 89.41 161.41 137.41 117.25 

71.50 39.50 183.25 167.50 105.25 177225 153.25 133.25 

133.66 101.66 77.41 61.66 167.42 Thehl  Lfehl 127825 

61.66 29.66 173.41 157.66 95.41 167.41 143.41 123.25 

85.66 53.66 29.41 181.66 119.41 23.41 167.41 147.25 

105.66 73.66 49.41 33.66 139.4. 4341 19.41 167.25 

Table 19 Layover time matrix.



3.5) cont: de 

ISTANBUL PK 705,709,715, 722,712, 716 

dzos 

dios 

d74s 

dz2a 

d7a2 

dra6 

396 

  

  

  

  
  

@705 2709 a745 2722 a712 a7416 

Tt 
| 

167650). 155.50 195350 55625. 105.25, Sl .25 | 

Bley 16742 127.41 65.16 137.16 113.16 

71.50 59650 167.50. 105.50 177.25 © 1535.25 

133.66 101.66 61.66 167.41 Tid AT e4L 

61.66 29.66 157.66 95-41 167.41 145.41 

85.66 53.66 181.66 119.41 23.41 167.41 

Table 20. Layover time matrix. 

CATRO PK 711,719, 704, 710. 

ara a719 2704 d710 

d712| 167.16 119.16 33.16 153.16 

dzas| 47.16 167.16 81.16 33.17 

d704| 133.35 85.33 167.33 119.33 

d720} 13.34 133.33 4733 167.33 

Table 21. Layover time matrix.



40. 

contd. 3.5) 
 
 

 
 

  
  

 
 

*uopuclt 
Jog 

xpazem 
eurE 

"ZZ 
eTded 

OL°T9L 
SE°69T 

E
r
l
e
T
 

<erleT 
9G°cz 

Z9°th 
ce*6r 

£9"s9 
G2°26 

95°26 
LU°VIT 

th°6ET 
a
o
n
 

OL*T9T 
€€°69T 

SerleT 
SEtleT 

gG°Gz 
ZO“ 

coor 
£9°S9 

G2°26 
95°16 

L
E
X
I
 

Sh 
6ET 

s
e
 

G6°LST 
QS°S9T 

BG°SeT 
BG*¢et 

¢e*tz 
26°LE 

8S" St 
g0*z9 

0s*9g 
£9°c6 

CHOTL 
. 

LOLGEE 
|
p
 

OL*ZET 
E€E*GHT 

EE*COT 
EE"SOT 

QSrE9T 
LO*GET 

¢E°Gz 
cert 

S2°89 
gore 

LT°06 
= 
a*StT 

| °*4D 

S6"EST 
QG°THT 

BG°EGT 
QS*6ST 

EBrSOT 
Z6°TRT 

QG°Te 
gorse 

0G'n9 
Seto 

zutog 
Lorttt 

|
p
 

OL*ETL 
€E°T2T 

CE*EET 
EE*ECT 

BS°GHT 
LOTTOT 

SEr69T 
SQrlTt 

Sortrr 
8G°6r 

Li99 
StSie 

[ere 

S6°60T 
BS°LTT 

BG°GET 
QG°GET 

e
T
 

Z6°LST 
9G°S9T 

go'HT 
0G°Or 

CerGh 
 zhtzo 

Lotig 
|otp 

oL°68 
«= 

£E°16 
£E°GT TE 

SCClGUL 
fT 

OGtieT 
I 9°LEL 

| 
sceeGHT 

cet ToT 
 1.Gc*g 

85° Sz 
LU a

i
.
 

ghia 
| 
S0D 

OL*S9 
 gE"EL 

= 
EE*TE 

«SE*TE 
© 

G
7
6
 

= 
LOTETT 

«= 
ES*TeT 

«SBTLET 
«= 
SetHOT 

§«aG*69T 
«LT*GT 

ozhtch 
=| 

80D 

S6*T9 
95°69 

ecclg 
= 

gcrle 
€e°cé 

Z6°60T 
+ 

BS°ZTT 
gO'HET 

OS*O9T 
FerGoT 

zh*zeT 
L9O*EE 

|
 
voeD 

OL°T? 
 ¢°6H 

certo. 
serlo 

9g°e) 
29°68 

co°l6 
C
e
c
T
E
 

Gz°orr 
eS°GhT 

LT*zoT 
sheet 

|
 
8
4
D
 

OL*2T 
gE"Ge 

= 
SEteH 

Seth 
6 

gGtGh 
© 

g*G9 
Catch 

«= 
Sgt6g 

= 
GetgTt 

«gsttet 
«Ltest 

aucot 
|°“ 

Tele 
6TLg 

C
t
e
 

Wetee 
Stle 

e
t
e
 

t
r
e
 

6
0
g
 

LoLe 
sole 

8
0
g
 

Tole 

S
G
H
O
I
T
H
 

TIV 
N
O
C
N
O
T
 
 



3.6) Selection of Bases. 

MON 

TUE 

SUN 

The two city method is applied for the selection 

of the bases in case the return flight time between two 

cities is less than or equal to eight hours. The following 

sectors come in this category 

1) Karachi/Dacca 

2) Dacea/Lahore 

3) Persian Gulf 

4) Bangkok 

Sector 

" 

The computer programs III and IV are applied for the 

calculation of layover time matrices for each sector. 

Dacca/Lahore Sector. 

Layover Time Matrix at Lahore 

dae 

d7za6 

dre 

dzae 

  

  

  

  

  

MON TUE WED FRI SUN 

2725 a725 2725 2725 a725 

1.08 145.08 121.08 73.08 25.08 

25.08 1.08 145.08 97.08 49.08 

49.08 25.08 1.08 121.08 75.08 

97.08 73-08 49.08 1.08 121.08 

145.08 121.038 97.08 49.08 1.08             
  

Table 26-4 Crew based at Dacca



3.6) contd. 

MON &726 

TUE a7zae 

WED a7a6 

FRI azae 

SUN azae 

Layover time matrix at Dacca 

42. 

  

  

  

  

  

MON TUE WED FRI SUN 
dias dzas dzas dias dzas 

2.25 146.25 | 122,25 Th025 26.25 

26.25 2.25 146.25 98.25 50.25 

50.25 26.25 2.25 | 122.25 M025 

98.25 Te 25 50.25 2.25 | 122.25 

146.25 122.25 98.25 50.25 2.25               

Table 26-B Crew based at Lahore. 

Composite Layover Time Matrix of Dacca/Lahore Sector 

  

  

  

  

  

MON TUR WED FRI SUN 
PK 725 PK 725 PK 725 PK 725 PK 725 

MON PK 726] D D D D D 
1.08 145 08 121.08 73.08 25.08 

D D D D D 
TUE PK 726] 25.08 1.08 145.08 97.08 49.08 

D D D D 
WED PK 726) 49.08 25.08 1.08 121.08 73.08 

D D D D 
FRI PK 726] 97.08 73.08 49.08 1.08 121.08 

D D D D 
SUN PK 726] 15.08 121.08 97.08 4.9.08 1.08             

Table 26. Composite layover time matrix. 

 



AD 

3.6) contd. 

Dacca/Bangkok Sector 

  
  

  
  

          
    

  

  

Layover time Matrix at Bi: ‘ok Layover time Matrix at Dacca 

THU sat 
&706—A azia-A dr06A driaA 

ey 1.25 96.25 aratd | 161.25 42.25 
d711A 

aC 49.625 1.25 arack | 114.25 161.25 
d7a9A 

Table 27-A Table 27-B 

Crew Based at Dacca Crew Basd at Bangkok 

Composite Time Matrix 

THU SAT 

PK 706-A PK. 712-A 

D B 
THU PK 711-A Lee5 42.25 

D D 

SAT PK 719-A 4.9625 1.25       
  

Table 27 - Composite Time Matrix



  

  

        

  

  

        

  

  

3.6) contd. 
KARACHI/PERSIAN GULF SECTOR 

Layover time matrix at Layover time matrix 
Karachi at Jaddah 

WED dyas SUN dias WED azas SUN ays 

Wed | 159.50 63.50 en 0.83 72.85 a744 draa 

pu 87.50 159.50 SUN (196283 0.83 ara dzaa 

Table 286-A Crew based at Table 28-B Crew based at 
Jaddah Karachi 

Composite Matrix 

WED - PK 745 SUN - PK 745 

K J 
WED PK 74. 0.85 63.50 

SUN PK 744 Jd K 
87.50 0.83         

Table 28 Compositve layove r time matrix,
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CHAPTER IV. 

LINEAR PROGRAMMING «



Introduction, 

Linear programming is one of the most important 

optimization techniques developed in the field of oper 

ational research. From a theoretical point of view, as 

well as a practical point of view, it is the most 

thoroughly explored field of optimization. Much has 

been written on operational research and especially in 

the field of linear programming. Only the outlines 

of linear programming will be explained. 

In order to appreciate the full potentialities 

of linear programming it may be as well to look briefly 

at operational research. Operational research was actually 

born during the Second World War when civilian scientists 

were called in by Military Generals to assist in solving 

their tactical problems, 

The first particular problem in linear programming 

was formulated in 1941 - transportation problem by Hitchcock‘ *®) , 

In 1947, the general problem of linear programming was fomulated 

in precise mathematical terms by Professor George B.Dantzig 

in collaboration with Marshall K.Wood in the U.S.Department 

of the Airforce, who then constituted a group called Project 

SCOOP (Scientific Computation of Optimal Programmes), In this 

department the application of linear programming was of a 

military nature. The systematic procedure, the simplex meth oa‘ ®) 

was presented during a historic conference in 1941 on linear 

programming organized by the Cowles Commission for research 

into economics. 

The term linear programming was suggested by Koopman 

to Professor Dantzig as an alternative to the earliest form 

"programming in a linear structure"
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After 1948, paralleling the activity of the Cowles 

Commission, an increasing number of mathematicians, 

statisticians and economists had contributed individually 

or in groups to the development of linear programming, such 

as Dantzig, Ford and Fulkerson, Kuhn, Tucker, Charness and 

Cooper etc., In 1958, Gomory a8) presented an algorithm for 

integer solution to linear programming. Then another mathe- 

C46) presented an algorithm for solving mixed matician, Harris 

integer programmes, One of the important improvements was 

made in integer solution to linear programming by Healey‘*?) 

and Balas‘*) , who developed an algorithm for solving linear 

programming problems where the variables are restricted to 

zero and one value. Although a number of modifications and 

extensions of the simplex method have been developed, since 

then the original technique remains the most general approach 

to the solution of linear programming problen. Furthermore 

the range of application has been greatly extended by many recent 

developments in the field of computing equipment, especially with 

the development of high-speed electronic computers. 

Definition. 

The planning of activities such as allocation of men, 

material or machine is called programming. Programming problems 

occur in a situation where the available resources may be limited 

or incapable of being utilized completely. The object of this 

is to determine the most efficient method of allocating these 

resources to activities so that a measure of performance is 

optimized. Whenever this measure is a linear function of the 

controlable variables and the restriction on availability of
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resources are expressible as a system of linear equations 

or inequalities. Such type of problem is known as lincar 

programming problem. 

Mathematical Formulation. 

The general linear programming problem can be 

expressed as follows:—- 

Find the values of X1,X2 se++ X, which maximize 

or minimize the linear form 

Z = Ca X4 + Ca Xe + ecoe + CL = (4.1) 

subject to the conditions 

aa1%4 + A1a%2 + oe + OX, (< = 2) ba 

agaXa + Aga%a + eee + 2X (<= >) bg (4.2) 

& X4 +4 Xo t oor ta xX <=>)b 
ma * ma? y mn ( ) 

and 

Ae he Gab eee (403) 

where 8; 5949 oF are constants and oer the cost 

associated with each variable and z is known as objective 

function. 

The set of equations (4.2) can be converted in 

equations (if they are inequalities) by the addition of 

further variables with their proper sign - called slack 

variables. 

Applications of Linear Programming. 

After the Second World War two important de-
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velopments have been made for the improvement and advance- 

ment in management planning and control. One was the de 

velopment of digital computers and the other was the appli- 

cation of higher mathematics, statistics and economics to 

the problem of industrial managenent. The former made possible 

rapid and economical manipulation of massive data and later 

provided the necessary theoretical framework for the organization 

and alaysis of these data, The result is that the complicated 

problems can be solved and made a part of the decisions on 

which the success of business depends. 

Linear progranming has wide applications in solving 

such diverse problems as determining the optimum utilization, 

and establishing its importance almost in every field as an aid 

to decision making in business, industry, Government etc., The 

distribution of facility or machine, diet problems, scheduling 

distribution, distribution of commodities are but a few examples 

of the type of problems which can be solved by linear programming. 

Briefly linear programming is a method of determining an optimum 

programme of interdependent activities in view of available 

resources. 

Linear Programming technique is applied to solve 

the problem of crews scheduling where the variables are restricted 

to 0-1 values, This technique can be divided into three main 

groups 

1) Assignment technique 

2) Transportation technique 

3) Integer programming technique (0-1) 

Simplex method cannot be used because it may give
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the value of variables in real number. However, sometime 

this method may give the values in integers 

4.5.1) General Statement of the Problem. 

The problem of crew scheduling of a commerical 

airline can be stated as follows:- 

Xa. + X, + eeee =l Ad 42 cocoon + KY 

Xai + Xeoq + eevee + on mata 

  

H Ri aie eS Sacet x 
ma. ma poe mn 

where each variable is associated with time (tj) away from 

their home base and 5 is the layover time of the crews 

arriving on i*° flight and departing on j*" flight. Such a 

layover time is not less than eight hours in any case according 

to the flying rules. 

Here the objective function is to minimise the 

total layover time at a certain place other than the home 

base - given by the equation 

z= taaXaa + tigXag + ecoee + tien 

is minimum, subject to the condition that ij 20 for all 

iand j. More specifically X44 is equal to one or zero,



CHAPTER _V. 
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Introduction. 

The transportation problem is a special case 

of linear programming problems in which the objective is to 

"transport" a single commodity from various "origins" to 

different "destinations" at a minimum total cost. It was 

first studied by Hitchcock’*®) in 1941, then separately by 

T.C.Koopmans‘#®) and finally placed in the framework of linear 

programming by Professor Dantzig‘ 8) in 1951. Since then, 

various people have worked in this field, with the result 

that a lot of improvement has been made. It is now accepted 

as one of the most important analytical and planning tools 

in business and industry. 

There are two approaches to this problen: the 

general and specific. In the former the transportation is 

considered as a special case of linear programming problem - 

the simplex method. In the later approach some independent 

methods have been developed by various authors, whih are 

much simpler and efficient for solving the transportation 

problem. 

Statement of the Transportation Problan. 

In the classical Hitchcock transportation problem, 

a homogeneous commodity is available at m origins and needed at 

n destinations. The cost of transporting a single commodity 

from the ee origin to the 2 destination is © 5° The quantity 

ay is available at the ue origin and Be is required at the 

a4 destination is fixed and assumed that 

m 

RS 
4: 

iz 

iD 
J 

n 

j=
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that is the total supply is equal to the total demand. 

In case of crew scheduling, the origins 

represent the crews and destinations represent the de- 

partures of the crews. For safety reasons the airline 

company have to replace the crews in the longer flights 

somewhere between the terminal cities. During this layover 

time the company is responsible for their meals and accommo— 

dation until their next assignment. Therefore, this layover 

¢ime is associated with the cost on the crews, and nee 

represents the arrival of the crews on oe flight and de- 

parture on the j*" flight. 

Here the objective function is to minimize 

this layover time of the crews at a place other than the 

home base, 

Z = tas X41 + tin Xin + oooe + tant tasked + sees 

m n e + an 

= ). y t35 X55 = minimum (5.21) 

isa jes 

subject to the conditions 

m 

ye Hyp = by da Levem (5422) 

i=4 

n 

- %i5 = ay Sl seen (5-23) 

J=a 

and 

%ij 20 for all i,j (542k) 

where 5 represents the arrival of the crew on the 

h 
ane flight and departure on the * flight after due test.
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Also a,, bas m, n are all positive integers and tj is 

a real number, 

A set of quantities ag satisfying the last 

three constraints will be called a feasible solution and 

will be optimal if also satisfying (541). The nature 

of the problem is such that there exists at least one optimal 

solution. 

5.3) Structure of the Transportation Problem. 

The important feature of the transportation 

problem is that it can be shown in the rectangular arrays, 

which show the value of x5 and ae in row i and column j. 

The total of each row and column is presented by as and oe 

respectively. 

The following table shows the structure of the 

transportation problem, 

  

  

  

  

  

  

  

  

  

  

f 
Destinations Departures Crews available 

total 

Da Da secceeee DL 

tas tas i 

Ax aa 

Kaa X42 et 

tas! taa 1 
Arrival | Ag sevcccee ag 

$ Xoo Xan 
si | . : 
Silas : : 
al a : : 
a] se : : 
sive : : 

t, t t 
q na na mn ‘a 

nl m 

*na * na *nn 

Crews re-4 
quired ba ba 
total                
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The square (i,j) contains t35 in its upper left hand corner 

and a5 in its lower right hand corner. Down along the 

right and across the bottom squares there are some other 

values a; and a showing the total of each row and column 

respectively. 

Now the problem is to place m+n-1 variables 

into these cells. If any box has no number then it means 

that this cell has zero values. All such types of cells 

are known as non-basic cells and occupied cells are known 

as basic cells, During the procedure if the occupied cells 

are not equal to m+tn-1, then zero valued basic variables are 

indicated by a zero entry in order to distinguish from non- 

basic variables. During the algorithm, the rows total and 

columns total must be maitaned in order to satisfy the equations 

n 

Row equations a x57 a; oa less seul (5.21) 

J=4 

m 

Column equations a = = bs J = Less 2 (5.32) 

daa 

and Yas Yo: Vay 6 
i j 

Degenerate Case. 

The degeneracy occurs in the transportation problem 

if a partial sum of as is equal to a partial sum of Dy then 

at least one of the basic variables is equal to zero. This 

degeneracy can be avoided by the addition of a very small 

quantity ¢€ to any row subject to the following rules:-
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BE ye ce < %s5 for all *i57 0 

2) «0 = € 

3) iy te = iy 4 >0 

5.5) General Technique of Solution. 

As stated earlier that the transportation model 

is a special case of general linear programming model. The 

basic problem can be formulated and solved by the simplex 

technique, but some other independent methods have been de- 

veloped in this field which are much simpler and faster in 

computation. Some of the important methods are 

1) North-Western Corner rule‘ ®) 

2) Vogel's approximation me thod‘?) 

3) Stepping-Stone method‘ 4) 

4) Modified-distribution method (opr) ‘© 

5) Least cost methoa‘ 7 

6) Ford-Fulkerson method‘**) ete. ; 

Now the initial basic feasible solution for a 

given transport problem can be obtained by any one of the 

methods described above. The least cost method is advisable 

to find a good starting feasible solution and number of 

iterations for obtaining the optimal solution is less than 

compared to other methods. 

The outline of this method is that allocation 

is made to that cell whose cost per unit is lowest. This 

lowest cost is loaded as much as possible in view of the origin 

capacity of its row and the destination requirements of its 

column, Then move to next lowest cell and make an allocation
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as large as consistent with row and column total. 

Continue this process until m+n-1 entries are 

made subject to the satisfaction of rows and colums total. 

Determining the fictitious costs. 

The first feasible solution can be set up by any 

one of the methods described above. Now the problen is how 

to find out whether a basic feasible solution is optimal and 

if it is not, how to improve the feasible solution. 

The fictitious costs are calculated to test the 

feasible solution. It is convenient to denote the a row 

equations and cia column equations by a, and 5 respectively. 

Since one equation is redundant, any row or column having a 

greater number of basic variables sets its corresponding cost 

at zero. The remaining uz and My are calculated by the relation 

@.. =u, + V. if x,. is a basic. 
ig 1 J 1d 

Then every unit cost oa is compared with the 

sum of the fictitious costs of its row and column. If their 

differences are all non-negative i.e. 

She aay 

for every cell, then the solution is optimal and the problem 

is finished. 

If some values of %., are negative, then a non- 

basic variable is replaced by one of m+n-1 basic variables, 

which is dropped from the basic set and becomes another non- 

basic variable. 

The new basic variable is selected by this 

relation
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Min 
Cee Ue ae Oh [eons - > 7) <0 | 

The symbol @ is entered in cell (s,t) to 

indicate that a value @ will be given to non-basic variable 

X54 and some entries are adjusted by additions and sub- 

tractions of @ in order to balance the rows and columns 

total and leave others unchanged. The smallest entry with 

minus @ will determine the value of @ so that the number of 

basic variables remain the same i.e., m+n-1. The new 

improved feasible solution so obtained is checked ani 

the same process is repeated if it is not optimal. 

Computer Program. 

A computer program is developed from the 

procedure‘ *5) to speed up the calculations and attached 

in the Appendix (Program No.5). This program is run 

successfully on ICL 1900 and it took only 30 seconds to 

solve the problea of table 25 (20x20 matrix). 

In order to show the method for the pre- 

paration of data cards, Table 7 is considered. In this 

example all the rows and columns totals are equal to unity. 

(Gity x) 

800000 

6 

6 

167225 142.50 120.17 133.67 85.50 41.25 

24.50 167.75 145 042 158.92 110.75 66.50 

46.33 21.58 167.25 180.75 132.58 88.33 

32.91 176.16 153.83 167.33 119.16 TWee9L 

81.08 56.33 34-200 47250 167.33 123.08 

4125.55 100.58 78.25 91.75 43.58 167.33 
it a AL 1 rT 1 
fL a, a 1 i aa 

Table 29. Data cards for City X.
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Introduction, 

The assignment model deals with a special 

case of linear programming problems in which the objective 

is to assign a number of origins to the same number of des- 

tinations at the minimum total cost. The assignment is 

to be made on a one-to-one basis. That is, each origin can 

associate with one and only one destination. This fact shows 

two characteristics in a linear programming problem which give 

rise to an assignment problem. First, the number of columns 

is equal to the number of rows in a matrix - nxn matrix. 

Secondly, the optimal solution for the problem is such that 

there can be one and only one assignment in a given row or 

column of the matrix. 

All the elements of the matrix are assumed to 

be known and independent of each other. Now the problem 

is to choose the elements of the matrix in such a way as to 

optimize the objective function. In other words, the assign- 

ment problem is a problem of proper matching between the origins 

and the destinations. A value 1 is assigned to those cells 

for which a match has been made; a value zero is assigned to 

the remaining cells. This means that there are only two values 

‘one and zero' which are to be assigned. 

The Assignment Problem - As a Special Case of Transportation 
Problem. 

As mentioned above, the assignment problem is 

a special case of the general linear programming problem. 

Asa matter of fact the assignment problem is a special case 

of the transportation problem, which in turn is itself a 

special case of the general linear programming problem.
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In the transportation problem, degeneracy 

occurs whenever one or more basic variables are zero. The 

transportation problem is equivalent to the assignment 

problem, in case, exactly n basic variables must receive 

unit value and the remaining n-l basic variable should 

all be zero. Therefore, the assignment problem can be 

considered a complete degenerate form of the transportation 

problem. 

Definition. 

In the assignment problem, there is a group of 

men and a number of jobs, each man is assigned to only one 

job and each job requires only one man, The arrangement 

should be done in such a way that given measure of effectiveness 

can be optimized, 

In the problem of crew scheduling, each crew 

can be assigned to any flights f1 eee. f, and each flight 

requires any one of the crews C4 secs en the permutation 

may be done in such a way that the layover time , 

n n 

y - a 

is, j= 

is minimum, Evidently there are n ways in which to choose 

f1, (n-1) ways remaining to choose fz .... f, or 

nt = n(n-1) ... 3.2.1 different possible arrangements. 

It is possible for small n to enumerate all 

possible arrangements and select the arrangements having 

minimum value. As the size of the matrix increases, the 

number of possible arrangements also increases.
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Gs. 6] == 720,°°) 108, =.35628,800 

which is manually impossible to enumerate all arrange- 

ments even on present day electronic computers, it is 

not practicable to enumerate all the permutations. Hence 

the problem arises to find an efficient algorithm for ob- 

taining an optimal assignment in minimum time. 

Mathematical Model. 

The mathematical statement of the assignment 

problem is to choose a set of n independent elements 

from a square matrix of order n subject to the condition 

that no two elements lie in the same line and the sum of 

these elements is minimum, 

Mathenatically it can be stated as follows. 

Given n? matrix T = || ts; | as time mtrix with 

342 0 i,j = 1,2 eo. n 

It is to find an n® matrix x = || Xj || as assignment 

or permutation non-negative matrix and the value of 

each element is zero or 1, such that 

=x ‘ea i = 4 did bets (6.41) 

n n 

»: 455 » 255 = Dpforcaliy 4.3 (6.4,2) 

3 7 and n 2 2 gaa ist 

and the object function 

ee 

gue » +5 x; ; 18 minimum (6.43) 

ad=a §9=4 

The equations (6.41) and (6.42) are the basic conditions 

which jointly specify that
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é Ef : crew is assigned to the ae flight 
(a) 55 

0 otherwise (6.42) 

(b) In the permutation or the assignment matrix, each 

row and column will have only one element unity and 

all other elements are zero. 

If the condition (6.41) is relaxed as 

x,. 2 0 then it will become the transportation 
td 

problem 

6.5) Solution to the Assignment Problem. 

Several methods have been suggested by various 

authors, some of the important methods are presented by 

Flood‘ + » Ford and Fulkerson (4a) » James Munkers‘ +9) > 

Kuhn‘?+) etc., 

=- Kuhn was the first person who developed a 

computational algorithm for solving the assignment problem 

based on the Konig theorem as stated by Ergervary. 

Konig theorem: "If the elements of a matrix 

are partly zero and partly numbers different from 

zero, then the minimum number of lines that contain 

all the non-zero elements of the matrix is equal 

to the maximum number of non-zero elements that can 

be chosen with no two on the same line." 

In this theoren a line means a row or a column 

of a matrix. This theorem, together with the following two 

theorems is the basis for Kuhn's algorithm for solving the 

assignment problem. 

The first theorem proves that the solution is
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unchanged if we add or subtract a constant to any one 

row or column of ae matrix. It can be stated more pre- 

cisely as follows: 

Theoren I. 

te = 4. 
aij ag 

n n 

minimizes Ze » ey tee for all x,. 
led iL 

d=a  j=a 

2 such that 5 0 

and n n 

es *h5 oe “i - 
=a Jat 

then fe = 45 

also minimizes 

n n 
' 

Zt= x Monee 
) Ley 

t 

where t,, = t..-u. -v. fore esau a cee on. 
a 1 J 

Theorem II. 

if all. t2 30 
1d 

n n 

then Bey t,  Empie P O) 
eas 

ded 
= 

If some ay = 0 and find a set of x's that are all zero 

except perhaps where ory = 0, then it is optimal, for 

the corresponding
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et 

PS ayy 
isa j=a 

n n 

ts a Z y be oa (+. us 7) 

ag jas 

n n n n 

: y » “45 “i . Ds “h S "i 

Lee. jad i=. J=4 

n n 

> Vs 
a d a 

da isa 

n n 

1 Ss
 1 

ro 
we

 1 

ig
 

a 

M.Flood has outlined this method in such a 

way that it gives a rapid result as compared to all other 

available methods for hand computation. The algorithm is as 

follows:- 

Step (i) Calculate the 3 min a,, and 3 min a,.. The 
Sores f 45, tad 

transformation should be started according to 

the greater value of sum of row minima or column 

minima, Subtract the smallest element of the line 

from each line of A, obtaining a reduced matrix A 

with non-negative elements and at least one null 

element in each line, Here line means row or column,
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Step (ii) Find the minimal set Si of lines, ng in number, 

which contain all null elements of Ay. If 

ni =n, then there is a set of n independent zero 

elements and the elements of A in these n positions 

constitute the required solution, 

Step (iii) If na <n, let ha denote the smallest element 

of Ay which is not in any line of S,. Then 

ha > 0. For each line in Si, add hi to every 

element of that line i.e. intersection element 

of row and column, then subtract hi from every 

element of Ai, not in Si. Call this new reduced 

matrix Ag. 

Step (iv) Repeat steps (ii) and (iii), using Ag in place of 

Aa, until at stage 'k! n= ne The process will 

terminate after a finite number of steps. The sum 

of elements of the new matrix is decreased by 

n(n - ny )h, oe. (6.45) 

By applying this technique it is quite possible 

to obtain more than one optimal solution, but numerically all 

have the same value. 

Numerical Example :- 

This technique is applied to the layover time 

matrix Table 7 of City X. Now the problem is to find pairing 

of flights, so that the time away from the home base may be 

minimized. Flood's technique gave the following optimal solution,
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IN our LAYOVER TIME 

as da 85.50 

aa da 24-050 

aq dg 21.58 

as da Ve 91 

as ds 47.50 

ae ds 78.25 

TOTAL TIME = 332.2) HRS,       

Table 30. Crew's Schedule at City X. 

6.7) Computer Program. 

The computer program No.7 is developed in Fortran 

ami attached in the Appendix. This program is quite useful 

for large matrices and time saving. The program is run success— 

fully on ICL 1900 and took only 1; seconds to find the optimal 

solution from 20 x 20 matrix and in case of the smaller matrix 

it took only a few seconds, The data cards are prepared as 

  

follows:- 

(city x) 
6 

167.25 142.50 120.17 133.67 85.50 41.625 

24.650 167.75 145 42 158.92 110.75, 66.50 
4.6.33 21.58 167.25 180.75 132.58 88.33 

52.91 176.16 153.83 167.33 119.16 L091 

81.08 56.353 34.00 47.50 167.33 123.08 

125.33 100.58 (8.25 91.75 43.58 AG (659 

Table - 31. Data cards for City X. 

The computer will give the result in the column
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vector form (5,1,2,6,4,3). The sum of these elements is 

332.24 hours which is the same as in the above example. 

There may be more than one optimal solution having the same 

numerical value. 

67.



CHAPTER VIL 

INTEGER PROGRAMMING.
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Introduction. 

In this Chapter integer programming is applied 

to the scheduling of aircraft crews of a commercial airline 

to minimize the layover time of the crews at slip stations 

other than the home base. In this case the values of the 

variable are restricted to 0 aid one only. If the crew is 

assigned to any flight, then the value is one and zero if the 

crew is not assigned to any flight. In mathematical notation 

it can be written as 

dy 3k aes crew is assigned to ae flight 

“i = { 0 otherwise 

Several methods are available for solving the 

linear programming problem where the variables are restricted 

to integers. First of all R.E Gomory‘ oeiaa) presented a systematic 

procedure for solving such a problem. Further improvement was 

made in this field by the following men by presenting a procedure 

when the variables are restricted to zero and one value only. 

In 1964, Healey‘*?) presented a method. Its 

mephasis is on problems in which the sum of non-negative integer 

valued variables must add up to one. In fact the integer con- 

strained variables should belong to disjoint sets [x], [5 [21 ete. 

such that aK =i, ay, = 1 etc., hence the name Multiple Choice 

Programming. 

He does not give any proof of convergences. Thus 

the theoretical status of the method is unclear. First, the 

problem is to be solved by simplex method, if the solution is 

in integer form (0-1), then the process is terminated. Otherwise 

some modifications have to be made,
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In 1965, Balas‘ *) proposed an algorithm of 

solving the linear programming problem with 0-1 variables. 

It consisted of a systematic procedure of successively assigning 

to certain variatles the value 1. After few iterations one 

gets either an optimal solution or the evidence that no feasible 

solution exists. This algorithm requires the additions and 

subtraction only. Hence the name "Additive Algorithm". 

In 1967, Geof fri ont +?) presented a paper in which 

he described the simplified version of Balas additive algorithm. 

This method will be applied to solve the crews scheduling. 

Geoffrion Method. 

Minimise c, subject to b + A, 20 GFee51) 

and ae 0 or 1 where c is an n-vector, b and O are m-vectors, 

Ais anm x nmatrix and x is a binary n-vector to be chosen, 

A solution that satisfies the constraints A + b, 2 0 will be 

called a feasible solution and a solution that minimizes oF 

over all feasible solutions will be called an optimal feasible 

solution. 

Before explaining the procedure for solution, it 

is necessary to explain a few preliminary definitions. A 

partial solution S is defined as an assignment of binary values 

to a sub-set of n variables, A variable which is not assigned 

a value by § is called free variable. Also the symbol j denotes 

x, = 1 and symbol -j denotes 23 = 0. For example if n = 5 and 

S= [32-1] 

then it means that xs = 1, x2 =1, x1 = O and x4 and xs are free. 

The order of elements of S are written according to the order 

in which the elements are generated. A completion of a partial
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solution S is defined as a solution that is determined by 

S together with a binary value of the free variables. The 

four possible completions of S are given by 

(OT Tee 10; 0), 

(Ome ike ose 0) 

(Oi 2 tebe Os sae) 

(Oars =O ay 

The number of different completions are deter— 

mined by 2"-°, In the above example 2°-° = 4 solutions. 

When there are no free variables, then there is only one 

completion of S. 

During the algorithm, a sequence of partial 

solutions are generated and considered all completions. Some 

feasible solutions are obtained and the best feasible com- 

pletion of § is stored as an incumbant. If a better feasible 

solution is obtained as compared to previously stored solution, 

then the new feasible solution is stored by replacing the 

previous one. The other possibility is that S has no feasible 

comple tion better than the incumbant. In either case, S$ is 

fathomed. 

The problem is started with S° = ¢ where ¢ in- 

dicates the empty set. If S° is fathomed, the problem is 

finished - either there is no feasible solution or the best 

feasible solution can be found. The infinity is taken as the 

value of Z, unless some better upper bound is found. 

Geoffrion has simplified Balas algorithm and it 

is represented in the following flow diagram
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Z > Best known upper 
bound for Z 

  

    

      

S>¢ 

a la 
’ 8 

Vso? Ta If cx = Z, then t 

Z2Z2~>CX and K>S 

no ecw cans 

ib 

Put T° = {j free: Cx'+0, <Z 

and 7 > 0 for some i such 

    
    

                
  

    

8 that y; < 0} 

le 

Yo 4 3 maxfo,a, .} <0 
i A ad Yes 

ji 

Some i such that ¥; < 0 
no 

2 : 5 
Augment § by j ¢€ whieh Locate the rightmost element 

oe © of S which is not underlined. 
maximises 

= A If none exists, terminate. 

ig min {Y) a3 3905 Otherwise, replace the element 

isa by its underlined complement 

eee Pa and drop all elements to 

the right 

Diagram — 6. A simplified version of 

Balas additive algorithm. 

7.3) Example. 

The above technique is applied to the layover time 

matrix for Cairo(Table 21 ) for allocating the crews to flights, 

so that the layover time of the crews is minimised, 
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Minimise 

167.16x1 + 119.16x2 + 33.17xs + 

81.16x7 + 335.17x3 + 133.33%0 + 

72. 

153.16x4 + 47.16x5 + 167.16x6 

85 .33X10+ 167.33x4a+ 119.33x12 

+ 13.3hx1a+ 153.33x%aa+ 47-33x15s+ 167.3316 

subject to the conditions 

—1+xX4+Ka+Xa+xX, a0) 

<1 +X5+XetX7+Xe SO) (7.5ab) 

-1 +Xo+X40+¥aatK19 =0 

a1 +Xast+K44+Xis5+Xi6 =: 

and 

2B 0 ort. L 

Applying the above procedure, put 

Z=o 

eo ¢ (empty set) 

la y = (-1,-1,-1,-1) 2 0 

1b £ 

le De deere 

i=s=2:s -L+h 

$a 35 oT tu 

i= 303 Sa), 

2 Die /=5 

ne 6 2-3 

As all x5 have the same value, any 

[xa,malp secon aes | 

wv ° 
wv ° 

wv ° 
wv ° 

one can be selected for 

the next iteration. xis is selected because it has minimum 

layover time. 

Hence s* = [131 

Substituting the value of x1g = 1 in a set of equations
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(7.3.1) it will become 

  

wl + X4+x2+xa+X4 =0 

= +Xst+Xe+X7+Xe =0 

-1 +X9+X10+X1it+K12 =0 

0 +X44+Xist+Xie = 0 

Therefore 

la y = (-1,-1,-1,0) $ 0 

1b =) (5125 cscee X29) 

le i=l ¢: +h 20 

i=2 ¢: -l+4 320 

Pree 5_ Seas a es 0 

2 J et Sas2 

jsut : -2 

Again any Sy can be selected. However, xs is selected 

due to minimum layover time. 

Hence 

07a. 115551 

Substituting the value of x15 and xs = 1 in the set of equations 

(7.3.1) it will take the form of 

XatxatX 2.0 

-1 +X5+Xet+X7+Xe =0 

ea +X9+X40tXa1+x12 =0 

+Xia+X15t+Xie = 0 

tay = (0,-1,-1,0) $0 
1b T= (xs ,X6 ,X7,Xs ,Xo ,X10,X14,X12) 

le Tee eek (20 

= s -lL+4 20
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2 J = 55 esooe 1L2=-1 

Hence 

s°= [13,3,5] 

Substituting the values of x1s,xs,xs = 1 in a set 

of equations (7.3.1) gives 

X14+X84+%4 =0 

+Xe+X7+Xs =0 

-1 +X9+X20+X2atXaa =0 

+X4at+XastXie = 0 

la y = (0,0,-1,0)$0 

1b ec [xe,x10,xa1)x22] 

Le is. 3 5 -l+, 2 0 

2 J = 9 eee 12=0 

Hence 

s* = [23,3,5,101 

¥ =. -(050,0,0) Seo 

“. S* is fathomed 

crx = 2" = 13.34 + 35.17 + 33.17 + 85.33 = 165.00 < Z 

% =  (0,0,1,0,1,0,0,0,0,0,1,0,0,1,0,0,0) 

a S° = (13,3,5,- 10) 

" H Substituting the values of xis = 1, xs = 1, xs 

and X19 = O in equations (7.1.1) gives 

Xat+Ket+x, =0 

+Xe+X7+Xs =0 

-1 +Xo+X44+Ki2 =i) 

ut °o
 

+X14t+X15+X16
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la y = (0,0,-1,0)$0 

1b = (xe, Xa1, X42) 

le des 3 Ss 150 1-0 

2 gag : =1+t1=0 

j=l : -lsl=0 

§=22 4-201 = 0 

Here maximum value is selected, but all j's are 

equal. However x12 is selected due to less layover time. 

Hence 

sé 
(13, 3,5, -10,12) 

(0,0,0,0) =0 q " 

“. 8° is fathomed 

a2 Ps
 a 

u 13.4 + 33.17 + 33.17 + 0 + 119.33 

212.99 > Z* 

This value of the objective function is higher than 

the previously incumbant value. Terminate the process and 

the optimum solution is 

(0,0,1,0,1,0,0,0,0,1,0,0,1,0,0,0) 

with 165.00 as the value of the objective function. 

7.4) Computer Program, 

No.6 
A computer program/is developed from the procedure 

[31 and attached in the Appendix. This program is quite 

useful when the number of rows is less than the number of 

columns. The data cards for this program are prepared while 

considering the above example.
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CHAPTER VIIL 

SOLUTION OF LAYOVER TIME MATRICES AND 

SELECTION OF BASES



TT. 

8.1) Introduction 

In Section II it is shown that any method of Linear 

Programming can be used to solve the problem of aircraft crews 

of a commercial airline, Here the question arises as to which 

method is efficient and gives the best result in the minimum 

of time. A problem was taken and solved manually by three 

methods of Linear Programming. The assignment technique took 

less time as compared with other methods. 

Then three computer programs were applied to Table 25 

for comparison, The size of time matrix was 20 x 20. The com- 

puter gave the result as follows:-— 

Assignment program = 14 seconds 

Transportation program = 30 seconds 

Integer program = 28 seconds 

In addition to this time, the last method required 3 

hours to punch the data cards. As it is shown the assignment 

program took less time compared to others. So this method will 

be used to solve the problem of crew scheduling and also took 

less time for punch the data cards. 

8.2) Western Sector. 

In this Sector first of all, the data cards 

for layover time matrices Tables Nos. 9-17 - that is all 

the combinations of Istanbul and Beirut are prepared. The 

computer program No.7 is applied to calculate the minimum 

layover time for each city and each combination and is shown 

in the following table. 

The combinations Nos. 2, 3 and 5 have the same 

layover time. However, combination No.3 is selected for 

OR Schedule.
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8.3.1) Crew Schedule at Istanbul 

8.3.2) 

PK 705,709,715, 721,722, 706, 712, 716 

  

  

  

          

Crew Layover time 
in hours. 

In Out 

From Karachi PK 705 PK 709 31.41 

PK 709 PK 715 39250 

PK 715 PK 721 31.66 

PK 721 PK 706 77.66 

From London 

PK 722 PK 705 335025 

PK 706 PK 712 47.58 

PR 712 PK 716 Aoelt. 

PK 716 PK 722 AT ou 

Total layover time 331.30 hrs     

Table No.35 

Crew Schedule at Beirut. 

Crew's Schedule at Istanbul 

PK 701,703, 707,713,702, 708, 714,718. 

  

  

  

    

Crew Layover time 

in hours. 
In Out 

From Karachi PK 701 PK 703 24.250 

PK 703 PK 707 21.58 

PK 707 PK 713 48.50 

PK 713 PK 718 54017 

From London 

PK 702 PK 708 47450 

PK 708 PK 714 435.58 

PK 714. PK 701 41.25 

PK 718 PK 702 49.75       Total layover time 330.83 hours     

Table No.36 Crew's Schedule at Beirut. 

19»
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Crew Schedule at Cairo. 

PK 717, 719, 704, 710 

  

  

  

      
      

Crew Layover time 

In Out in hours. 

From Karachi 

PK 711 PK 710 13034 

PK 719 PK 704. 85.33 

From London 

PK 704. Eee 33.16 

PK 710 PK 719 33.17 

Total layover time 165.00 

Table No.37 Crew Schedule at Cairo 

London. 

In the Western Sector London is a terminal 

point. The crew schedules at Istanbul, Beirut and 

Cairo show that the crews of flights Nos. PK 722/PK 7055 

PK 710/PK 719, PK 704/PK 711 and PK 714/PK 704. should be 

based at London. Therefore, the layover time matrix 

of Table 22 is reduced to the following table and the 

result of this matrix is presented in Table No.39.



8.4.1) LONDON SCHEDULE 

d702 

droe 

dzos 

d712 

d7a6 

d7as 

d-A 
7ao 

d-B 
720 

81. 

  

azo03 2707 4709 a7zas 745 Fe ee @za4 

LOceh ue j 10.25) 015.85 89.67 75.53. 67.55 67095 41.70 

18.17 164.25 137.83 113.67 97-58 91.33 91.33 65.70 

42.17 20.25 161.85 157.67 121658 115.53 + 115.35. 89.70 

66.17 425 17685 161.67 © 145.58 4 159.53 159655 113.70 

90.17 68.25 41.83 185.67 169.58 163.55 163.55 137.70 

110.42 88.50 62.08 37.92 21.83 183.58 183.58 157.95 

11.17 92.25 65.85, 4.67 25.58 187.33 187.33 161.70 

114.17 92.25 65.83 41.67 25.58 187.53 187.33 161.70 
  

Table No.38 Layover time matrix for London, 

  

  

  

        

Crew Layover time 
in hours 

In Out 

PK 703 PK 708 42.17 

PK 707 PK 712 te 25 

PK 709 PK 720-A 65.83 

PK 713 PK 720-B 41.67 

PK 715 PK 718 21.83 

PK 717-A PK 706 91.233 
PK 717-B PK 716 163.33 

PK 721 PK 702 41.70 

Total layover time 512.11 hrs,     

Table No.39 Crew's Schedule at London, 
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The crew arriving on flight No. PK 717 is 

entitled to have at least 72 hours rest according to 

the agreement between the Crews' Association and Airline 

Authority. This condition is fulfilled. In the computer 

result it is shown that the crew arriving on PK 717-B 

will get a rest of 163.33 hours. During this period, the 

crew can go to Cairo on flight No.PK 704 and come back 

on PK 711. This means the only crews on flight Nos. 

PK 722/PK 705, PK 710/PK 719 and PK 714/PK 701 should 

be based at London, The minimum layover time at London 

is reduced to 

512.11 hours - 50.42 hours = 461.69 hours 

All the above statements are consolidated into 

two tables only showing crews based in Karachi and London 

respectively.
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Bebra) 

85. 

contd. 

Conclusion (Western Sector only) 

Mathematical technique is applied to frame 

the schedule which is free from human bias when this 

OR Schedule is compared with the P.I,A.Schedule 

(Table 41) a net saving of 351.91 hours per week 

is shown 

P.1.A.Schedule = 1640.73 hours 

OR Schedule = 1288.82 hours 

uw saved per 
week 

Difference 

] 351.91 hours
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8.5) 

8.5.1) 

88. 

O.R.Schedule with one home base — KARACHT 

When this OR Schedule was shown to the Chief 

Scheduling Officer of P.I.A. he agreed and said that 

it fulfilled all the requirements of P.I.A. 

Then he suggested that another schedule should 

be framed which showed that all the crews have been 

based at Karachi - home base in the Western Sector. As 

stated above, there may be more than one optimal solution 

in the given matrix. Therefore, by shifting some optimal 

values, the following schedules are prepared for each 

slip station, having the same numerical values. 

Crew Assignment at Beirut, Istanbul, Cairo and London. 

Beirut PK 701,703,707, 713, 702, 708, 714, 718 

  

  

  

          

Crew No. cron. Layover Time 
In Out in Hours 

From Karachi 

301 PK 701 PK 703 21-650 

302 PK 703 PK 707 21.58 

304, PK 707 PK 713 48.50 

306 PK 713 PK 701 70.92 

From London 

307 PK 702 PK 708 47.50 

301 PK 708 PK 714 43.58 

302 PK 714 PK 718 24-050 

304. PK 718 PK 702 49.75 

Total Time = 330.83 hrs. 

Table 42. Crew's Schedule at Beirut.



8.5.2) Istanbul. 

89. 

PK 705,709, 715,721, 722,706,712, 716 

  

  

  

        

Crew No. Crew Layover Time 
In Out in Hours 

From Karachi 

503 PK 705 PK 709 3141 

{305 PK 709 PK 715 39.50 

307 FR 15 PK 721 31.66 

309 PK 721 PK 705 63425 

From London 

303 PK 722 PK 706 47.16 

308 PK 706 PK 712 47050 

309 PE S72 PK 716 23.41 

306 PK 716 PK 722 47 el 

Total Layover Time = 331.30 hrs|     

Table 43. Crew's Schedule at Istanbul. 

8.5.3) Cairo. PK 717,719,704, 710 

  

  

  

          

Crew No. Crew Layover Time 
In Out in Hours 

From Karachi 

101L PK 711 PK 710 13.34 

103 PK 719 PK 704. 85.33 

‘From London 

306 PK 704 PK 711 33216 

303 PK 710 PK 719 33.17 

Total Layover Time = 165.00 hrs,     

Table 44. Crew's Schedule at Cairo



8.5.4) London. 

90. 

  

  

        
  

Crew No, Crew Layover Time 
in Hrs. 

In rkd 

306 PK 701 PK 708 67042 

301 PK 703 PK 710 62,42 

309 PK 705 PK 712 49.58 

302 PK 707 PK 720 92.25 

303 PK 709 PK 714. 38.08 

308 PK 711 PK 716 25433 

504. PK 713 PK 720 41.67 

305 PK 715 PK 718 21.83 

308 PR gay. PK 704. 87.58 

309 PK 717 PK 706 91.33 

301 PK 719 PK 722 25.33 

307 PK 721 PK 702 41.70 

Total Time = 64.52 

Table 45. Crew's Schedule at London, 

All the Bbove statements are consolidated in 

Table 46. 
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8.5.4) contd. 

When this OR Schedule is compared with PIA 

Schedule, a net saving of 169 hours per week is shown 

as below:- 

PIA Schedule 1640.75 hours 

OR Schedule = 1471.65 hours 

Difference saved 

per week 169.08 hours 

8.6) Karachi-Dacca Sector. 

In this Sector the return flying time is less 

than eight hours. The computer progran No.7 is applied 

to get the optimal solution and this solution also shows 

where the crew should be based.



8.6.1) Karachi-Dacca Sector. 

93. 

  

  

  

  

  

  

  

            

Days In Out Layover Based 
time in 
hours 

PK 723 (Sun) | PK 72h 9.00 Dacea 
Monday PK 730 PK 731 1.00 Karachi 

PK 738 PK 737 1.00 Karachi 

PK 723 (Mon) | PK 724. 9.00 Dacca 
Tuesday PK 730 PK 731 1.08 Karachi 

PK 736 PK 735 1.08 Karachi 

PK 723 (Tue) | PK 72). 9.00 Dacea 
Wednesday| PK 730 PK 731 1.08 Karachi 

PK 738 PK 7357. 1.00 Karachi 

PK 704. PK 735-A 12.50 Karachi 
Thursday | PK 723 (Wed) | PK 706 11.00 Dacca 

PK 72h, PK 719(Sat)| 3.58 Karachi 
Friday PK 711 (Thu) | PK 730 9.00 Dacca 

PK 736 PK 735, 1.08 Karachi. 

PK 736 PK 735-A 12.50 Karachi 
Saturday | PK 723 (Fri) | PK 712 11.00 Dacea 

PK 731 (Fri) | PK 736 19.25 Dacca 
PK 735 (Sat) | PK 724 11.75 Dacca 

Sunday PK 730 PK 751 1.08 Karachi 

PK 736 PK 735 1.08 Karachi 
  

Total layover time = 158.06 hours per week 

Table 47. Crew's Schedule for Karachi-Dacca 
Sector, 

 



De 

8.6.2) Karachi - Persian Gulf Sector. 

  

  

            

Out In Layover Based 
time in 

hours, 

Wednesday PK 745 PK 742. 0.83 Karachi 

Sunday PK 745 PK 7). 0.83 do 

Total layover time = 1.66 hours per week 

Table 48. Crew's Schedule for Karachi < 
Persian Gulf Sector
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8.5.3) Dacca-Lahore Sector. 

96. 

  

  

  

          

Crew Layover time Based. 
Out In in hours 

Monday PK 726 PK 725 1.08 Dacca 

Tue sday PK 726 PK 725 1.08 do 

Wednesday PK 726 PK 725 1.08 do 

Friday PK 726 PK 725 1.08 do 

Sunday PK 726 PK 725 1.08 do 
  

Total layover time s 5.40 hours per week 

  

  

  

Table 50. Crew's Schedule for Dacca-Lahore 
Sector, 

8.6.4) Bangkok Sector. 

Crew Layover time Based 
Out In in hours 

Thursday PK 706-A PK 711-A 1.25 Dacca 

Saturday PK 712-A PK 719-A 1.25 do           
  

Total layover time = 2.50 hours per week 

Table 51. Crew's Schedule for Dacca~Bangkok Sector 

consolidated into one table as given below. 

All the above statements for Dacca based are 
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8.7) 

1) 

2) 

3) 

4) 

5) 

98. 

Conclusion, 

When all the above mentioned OR Schedules are 

compared with the PIA Schedule, a net saving of 

570.08 hours per week is shown, The OR technique also 

eliminates the human bias in framing the Schedule. 

Any addition or cancellation of flights, the OR 

Schedules can be prepared in a few minutes on a con- 

  

  

        

puter, 

Sector PIA Schedule OR Schedule Difference 
in hours in hours in hours 

(saved) 

ee a 219.23 158.06 
Dacca-Latore 540 55.77 

Persian Gulf 5-33 3253 < 

China 187.33 187.33 i 

Dacca-Bangkok | 164.90 2.50 162.,0 

Western Sector| 1640.73 1288.82 351.0 

Total layover 2215652 1645.44 570.08 
time 

Table 53 Net saving table. 
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101. 

9.1) Introduction. 

Several limited factors have to be taken into 

consideration while framing the time table. Among these 

the important factors are given below:- 

Z) Legal Constraints :- 

The routes are allowed to fly and frequencies 

of the services are subject to international agree- 

ment. 

2) Commercial Constraints:- 

The passengers - who are the source of revenue - 

have preference for certain times of arrival and 

departure. 

3) Technical Constraints:— 

Certain airports are closed to traffic at night, 

and other airports have not sufficient technical 

facilities. 

The time table department is faced with require- 

ments which are often contradictory and in many cases several 

time tables are drafted. Now the point arises as to which 

will provide the best regularity. If the time table is 

heavily loaded, the revenue may be high but many cancellations 

and delays will occur, caused by a lack of aircraft at the 

main base, Then this time table may be termed as "tight 

schedule" and it may be harmful to the company's reputation, 

There are also other factors which affect the time table - 

these are:— 

1) the duration of flight varies 

2) Operational delay at any station due to traffic congestion , 

late arrival etc.,



9.1) 

102. 

contd. 

3) technical hitches at the moment of departure. 

The general aim of all the World Airlines is to 

find the most profitable solution, that is, the expression 

revenue minus cost, should be maximized. Here the profit 

means overall profit. It is the duty of the Marketing 

Research Section to frame a schedule while considering all 

of the above mentioned constraints. 

Now the next important point is to select the 

route while considering certain parameters:— 

a) cost of landing 

b) cost of flight 

ce) expected revenue of the flight 

d) maintenance facilities 

e) day time and seasonal conditions 

f) connection for other flights 

g) attraction for the visitors (publicity) 

The overall profit depends upon certain parameters. 

For optimal time table some kind of iterative procedure 

should be adopted, running through each step again and 

again while changing the parameters so as to increase the 

profit at every cycle. The parameters can be framed as 

follows:-



103. 

9.1) contd. 

pe ge 
F Set parameter 

  

    

  

  

  Value of the route 

cost/revenue     

|} J 

  

  

Select route 
    

  

U. 
  

Allocation of aircraft and         

  

  

  

  

  
type 

[eae] Allocation of day and time 

eee Construct rotation if possible 
  

a 

Evaluate schedule cost/revenue 

  

    
  

  

    ee Shs here oe 

Compare with optimum so far 

obtained. 
  

    
       



9.1) 

104. 

contd. 

Four months ahead a time table is framed by 

the Market Research Station while considering the above 

mentioned parameters. In order to get the ideal time 

table, some relaxation should be provided to deviate the 

time table, for reducing the layover time of the crews 

at slip stations and provide a time for maintenance of the 

aircraft etc., Then this time table should be analysed by 

the OR Section and Technical Section, In the present 

case, only the layover time of the crews will be considered, 

If the time table is drafted while considering 

the layover time of the crews, this might become unattractive 

from a commercial point of view. 

PIA Authority has allowed deviation on the present 

time table of up to half an hour only. 

It is suggested that a change in the departure 

time of flight Nos. PK 724, 706, 712 in Karachi-Dacca Sector 

should be made by 25 minutes only. The proposed time table 

for this Sector is as follows.
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9.1) 

106. 

contd. 

The layover time matrices for Karachi and Dacca 

are calculated and modified as explained in (3.5). Then 

a composite matrix is obtained from these two matrices. 

The computer program No./ is applied to get the optimal 

solution. This optimal solution has dual advantages 

of giving minimum layover time of th@ crews and the 

element selected in the solution shows the base for the 

crews.
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10.5 Optimal Flight Combination of 
Karachi-Dacca Sector 

110. 

  

  

  

  

  

  

  

              
  

Crews Layover time| Crew based] 
eet an in hours at 

PK 72). PR (23 9.00 Karachi 

MONDAY PK 730 PK 731 1.08 do 

PK 738 PK 737 1.00 do 

PK 724 PK 723 9.00 do 

TUESDAY PK 730 PR 5L 1.08 do 

PK 736 PK 735 1.08 do 

PK 724 PK 723 9.00 do 

WEDNESDAY PK 730 PK 731 1.08 do 

PK 738 PK 737 1.00 do 

PK 704. PK 735-A 12.50 do 

‘THURSDAY PK 706 PK 711 9.00 do 

PK 72h. PK 723 9.00 do 

FRIDAY PK 730 PK 731 1.08 do 

PK 736 PK 735 1.08 do 

PK 710 PK 735-A 12.50 do 

SATURDAY PR 72 FE ALS 9.00 do 

PK 736 PR 755 1.08 do 

PK 72) PK 723 9.00 do 

SUNDAY PK 736 PK 735 1.08 do 

PK 730 PK 731 1.08 do 

- Hoes 

Total layover time 99.72 hours 

Table 59 Layover time of Karahi/Dacca Sector.
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The layover time for this Schedule is 99.72 hours 

and PIA Schedule shows 219.23 hours. This means a net 

saving of 119.51 hours per week shown in Karachi-Dacca 

Sector only. There is no need to change the time in the 

remaining sectors because flight time has to be changed 

from more than half an hour which is not allowed by the 

Airline Authority.



CHAPTER X. 

MONTHLY ASSIGNMENT,



10.1) 

10.2) 

10.3) 

113. 

Introduction. 

This Chapter describes the progress made in 

developing a mathematical technique for allocation of 

monthly duties to the air crews, This technique will 

eliminate the human bias or favour in assigning the crews 

to various flights. Before explanation of mathematical 

technique it is necessary to explain some important factors. 

It is the policy of PIA that every crew should go on each 

route, however, some routes are popular as compared to other 

routes. 

Type of Duties to be Allocated. 

A duty, as the term is used in this Chapter, con- 

sists of a day of work or succession of days of work, It may 

start ani finish at any time in 2), hours and may be any 

number of days in length. It is usual to:describe the duty 

of two .or more than 2 days as tour. Another term also 

used in this Chapter is "flying duty time", this is equal to 

actual flying time plus one hour before scheduled departure 

plus half an hour after scheduled arrival at the terminating 

point. This flying duty time will determine the minimum rest 

period that must follow before the next duty. 

Essential Flying Rules. 

In preparing the monthly roaster, it is necessary 

to describe the essential rules such as 

1) Limitation of maximum flying time 

a) 30 hours in one calendar week 

b) 70 hours in one calendar month 

c) 700 hours in one calendar year



1. 

10.3) contd, 

2) Minimum of ten days in each calendar month free 

from all duties at the home base should be provided 

in the monthly roaster. Ten days should be distributed 

in such a way that only once every 24 hours are allowed 

in a month ani all other remaining period should be 

at least 48 hours duration. 

3) A crew cannot fly more than eight hours in any 2 

consecutive hours, unless he is given an intervening 

rest period at or before the termination of eight 

scheduled hours of duty aloft. Such rest period will 

twice the number of hours on duty since the last 

rest period, and in no case will the rest period be 

less than eight hours. 

10.4) "Flying time between two terminal cities", 

Suppose there are two citues A and B and actuel 

flying time between them is as follows 

i) 48 +Ba < 8 hours 

ii) &B+BA > 8 hours 

iii) AB OR BA > 8 hours 

iv) BOR BA> 8 hours 

10.5) Size of the problem, 

To give some idea of the size of the problem 

that has to be handled, the number of duties covered in one 

year actual flying time in a year. The actual flying time 

of the year will determine the number of pilots to operate 

a schedule which is based on the given time table,
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10.5) contd. 

It is suggested that there should be two bases 

Karachi and Dacca. The number of duties and actual flying 

time in a year are given below: 

10.5.1) Karachi base. 

i) Western Sector. 

Actual flying time during the week 

MOND AY = 1365 mts. 

TUESDAY = aALON 

WEDNESDAY = BOLD 2# 

THURSDAY = 1450 " 

FRIDAY == 21000 

SATURDAY = 3500 

SUNDAY = 3380 " 

Total for one week 16120 " u 

16120 x 52 = 838240 mts. Total for one year 

Total number of 
flying duties ina = 2080 

year 

10.5.2) Eastern Sector. 

MONDAY = 1155 mts. 

TUESDAY = EDS att 

WEDNESDAY = 1155 " 

THURSDAY = 2020 " 

FRIDAY = 1155 " 

SATURDAY = 2395 " 

SUNDAY = 1155 "
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10.5.2) contd. 

Total flying time for one week 10190 mts. u 

" ” ” " " 
year = 10190x52 = 529880 mts 

Total no. of flying duty in i 128. 
a year 

10.5.3) Middle East Sector. 

Actual flying time during the week, 

MONDAY = 510 mts. 

TUESDAY = - 

WEDNESDAY = 510 " 

THURSDAY = 510 " 

GRIDAL et tS LO: 

SATURDAY = 285 * 

suNMAyY = 840 " 

Total flying time ina week = 2965 mts. 

" " no" © year 2965 x52 = 154180 mts. 

Total no. of flying duties in a year = 416 

Grand total flying time in a year = 1522300 mts. 

" ” ” duty "" ™ Bride, A " 

Cae autisavcaatee 1522300 mts. in a year, There 

are seven pilots who are assigned ground duties in 

addition to their flying duty. Due to this extra work 

their yearly flying time is reduced to 4.00 hours and 

they are not entitled to have 10 days free from all 

the duties of the airline. Therefore, their monthly 

flying time is reduced to 40 hours at Karachi, i.e. 

10% of annual flying time. In order to determine 

the number of pilots at Karachi base, their yearly
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10.5) contd. 

10.5.3) contd. 

flying time (7x400x60 = 168000 mts) should be sub- 

tracted from the grand total.So the grand total is 

1 1522300 - 168000 = 1354300 mts. 

1358200 _ 30.9), 
42000 ~ ~~" 

= 53 

ee No. of pilots 

  

The total number of pilots who are to be posted 

at Karachi base = 33 +7 = 40. 

10.5.4) Dacca base. 

Actual flying time during the week on 

MONDAY = 305 mts. 

TUESDAY = 305 * 

WEDNESDAY = 305 " 

THURSDAY = 270 * 

FRIDAY ~ = 305 * 

SATURDAY = 270 " 

SUNDAY = _ 305 " 

Total for week = 2065 " 

.. Total flying time for year = 2065x52 

107380 mts. 

Total no. of duty ina year= 364 

No. of pilots who are to 
be based at Dacca 5 we = 2.5566 

o 

10.6) Monthly Schedule. 

There are 11, 244 weekly flights to the Western,
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10.7) 
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contd. 

Eastern and Middle East Sector respectively. In the 

Western Sector 12 crews are used to operate 11 flights. 

The reason is explained in Chapter III. The crews of two 

flights PK 711 and PK 719 come back to Karachi in flight 

Nos. PK 710 and PK 704 after taking the due rest at Cairo. 

Therefore, these two crews can be included in the Middle 

East Sector raising the total number of flights to 6. 

Only 40 crews are required to operate the schedule from the 

Karachi Sector. They are distributed into 4 equal groups 

and allocation is made as shown in the following pattern, 

  

I Group II Group III Group IV Group . 

ist week Western Eastern Middle East - 

2nd week - Western Eastern Middle East 

3rd week Middle - Western Eastern 
East 

4th week Eastern Middle - Western 
East   
  

The OR Schedules for the Western Sector is not 

finished in one week. Therefore, the week following to this 

Sector is left unassigned so that this Sector may be comple ted 

in next week, 

Mathematical Model. 

Sometimes it happens that a pilot does not want 

to go on certain flights because he may have some important 

work to do at the home base or some routes are very popular 

and every one desires to go on that route. For this purpose 

a bid preference card is prepared, which is to be filled in 

by every pilot. The card may be as given below:—
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contd. 

  

  

  

  

    

Base Karachi 

SECTOR  WESTERN/EASTERN/MIDDLE EAST 

MONTH YEAR 

NAME OF PILOT CODE NO. 

TOTAL PREVLOUS MONTHS FLYING HOURS 

DATE ge 2 5 & - - - |- | 321 

DAY 

FLIGHT 
No.                         

First of all OR Schedule will be prepared and dis- 

tributed among all the pilots. According to their discretion, 

all the information would be transferred on to a separate 

paper sectorwise and weekwise giving a matrix of 0S and IS 

in which row represents the pilot and column represents the 

flight number. '1' occupies a cell when a pilot wants to go 

and '0* when he does not want to go on certain flights. 

Now the set theory will be applied to the matrix 

so obtained for allocation of the duties to the pilots, which 

is entirely based on a mathematical technique. This method 

will eliminate the personal bias in assigning the duties to 

the pilots, 

Select a row having a maxim number of 18 as a set. 

If there are more than one such row, take the first one. 

Compare this set row with the remaining rows (known as sub-set) , 

if any sub-set row or a set of sub-set rows have zero element 

and set rows have non-zero-element in the respective column can
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contd. 

be eliminated. A sub-set row or a set of sub-set rows 

can also be eliminated. 

In set theory terminology, consider 8, as 

set and aa as sub-set, such that 

sac S. 

This means if a row S have some non-zero 

elements and at least all these non-zero elements must be 

in Sy. A column in which Sp have non-zero elements and 

a set of columns in which Sy have zero-elements cannot 

occur in the feasible solution, 

The above statement can be written as 

and cannot occur in the feasible solution. 

In this way the original matrix would be re- 

duced, and this process is repeated. At a certain stage, 

if any row has only one non-zero element (+35) this element 

must be included in the solution, Therefore the qe row 

and ce column can be eliminated from the reduced matrix, 

because the total of all rows ané columns is unity. 

If at a certain stage there is a tie, calculate 

the flying time of each flight and assign the crew on the 

basis of previous months total e.g. the greater flying time 

of the flight to that crew having less previous months 

total. 

This process is repeated until no further 

sub-matrix is obtained.
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121. 

The above technique is explained with an example in 

which row represents the pilot and column represents 

the flight number. A matrix of 1 and O is framed while 

considering the bid preference cards. Now set theory 

technique is applied to get the unbiased allocation of 

pilot duties. 

FLIGHT NO. PK. 

  

Pree’ | ToL 703 705 «707 709 713 715 TIA 717B 72 

Z 2 0 0 18 0 0 ay iL 0 ai 

2 i 1 ay aD 0 0 L 0 Es a8 

3 0 0 0 0 ah aL a 0 0 0 

A ak 0 0 0 ae aS di 0 0 0 

5 2 0 0 2 a aL 0 0 0 0 

6 AM aL 0 a ay 0 0 0 e 0 

% ig ae 0 a 0 0 0 a as 0 

8 0 0 aS 1 0 0 0 Tr aL as 

9 0 ui ili il 0 1 0 ee fal ay 

10 0 BR aii 2 0 ne 0 et my a   
Table 61. Bid preference 

After some iterations, the following result is obtained. 

Pilot No. Flight No.PK 

sk should go on (2a 

" "on 703 

” Cee) 715 

" only 701 

707 
" oy, TL7-B 

0 oy TLTHA 

” w uv 705 

u w v 73 

109 

© 
Ol
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ON
 

Uy
 

£ 
G 

ra ° e 

As there are 40 pilots at Karachi base, the bid preference
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10.7) contd. 

cards are filled weekwise by the pilots for Western, 

Eastern and Middle East Sector. Then "set theory" technique 

is applied for the allocation of monthly duties as explained 

above. 

The monthly OR Schedule is given in the 

following table for the Karachi base, 

10.8) Karachi Base
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10.9) Dacea Base 
  

Shows that there should be only three pilots to 

operate the Schedule at Dacca base. The set theory 

technique is not suitable for such a small Schedule. 

They can be assigned on the basis of turn by turn. On 

this principle the monthly OR Schedule is prepared for 

Dacca base which is as follows,
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TABLE 611= MONTHLY OR SCHEDULE FOR DACCA BASE
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Introduction. 

In this Chapter, a study of reserve crew scheduling 

is undertaken to determine the possible means of achieving 

satisfactory reserve coverage at the least cost. Satisfactory 

coverage may be interpreted as having enough reserve crew 

available each day to cover the expected demands for 

emergency flying. Utilization of reserve crew can vary 

greatly. However, a large amount is given to reserve crews, 

Here problems arise to minimise the number of reserve crews 

by some mathematical method. 

Multiple regression analysis can be applied to 

estimate the reserve crew in a given month on the basis of 

previous months information. 

  Factors Influencing Reserve Utilization. 

Reserve crew is related to several factors such 

as weather, vacations, regular crew loads, sickness, leaves 

of absence, training, meetings etc. 

It is better to include the important factors 

rather than all to estimate the reserve crews for future 

planning. The important factors are 

X, = Number of regular flights in a month 

X2g = Ratio of reserve to regulars in a month 

X3 = Number of training days in a month 

X, = Number of leaves (sickness, holidays, casual etc.,) 

The equation of the model for estimating the number of reserve 

crew is 

No. of Reserve crew (y) 

= Const + 61X1 + Baxe + Boxs + BaXa
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Multiple Regression Analysis. 

The linear regression relation or straight line 

relation between two variables is very simple and is pro- 

bably familiar to all who have occasion to consider the re- 

lation between variables. It requires only elementary tech- 

nique for its estimation. Sometimes it is required to 

have a relationship between more than two variables. It is 

useful to express such a relationship in the form of mathe- 

matical equations connecting the variables. Then the value 

of the dependent variable can be predicted from the knowledge 

of other independent variables. If there are only two 

variables, then it is called a simple regression analysis. 

If there are more than two variables, then it is multiple 

regression analysis. 

In general, with one dependent variable y and p 

independent variables x1,X2 eee. 5 The relationship will 

take the form 

E,(y) = Bo + B1x1 + Bax, + ooo + A 

Before determining a multiple regression equation, 

it is worth while to give some thought to the selection of 

independent variables, First of all it is worth while to 

include only those variables that are likely to make an 

important contribution to the effectiveness of the relationship. 

Secondly, independent variables that are readily measurable or 

obserable should be selected. 

It is undesirable to include so many variables in 

the regression equation. Three or four variables if suitably 

chosen will give a satisfactory relationship.
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Estimation of Multiple Regression Coefficients. 

The same principle of estimating the multiple 

regression coefficients is the same as in the case of 

simple regression coefficients. If there are n sets of 

values of one dependent variable and p independent variables, 

the sum of square 

3 (y - Bo - B1xa - Boxe .s00 - Boe)" 

is to be minimized. 

This is reduced by using the following notations 

u = 3(y-y)? 

P, = V(x, a %,) 

tig = 2 (x, - %)? 

ty = 20, - Ry, - %;) 

to 

u-3 ips +3 85 (Bat, | + 6%, ig tte Botte -P,) (22.4.2) 

The normal equations are obtained by differentiating 

(11.4.1) and setting the equations equal to zero and also re-~ 

placing the Bs by their estimate W The above relation becomes 

bate. + bat, $todee t oe = Py (11.4.2) ip 

i=1,2 ...p 

or 3b. 
tin = Py h 

Here the question arises to determine “the value of by. 

Various methods are available to estimate the regression co- 

efficients. Two methods will be used to calculate the value 

of be 

1) Crout method 

2) Fisher method. 

These methods will be explained by an example. Unfortunately



152. 

11.4) contd. 

the data for this problem was not supplied by PIA. However, 

fictitious data is taken to demonstrate the estimation of 

the crew utilization. Only X, (number of regular flights) 

is calculated from the time table. 

11.5) Example. 

The variables are explained in the beginning of 

this Chapter. 

x Xa Xa Xs Xa 

60 351 22.79 47 160 
50 316 22.78 70 125 

47 352 22.72 60 165 

55 337 22.84. 65 13h 

47 352 22.72 7 150 

59 338 22.78 7 dy 

67 347 22.77 bo 147 

49 355 22,82 63 167 

63 346 22.83 19 175 

70 339 22unl 80 190 

63 342 22,81 57 170 

57 346 22.83 63 157 

To speed up the calculation a computer program No.10 

is developed calculating the mean of variables and attached 

in the Appendix. The computer took only 8 secamés for calculating 

all means. 

Ry aS aus eae 
% = 22.78 

% = 65.75 
Xe = 156.500 

y = 57.25 

Now the problem is to calculate the sum of squares 

and products of deviations from the mean. These values are cal— 

culated for each of the variables and set out in the following
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contd. 

table. Another computer program No.9 is developed and 

attached in the Appendix. The computer book only 13 

seconds to calculate the sum of squares and products. 

f X. Xa Xs x4 y 

xa 1208.9168  -0.3868 -405.7500 1124.500 -62.2500 

x - 0.3868 0.0233 - 0.9600 ~2.0900 0.2600 

Xs 405.7500  -0.9600 1104.2500 219.5000 89.7500 

XA 1124..5000 -2.0900 219.5000 38570000 679.5000 

Table 62. Sum of Squares and Products. 

The matrix so obtained is a square symmetric matrix. There 

are many methods available to calculate the regression co- 

efficients, but here two methods canbe used to calculate 

the regression coefficients which are given by Grout’ >) 

and Fisher‘, In the former, the desk calculator is used 

and it took a considerable time. At present, the time factor 

plays an important role, so it is advisable to use the 

electronic computer to speed up the calculations. In the 

second. method a computer program No.10 is developed‘ ?®) to 

invert the original matrix to calculate the regression co- 

efficients. 

Crout Method. 

The work 6f solving a system of original matrix 

is largely concentrated in the determination of an auxiliary 

matrix. This method is particularly good when the calculations 

are made on the desk calculator. Each element is determined 

by one continuous machine operation i.e. the sum of the products
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with or without final division. If the matrix is 

symmetrical, then the calculations are cut almost in 

half. 

In this method, the original matrix is trans- 

formed into auxiliary matrix. The procedure for obtaining 

the auxiliary matrix from the given matrix is described 

below. The auxiliary matrix is:- 

Table6 3-Auxiliary Matrix 

Xa Xa Xs Xa y 

x4 | 1208.9168 -.0003199 -.3356 29301 -.0515 

Xa - 0.3868 .0233 -46.7725 71402575 9.8755 

Xs “405.75 -1.0898 917.7076 0.562), 0868 

x4 | 1124.500 -1.7302 515.9564 2392.3967 0.2966 

1) Take the first element of the first column and the re- 

maining elements of the first row, that is, the first 

column of the auxiliary matrix is idential with the first 

column of the original matrix. This is only due to 

the symmetrix matrix. 

2) The first row of the auxiliary matrix, apart from the 

first term, is obtained by dividing the corresponding 

element in the original matrix by the first element 

in the uaxiliary matrix. 

3) Each element on or below the principal diagonal is equal 

to the corresponding elements of the original matrix minus
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the sum of products of elements in its row and corres- 

ponding elements in its column in the uaxiliary matrix 

that involve only previously computed elements. 

4.) For each to the right of the principal diagonal the 

value so obtained by step 3 is divided by the diagonal 

elements, that is, it is divided by the diagonal element 

in the auxiliary matrix. 

Each element to the right of the principal 

diagonal is seen to be equal to the corresponding element 

below the principal diagonal,divided by the diagonal element. 

This fact reduces the computation considerably when the 

original matrix for the independent variables is symmetric. 

The operation is carried right through to the final column, 

that is, the sum of the products with the dependent variable. 

Now the remaining step is to calculate the one 

column final matrix from the auxiliary matrix which actually 

consists of the column of partical regression coefficient. 

The elements are determined in reverse order to the elements 

of the auxiliary matrix, that is, the last element of the last 

column in the auxiliary matrix will become the last element 

in the final matrix. Each other element in the final matrix 

is equal to the corresponding element of the last column 

of the auxiliary matrix, minus the sum of the products of 

elements.in its row in the auxiliary matrix and the corresponding 

element in its column in the final matrix that have been previously 

computed. 

From the auxiliary matrix, the regression coefficients 

are calculated:-
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by = — 0.5453 

ba = 28.161 

bs = -0.08004,- 

ba = 0.2966 

One thing is to be noted in this method, that 

the elements of the auxiliary matrix are used which 

lie to the right of the principal diagonal and to the left 

of the final column, 

Continuous Check on Calculations. 

It is often desirable to carry a check column +o 

ensure accuracy at each stage of the calculations. Crout 

has suggested to apply a check during the calculations. First 

the check columns are calculated as below:- 

  

Original Matrix Auxiliary Matrix Final Matrix 

1865 0300 1.5430 0.6547 

= 3.1634. -110.1547 29-161 

1006.7900 1.64.9). 0.9199 

58784100 1.2966 1.2966 

In the original matrix, all the elements of a row 

are added to get the corresponding element of the check 

column, 

In the auxiliary matrix every element in the check 

column is equal to one plus the sum of other elenents in its 

row which lie to the right of the principal diagonal. 

In the final matrix, every element in the check 

column is equal to one plus the sum of the other element. 

Thus the check column is written at the right of the
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given matrix. This column is now treated exactly in the 

same manner as the last column of the given matrix, the 

calculations being carried along with those for other 

columns. 

If the last column of the given matrix is re- 

placed by the check column for transforming the original. 

matrix into auxiliary matrix, then the final column of the 

auxiliary matrix will be identical to the check column of 

the auxiliary matrix. The same procedure is applied to 

check the calculations of transforming the auxiliary matrix 

into the final matrix. 

Fisher Method. 

In the first method only those elements are used 

which lie on the right of the diagonal elements and to the 

left of the final columns. Fisher‘ ®) suggested that the final 

column of the original matrix should be replaced by 

  

42+ +22 

434 +22 

ne Ae cece 

and set the whole in this form
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contd. 

De 2 X2X1 soon FD x1%, en ne vase etay 

3 xaxa 3 xa" 2 peels con Er ae 
: : < : 

: : : he aa 
a xX, 2 xaX, 3 Xn*n + o vo 

ee Be or cect ie 

0 1 0 0 

s $ ct : 
: : : 
: : 0 : . : 
: : w 

This means (T) x (T)* = unit matrix 

After transforming the original matrix into inverse 

matrix, the regression coefficients are obtained directly by 

multiplying the successive sum of the products of the dependent 

variable with the independent variables by the corresponding 

elements in a column of the inverse matrix, i.e. 

The original matrix is transformed into the inverse 

matrix and given in the undermentioned table. 

Table No. 64 Inverse matrix. 

0 .0011.784. 0.0095054. 0.00061188 —-0.00046135 

00095054 46.316 0.039770 0.020063 

000064188 0.039770 0.0012228 -0.00023517 

-0.00046135 0.020063 000023517 000041803 

Here again a computer program No.10 is developed from 

the procedure‘?5) +o invert the matrix so that calculations can 

be made easily and correctly. The computer took only 10 seconds
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to invert the matrix. 

Estimation of regression coefficients. 

As stated above the regression coefficients can be 

estimated from the inverse matrix as follows:- 

ba = (0.0014748) (-62.25) + (0.009505) (0.25) + (0.00064188) (89.75) 

+ (-0.00046135) (679.5) 

- 0.345 

ba (0.009505u) (-62.25) + (46.316) (0.25) + (0.03977) (89.75) 

+ (0.020063) (679.5) 

28.18 

Dds " (0.00064188) (-62.25) + (0.03977) (0.25 

+ (0.0012228) (89.75) + (-0.00023517) (679.5) 

-0.0800). 

Da (-0.00046135) (-62.25) + (0.020063) (0.25)+(-.00023517) (89.75) 

+ (0.00041803) (679.5) 

0.2966 

The same result is obtained as in the first method. 

Therefore, the estimated regression equation is 

Y = -507.228) - 0.3453 Xa + 28.18 Xo - .08004 Xs 

+ 22966 Xa 

If the values of X1,X2,Xs and X, are known, then 

the value of Y (reserved crew) can be estimated for the future.
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In this equation two regression coefficients by and 

bs are negative. The former is the coefficient of regular 

number of flights in a month which cannot be increased or 

decreased because it is a fixed number, The latter is the co- 

efficients of the number of training days in a month which can 

be increased or decreased. It is obvious if the more number 

of training days are reserved for training of crews, then the 

number of reserve crew will have to be decreased in order to 

meet the requirements of the regular flight. 

11.9) Tolerance Limits. 

It is advisable to have some limits on the esti- 

mation of reserve crew, The tolerance limits of Y can be 

calculated by this relation 

Y+tJ[s? + V(x)] 

where s* is the mean of sum of squares and can be estimated 

by this relation 
aan 

gaat By 

n=p=1 

biPs 

The variance of Y can be estimated by this relation 

ae er aa = i ak 
V(x) = 8 [3 +n Gr Mla Ht | 

The tabulated value of t will determine the percentage of 

tolerance limits.
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COMPUTER PROGRAMS



SEGIN' 

(1) 

PROGRAM NO, 1 

‘COMMENT! DAILY LAYOVER TIME MATRIX; 
‘INTEGER! I,J,N,ZERODAY; 
‘REAL! 

COMMENT" 
ZEROHOURS , Bite » TIME; 

THE DATA CARDS SHOULD BE PREPARED AS FOLLOWS: 
orty // 
(THAT IS, A TITLE TERMINATED BY //) 
DAY OF WEEK AND TIME OF DAY FROM WHICH TIME IS TO START 
(SUNDAY=1, MONDAY=2,.......+SATURDAY=7 MIDNIGHT IS 24,00 HOURS) 
NUMBER OF ARRIVALS CONSIDERED (SIZE OF MATRIX) 
FOR EACH AIRCRAFT THE DAY OF WEEK CODE NUMBER OF ARRIVAL, TIME OF 
ARRIVAL IN HOURS PAST MIDNIGHT, CODE OF DEPARTURE DAY, AND 
DEPARTURE TIME IN HOURS PAST MIDNIGHT; 

Li: vraet 1); 
COPYTEXT Wissryt Ds 
T1:=READ; 
T2:=READ; 
ZERODAY :=READ; 
ZEROHOURS :=READ; 
NEWLINE (44) ; 
WRITETEXT(! (1? CALCULATION S#AREZMADEZFROMEDAY" )*); 
WRITE(O, FORMAT(' ("<Ds") ') , ZERODAY) ; 
WRITETEXT(! ree ); 
WRITE(O, ae (u(t <Dp, pps')! ) 
WRITETEXT (*(HOURS'(thgt)11)1); 

ZEROHOURS) s 

N:=READ; 
"BEGIN! 

‘END! ; 
‘GoTo! 

'END!; 

KEEK 

'REAL' "ARRAY! ARRTIME,DEPTIME[ 1:N]; 
'INTEGER' 'ARRAY' DAYARRTIVAL, DAYDEPARTUREL 1: N]; 
‘FOR! I:=1 'STEP' 1 'UNTIL' N 'Do! 
"BEGIN! 

DAYARRIVAL[I] :=READ; 
ARRTIME[I]:=READ; 
DAYDEPARTUREL I: =READ; 
DEPTIME[I] :=READ; 

rere ts 

'FOR' Is=1 'STEP' 1 'UNTIL' N 'Do! 
"BEGIN! 

'FOR'! J:=1 'STEP' 1 'UNTIL' N 'Do! 
'BEGIN! 

TIME: =(DAYDEPARTURE[I]-DAYARRIVAL[ J] ) *244+-DEPTIME 
[1] -ARRTIME[J]+24; ; 
‘IF! TIME>T1 'THEN' TIME:=TIME-2ll; 
'IF' TIME<T2 'THEN! TIMES eTMEE Sy 

' WRITE(0,FORMAT('('=NNNND,DD')'), *'TIME) ; 
END'; 

NEWLINE (2) ; 
'END'; 

L 13



(44) 

PROGRAM NO.2 

s 

BEGIN! 'COMMENT' TRANPOSED DAILY LAYOVER TIME MATRIX; 
'INTEGER'! I,J,N,ZERODAY; 
'REAL' ZEROHOURS,T1,T2, TIME; 

COMMENT! 
THE DATA CARDS SHOULD BE PREPARED AS FOLLOWS: 
erry // 
(THAT IS, A TITLE TERMINATED BY //) 
DAY OF WEEK AND TIME OF DAY FROM WHICH TIME IS TO START 
(SUNDAY=1, MONDAY=2,.....++SATURDAY=7 MIDNIGHT IS 24.00 HOURS) 
NUMBER OF ARRIVALS CONSIDERED (SIZE OF MATRIX) 
FOR EACH AIRCRAFT THE DAY OF WEEK CODE NUMBER OF ARRIVAL, TIME OF 
ARRIVAL IN HOURS PAST MIDNIGHT, CODE OF DEPARTURE DAY, AND 
DEPARTURE TIME IN HOURS PAST MIDNIGHT; 

Lis eee iit 
COPYTEXT (8 (1//")*); 
T1:=READ3; 
T2:=READ; 
ZERODAY :=READ; 
ZEROHOURS :=READ3; 
NEWLINE (4) ; 
WRITETEXT (! ( ' CALCULATIONSZARE®MADESFROMZDAY' ) ') 5 
WRITE(0,FORMAT('('-DS')") ,ZERODAY) ; 
WRITETEXT(* (aT!) ') 5 
WRITE (0,FORMAT('('=DD.DDS') !) ,ZEROHOURS) ; 
WRITETEXT('(tuouRS! (Act) 11) 1}; 
N:=READ3; 
'BEGIN! 

‘REAL! 'ARRAY' ARRTIME,DEPTIME[1:N],C[1:N,1:N]; 
'INTEGER' 'ARRAY' DAYARRIVAL, DAYDEPARTUREL 1:N]; 
'ROR' Is=1 'STEP! 1 'UNTIL' N 'Do! 
'BEGIN! 

DAYARRIVAL[T] :=READ; 
ARRTIME[I]:=READ; 
DAYDEPARTURE[ I] :=READ; 
DEPTIME[I]:=READ; 

TEND’; 

'ROR' Is=1 'STEP' 1 'UNTIL' N 'DO! 
'BEGIN' 

'FOR! J:=1 'STEP' 1 ‘UNTIL! N 'po! 
'BEGIN! 

TIME: =(DAYDEPARTURE[ I]-DAYARRIVAL[ J]) *24+DEPTIM 
[I ]-ARRTIME[ J]+245 
'TF! TIME>T1 'THEN' TIME:=TIME=-24; 
'TF! TIMECT2 ‘THEN! TIME:=TIME+24; 

G[I,J]:= TIME ; 
‘END! ; 

NEWLINE (2); 

WRITETEXT('(' TRANSPOSE '('2c')'!)1); 
'FOR! I:=1 "STEP! 1 'UNTIL' N ‘DO! 

"BEGIN! 
‘FOR! J:=1 'STEP! 1 'UNTIL' N "Do! 

PRINT ae T5252) 
NEWLINE (23 ; 

TEND! ; 

' Dis 

'gorat Lts 
Npt, 3
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PROGRAM NO. 3 

BEGIN! 
"COMMENT! WEEKLY LAYOVER TIME MATRIX; 

TINTEGER! I,J,N,ZERODAY; 
'REAL! ZEROHOURS,T1,T2, TIME; 
‘COMMENT! 
THE DATA CARDS SHOULD BE PREPARED AS FOLLOWS: 
crry // 
(THAT IS, A TITLE TERMINATED BY //) 
DAY OF WEEK AND TIME OF DAY FROM WHICH TIME IS TO START 
(SUNDAY=1, MONDAY=2,....++.»SATURDAY=7 MIDNIGHT IS 24,00 HOURS 
NU OF ARRTVALS CONSIDERED (SIZ OF MATRIX) 
HOR ATPCRAMD THE DAY OF WEEK CODE NUMBER OF ARRIVAL, TIME O} 
ARRIVAL IN HOURS PAST MIDNIGHT, CODE OF DEPARTURE DAY, AND 
DEPARTURE TIME IN HOURS PAST MIDNIGHT; 
Li: NEWLINE(1); 
COPY ENE (EGR// 1) #)i 
T1:=READ; 
T2:=READ; 
ZERODAY :=READ; 
ZEROHOURS :=READ; 
NEWLINE (4); 
WRITETEXT (! ( ' CALCULATIONSSARESMADESFROMSDAY' ) ') 5 
WRITE (0,FORMAT(!('-DS!) ') , ZERODAY) ; 
WRITETEXT('('AT')'); 
WRITE(O,FORMAT('('-DD,DDS') ') , ZEROHOURS) ; 
WRITETERT("("HOURS' (thor) 14) 1f 
N:=READ; 
'BEGIN! 

‘REAL! 'ARRAY' ARRTIME,DEPTIME[1:N]; 
‘INTEGER! 'ARRAY!' DAYARRIVAL, DAYDEPARTUREL 1:N]; 
'FOR' I:=1 'STEP' 1 'UNTIL' N 'DO! 
‘BEGIN! 

DAYARRIVAL[ I] :=READ; 
ARRTIME[I]:=READ; 
DAYDEPARTURE[ I] :=READ; 
DEPTIME[I] :=READ; 

TEND!; 

'FOR'! I:=1 'STEP' 1 'UNTIL' N 'Do! 
'BEGIN! 

‘FOR! J:=1 'STEP' 1 'UNTIL' N 'DO! 
'BEGIN! 

IME: =(DAYDEPARTURE[ I] -DAYARRIVAL[ J]) #24+DEPTIV 
[I]-ARRTIME[J]+168 

'IF' TIME>T1 'THEN' TIME:=TIME=168; 
'TF!' TIMECT2 'THEN' TIME:=TIME+168; 
WRITE (0,FORMAT('('=NNNNND.DD')') ,TIME) ; 

  

   

      

  

3 

TEND! ; 
NEWLINE (2) ; 

'END'; 

TEND! : 

: ‘GoTo! 11; 
=ND' 3 
eK
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PROGRAM NO, 4 

BEGIN! 'COMMENT' TRANSPOSED WEEKLY TIMEMATIX; 
‘INTEGER! I,J,N,ZERODAY; 
‘REAL! ZEROHOURS,T1,T2, TIME; 
‘COMMENT! 
THE DATA CARDS SHOULD BE PREPARED AS FOLLOWS: 
crty // 
(THAT IS, A TITLE TERMINATED BY //) 
DAY OF WEEK AND TIME OF DAY FROM WHICH TIME IS TO START 
(SUNDAY=1, MONDAY=2,...++++SATURDAY=7 MIDNIGHT IS 24,00 HOURS) 
NUMBER OF ARRIVALS CONSIDERED (SIZE OF MATRIX) 
FOR EACH AIRCRAFT THE DAY OF WEEK CODE NUMBER OF ARRIVAL, TIME OF 
ARRIVAL IN HOURS PAST MIDNIGHT, CODE OF DEPARTURE DAY, AND 
DEPARTURE TIME IN HOURS PAST MIDNIGHT; 

Ll: NEWLINE(1); 
COPYTEXT('(1//1)"); 
T1:=READ; 
T2:=READ$ 
ZERODAY :=READ$; 
ZEROHOURS :=READ$ 
NEWLINE (4) 5 
WRITETERT ( # ( oe eee )s 
WRITE (0, FORMAT oO ss") 1) , ZERODAY) ; 
WRITETEXT(! (tar)! 
WRITE(O, FORMAT (! (ubp, DDS!) ') ZEROHOURS) 5 
werrerekr (" (tHouRS! ('4ct)'t)1); 

=READ; 
TBEOIN' 

‘REAL! 'ARRAY' ARRTIME,DEPTIME[1:N],C[1:N,1:N]; 
INTEGER’ 'ARRAY' DAYARRIVAL,DAYDEPARTUREL1:N]; 
'FOR'! I:=1 'STEP' 1 'UNTIL' N 'Do! 
'BEGIN! 

DAYARRIVAL[ I] :=READ; 
ARRTIME[ I] :=READ; 
DAYDEPARTURE[ I] :=READ; 
DEPTIME[ I] :=READ; 

'END'; 

'FOR' T:=1 'STEP' 1 'UNTIL' N ‘DO! 
'BEGIN'! 

'FOR' J2=1 'STEP' 1 'UNTIL' N ‘Do! 
'BEGIN! 

TIME:=(DAYDEPARTURE[ I] -DAYARRIVAL[ J]) *24+DEPTIMI 
[I]-ARRTIME[T]+168; 

(TF! TIMEDT1 "THEN! TIME:=TIME=-168; 
'IR! TIMECT2 'THEN' TIME:=TIME+168; 
C[I,J]:= TIME ; 

  

TEND! ; 

TEND! 3 

WRITETEXT(! ("TRANSPOSE '('ect)'t)'); 
'FOR' I:=1 'STEP! 1 'UNTIL' N 'DO! 
' BEGIN! 

'FOR! J:=1 'STEP' 1 'UNTIL' N ‘Do! 
PRINT (C[J,1],2,2)3
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PROGRAM NO. 5 

"TRACE! 2 
'BEGIN! 

‘COMMENT! TRANSPORT PROGRAM; 
‘INTEGER! I,J,M,N,INF,COST; 
'PROCEDURE!' TRANSPORT (C,X,A,B, M,N, INF, COST) ; 
'VALUE' M,N, INF; 
‘INTEGER! M,N, INF, COST; 
'INTEGER' 'ARRAY' C,X,A,B; 
'BEGIN! 

'INTEGER' I,J,P,H, : BY, Ls 
'INTEGER! "ARRAY! XSJ,S,R, LISTV[1:N],U,XIS,D,G,LISTU[1:M]; 
"BOOLEAN! 'ARRAY! wih 1s 33 
‘INTEGER! 'PROCEDURE! SUM(I,A,B,X); 
'VALUE' A,B; 
'INTEGER' 1I,A,B,X; 
'BEGIN! 

‘INTEGER! S; 
S := 0; 
SELECTOUTPUT (0) ; 

'FOR' I := A ‘STEP! 1 'UNTIL' B 'Do! 
Ss :3= S+X; 
SUM := S 

'END'; 

'FOR'! I 
xIs[ I] 
'FOR! J 
XsJ[J] 

'FOR! I 
'BEGIN! 

H 3: 

od 1 'UNTIL' m 'Do! 
1 . 

1 ‘STEP! 1 'UNTIL' N ‘Do! 
B[J]; 
1 ‘STEP? 1 'UNTIL' M ‘po! 

  

1 'STEP' 1 'UNTIL' N 'DO! 

1 'STEP! 1 'UNTIL' N ‘DO! 
= 'IF! O[1,J] =H 'THEN' 'TRUE' 'ELSE' 'FALSE! 

'FOR! J := 'STEP' 1 'UNTIL' N ‘DO! 

'FOR' I := 1 'STEP' 1 ‘UNTIL! M ‘Do! 

‘IF! XB[I,J] 'THEN' 

pit]:=P:=c[1,J] = ult];
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P.NO.5) Contd. 

‘IF! PCH 'THEN' H := P 
‘END! 

vig] t= 
'POR' I := 1 'STEP' 1 'UNTIL' M 'po! 
'BEGIN! 

'IF' D[I] =H 'THEN' XB[I,J] := ‘TRUE! 
'END!s; 

AA:'END! via]; 
'FOR! 1 1 'UNTIL' N 'po! 
LISTv[ J] 

'FOR! 1 'UNTIL' M 'po! 
LIsTu[T] 0; 

S2: 'FOR' I := 1 'STEP' 1 'UNTIL' M 'Do! 
'BEGIN! 

'FOR' J := 1 'STEP' 1 'UNTIL' N 'DO! 
'BEGIN! 

'IF' xXB[I,J3] ‘THEN! 
‘BEGIN! 

H s= X[I,J] := 'IF! Xs3[J]  'LE' xXIs[I] ‘THEN! 
XS[J] 'ELSE' xIs[T]; 

xXsJ[J] := xsa[J] - H; 
XIs[I] := xts[I] - 4; 

'RND! 

SUM(J,1,N,XSJ[J])=0 'THEN' 'GoTO' S6; 
J := 1 'step' 1 tunrr' n ‘por 
s= RL J] t= 03 
0; 
13 

T= 1 'STEP' 1 "UNTIL! M ‘Do! 
"BEGIN! 

'IF' XISs[I] >o 'THEN! 
'BEGIN! 

D[I] := xIs[I]; 
G[I] := 2N; 

'FOR' J := 1 'STEP' 1 'UNTIL' N ‘Do! 
'BEGIN! 

'IF' XB[I,J] 'AND' R[J]=0 'THEN! 
'BEGIN! 

s[J] := D[T]; 
Rise Ts 
LISTV[K] := J; 
K s= K+13 

'IF' xsJ[J] > H 'THEN! 
'BEGIN! 

; 

‘END! 

‘END! 

TEND! 

'END' 'ELSE' D[I] := G[1] := 0 
"END! 3
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P.NO.5) Contd. 

$53: 'IF' K+! 'THEN' ‘GoTo! $13; 
Lt= 13 

'FOR' K t= 1 'STEP! 1 'UNTIL' N ‘Do! 
'BEGIN! 

J := LISTVIK]; 
LISTV[K]:= 0; 

‘TF! J=0 'THEN' "GOTO! $33; 
'FOR' I := 1 'STEP' 1 'UNTIL' M 'DO! 
‘BEGIN! 

'IF' xB[I,J] ‘anp' x[I,J] > 0 'AND' G[I]=0 'THEN! 
‘BEGIN! 

v[T] 

$33: 'IF' L =1 'THEN' 'GOTO! S13; 

‘FOR! L := 1 'STEP! 1 'UNTIL' M 'Do! 
'BEGIN! 

Tis= ees 
LIsTu[] 

‘TR! Teo 'THENE tcoTO! sl3; 
'FOR' J t= 1 'STEP! 1 ‘UNTIL! N ‘Do! 
'BEGIN! 

'TF! xB[I,J] 'aND' R[J] = 0 'THEN! 
'BEGIN! 

K ¢= K+13 : 

‘tr! xsg[J] > H ‘THEN! 
'BEGIN'! 

H := xsg[J]; 
Pes J 

‘END! 

'RND! 

‘END! 

‘END! 5 . 

si3: 'GOTO' $53; 
$13: 'IF!' H>O 'THEN!' 'coTO' S4 'ELSE! 'IF! ys 1,N,XSJ[J])=0 

‘THEN! ‘oro tphse! "GOTO! $5; 
sh: 

S41: 

   

   
F' s [K]< xsu[K] 'THEN' S[K] 'ELSE' XsJ[K]; 

= x[Y,K] + H; 
= xrsty)-4; 

XSJ[K] =H; 
T ge ety; 

'TF! T=2*N 'THEN' 'GOTO' S03; 
XLY,T] s= X[Y,T] -H; 
XIS x xasty} +H; 
xss(T] := xsg[T] +8; 
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K = ee 

'GoTo' S41; 
S5:H := INF; 

‘ROR! I : 

'FOR' J 
'BEGIN! 

'IF' G[T] 'NE' 0 'aND! R[J]=0 'THEN! 
'BEGIN! 

P := C[1,3] - u[q] - vig); 
'IF' P < H 'THEN' He= P 

'END! 

‘END! ; 

'FOR' I := 1 'STEP! 1 ‘UNTIL! M 'po! 
'BEGIN! 

'IF' G[I] 'NE' 0 'THEN' U[I]:=U[I] +H 
‘END! ; 

'FOR' J := 1 'STEP! 1 'UNTIL' N 'po! 
'BEGIN! 

'tF' R[J] 'NE' O 'THEN' v[J]:=v[J] - H 
"END! ; 

'FOR' I := 1 'STEP' 1 'UNTIL' M 'po! 
‘FOR! J 1 'STEP' 1 'UNTIL' N_'Dpo! 
xB[I,J] := c[I,g] = ult] + vis]; 
‘goto? s03; 

$6: 2COST = SUM(I,1,M,A[I]*U[I]) + suM(J,1,N,BlI]* v[s]); 

cob rnex*( ")St)'); 
INF : 

‘TF! inr<o. . icumnt 'GOTO' Le 'ELSE! 
N := READ; 
M := READ; 

"BEGIN! 
NINTEGER' "ARRAY' a[1:M],Bl1:N],CL1:M,1:N],X[12M,1:N]; 

1 'STEP' 1 'UNTIL' M 'po! 
1 'STEP' 1 'UNTIL' N 'DO!         

    

  

'FOR' I := 1 'STEP' 1 'UNTIL' m’'po! 
'FOR' J := 1 'STEP' 1 'UNTIL' N 'po! 
c[I,J] := READ; 

'FOR' T := 1 'STEP! 1 'UNTIL' Mm ‘Do! 
ALI] := READ; 

‘FOR! J := 1 'STEP' 1 'UNTIL' N 'DoO! 
B[J] := READ; 
TRANSPORT(C,X,A,B,M,N,INF,COST) ; 
NEWLINE (3) ; 
'FOR' I s= 1 "STEP! 1 'UNTIL' M 'po! 
'FOR' J := 1 'STEP' 1 'UNTIL' N 'Do! 
'BEGIN! 

NEWLINE ee 
PRINT(C[1,J],10,2) 3 
PRINT(A att, 16,01 
PRINT(B[J],10,0 
PRINT (X[I, 5], 10 0); 
PRINT(COST, 10,233 — 

‘END! ; 
'END'; . 

L233 
'tEND! ; 

KEKE 

w
e
e
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PROGRAM NO.6 

'BEGIN! 'COMMENT! INTEGER PROGRAMMING; 
‘INTEGER! I,J,M,N,COUNT; 
‘INTEGER! INF; 

"PROCEDURE! IMPLEN(M,N,A,X,API,NOSOLN, COUNT, INF) ; 
'VALUE' M,N, INF; 
‘INTEGER! M,N, COUNT, INF; 
'ROOLEAN' API, NOSOLN; 
'REAL' "ARRAY! As 
'INTEGER' 'ARRAY! X; 

‘BEGIN! 
'INTEGER' I,J,K,IA,E,D,MAX,LC; 
'REAL! Z,R3 
‘BOOLEAN! NULL; 
'INTEGER' 'ARRAY' S,v[1:N]; 
'INTEGER' 'ARRAY' Q[1:N]; 
‘IF! API ' THEN! 

'BEGIN! 
E 3s= 03 

'FOR' J := 1 'STEP' 1 "UNTIL! N 'DO! 
‘IF! x[g] = 0 "THEN! 
vig] := 0 ‘ELSE! 

'BEGIN! 

'STEP! 1 ‘UNTIL! M ‘Do! 
1,0] + alI,J]; 

    

1 'UNTIL' N 'Do! 

E s:= 03 
Lo: NOSOLN := 'TRUE'; 

COUNT ; 
A[O,0] INF; 

START: COUNT := COUNT + 1; 
'FOR' I:=1_'STEP! 1 'UNTIL' M ‘DO! 
'TF' a[I,0] < 0.0 'THEN' 'GOTO' FORMAT; 
'GOTO' INCUMBENT; 

FORMAT: NULL :='TRUE! ; 
'FOR' J := 1 'STEP' 1 'UNTIL' N ‘Do! 

'BEGIN! 
‘IF! tnot! (v[z] = 0 'anp! alo,g] + z < alo,ol) 
'THEN' 'GOTO! Li; 
'FOR' K t= I 'STEP' 1 'UNTIL' M ‘Do! 
'TF' a[K,O] < 0.0 'AND! AlK,J] > 0.0 'THEN! 

'BEGIN' NULL := 'FALSE'; 
vig] := 1; 
‘GoTo! 11 
'END'; 

Lis 'END'; 
'IF!' NULL 'THEN' 'GOTO' NEWS; 
'FOR' K:= I. 'STEP' 1 'UNTIL' M 'po!



P.NO.6) Contd, 

Le: 

"BEGIN! 
'IF' a[K,o] > 0.0 'THEN' 'GOTO! Le; 
Ql1] := alk,o 

'FOR' J := 1 ia 1 ‘UNTIL! N 'Do! 
'IF' v[J] = 1 'aND' A[K,J] > 0.0 ' THEN! 
Qi] := Qf1] + alx,a]; 

'IF' Q[1] < 0 'THEN! 
'GOTO' NEWS; 

'END' ; 

MAX := =INF; 
'FOR' J := 1 'STEP' 1 'UNTIL' N 'po! 

"BEGIN! 
‘IF! v[J] 'NE' 1 'THEN! 
"GOTO! 13; 

Q[J] := 0.0; 
'FOR' I := 1 'STEP' 1 'UNTIL' M ‘po! 

"BEGIN! 

RESET: 

INCUMBENT: 

NEWS: 

R := A[I,O] + aAli,J]; 
'IF' R ¢ 0.0 'THEN! 

oe ee +R; 

‘TF! MAX 'LE' Q[g] ‘THEN! 
"BEGIN! 

MAX := Q[J]; 
D := J; 

! ' ae END! 
LC := INF; 
'FOR' J:= 1 'STEP! 1 'UNTIL!' N 'po! 

‘IF! MAX = QJ] 'THEN! 
"BEGIN! 

'IF' Le > alO,J] 'THEN'; 
'BEGIN' 

1 'STEP! 1 'UNTIL' N 'DoO! 
‘rr! v[o 1 "THEN! 

  

'FoR! 1.'STEP' 1 'UNTIL' M 'DO! 
A[I,O] := A[I,o] + IA * A[I,D]; 
Z:= Z+ IA * AlO,DI; 
'GoTO' START; 
NOSOLN := 'FALSE!; 

‘TF! Z 'GE! A[O,0] 'THEN' 
'GOTO' NEWS; 
A[o,0] := 2; 

'FOR! J := 1 'STEP' 1 'UNTIL' N 'Do! 
X[J] := 'IF' v[J] = 3 'THEN' 1 'ELSE! 

'IF' E = 0 'THEN! 

(x.)
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'GOTO' RESULT; 
IA: D := S[E]; 

'IF' D> O 'THEN! 
‘GoTo! oes 
V[-D] := 0; 
Et=E- 1 

'goTo! NEWS; 
UNDERLINE: 

RESULT: 

  

"BOOLEAN! API, NOSOLN; 
'BEGIN! 

COPY Texr ('(')')*); 
NEW LINE (2); 

INF := READ; 
M := READ; 
N := READ; 
API := 'FALSE'; 

"BEGIN! 
"ARRAY' A[OsM,O:N]3 
‘INTEGER’ ‘ARRAY? X[1:N]; 
'FOR' I := 0 'STEP! 1 'UNTIL' M 'po! 
'FOR' J 1 'STEP' 1 'UNTIL! N 'DoO! 
A[I,g] READ; 

'FOR' I 1 'STEP! 1 ‘UNTIL! m ‘po! 
A[I,O] := READ; 
IMPLEN (M,N, A, X, API ,NOSOLN, COUNT, INF) ; 

‘IF! NOSOLN’ "THEN! 
"BEGIN! 

WRITETEXT('('NOLOLN')') ; 
t. 

  

3 
'FOR' J := 1 'STEP' 1 'UNTIL! N 'Do! 
PRINT(X[J],3,0 
NEWLINE (533 
'FOR' I 3= 1 'STEP' 1 'UNTIL! M 'po! 
PRINT(a[I, 0],3,0); 
NEWLINE (5); 
PRINT(AL0,01,3,2) 3 
NEWLINE (5) ;” 
PRINT (COUNT, 10,0) 5 

"END!; 

KEKE
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PROGRAM NO. 7 

LIst (LP) 
PROGRAM (ASSIGNMENT) 
INPUT 1=CRO 
OUTPUT 2=LPO 
TRACE 2 
END 

MASTER SEGMENT 
INTEGER X 
DIMENSION D(20,20), x(20) 
COMMON N,D,X 
READ (1,102)M 
DO 40 II=1,M 
READ(1 ioaicuar 
FORMAT(A8 
WRITE(2, 104) CHAR 
FORMAT(1H ,A8) 
WRITE(2,101) 
FORMAT (/// 
READ(1,102)N 
FORMAT (IO 
Te) (oi, 1) “stor 
CALL MAINLOOP 
CONTINUE 
stop 

END 

SUBROUTINE MAINLOOP 
INTEGER X 
DIMENSION D(20,20), X(20) 
COMMON N,D,X 
eee 
READ: (1,101) ((D(1,2), .J=1,N). I=1,N) 
FORMAT (10000F0.0) 
CALL ASSIGNMENT 
WRITE (2, 102) X 
FORMAT(1H ,15) 
WRITE(2, 103) 
FORMAT (/) 
RETURN 
END 

(xii) 
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11 

12 
13 
15 

16 

17 

18 

SUBROUTINE ASSIGNMENT 
INTEGER C,CB,R,Y,FLAG,CBL,CL,CLO,RL,RS,SW,X 
REAL MIN 
DIMENSION D(20,20) ,X(20) ,c(20) ,cB(20) ,LAMBDA(20) ,MuU(20) ,R(20), 
1¥(20) ,A(20,20) 
COMMON N,D,X 
DO 5 I=1,N 
MIN=D(T, 1) 
DO { J=2,N 
IF (D(I,J) .LT. MIN) MIN=D(I,J) 
DO 2 J=1,N 
A(I,J)=D(T, 3) -MIN 
CONTINUE 
DO 10 J=1,N 
MIN=A(1,33 
DO 6 I=2,N 
IF (A(I,J) .LT. MIN) MIN=A(I,J) 
DO 7 I=1,N 
a(,3)=att, 3) -MIN 
CONTINUE 
DO 11 T=1,N 
X(I)=0 
¥(I)=0 
CONTINUE 
DO\13' T=1,N 
DO 12 J=1,N 
IF (A(1,d} .NE. 0.0 .OR. X(I) .NE. 0 .OR. ¥(3) .NE. 0) GO TO 1% 
X(I)=o 
X(T) =2 
CONTINUE 
CONTINUE 
RL=0 
Ci=0 
RS=1 
FLAG=N 
DO 16 I=1,N 
mu(I)=0 
LAMBDA(I)=0 
IF (X(I) .NE. 0) GO TO 16 
RL=RL+1 
ae 
MU(I)==1 
FLAG=FLAG=1 
CONTINUE 

IF eee -EQ. N) RETURN 
I=R(RS) 
RS=RS+1 
DO 18 J=1,N 
IF (a(I,J) .NE. 0.0 .OR. LAMBDA(J) .NE. 0) GO TO 18 
LAMBDA(J) =I 
CL=CL+1 
c(cL)=s 
IF (¥(J) .EQ. 0) GO TO 30 

mu(Y(s))=I 

CONTINUE
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19 

22 

24 

25 

RR
 

30 

31 

32 

HHEK 

IF (RS .LE. RL) GO TO 17 
SW=1 
CLO=CL 
CBL=0 
DO 19 J=1 
IF (eawepa (7) »NE. 0) GO TO 19 
CBL=CBL+1 
CB(CBL)=s 
CONTINUE 
MIN=A(R(1),0B(1)) 
DO 21 K=1,RL 
DO 20 L=1,CBL 
MIN=MINO (MIN, A(R(K) ,CB(L))) 
CONTINUE 
CONTINUE 
DO 27 I=1,N 
IF seri?) she 0) GO TO 23 
DO 22 
nie “oy 2aC, C(L))+MIN 

> 26 Tt, CBL 
otek CB (yma 

oe to (2 ae 28,30) 
TF (a(1,cB (2) Nee 7 .OR. LAMBDA(CB(L)) 
LAMBDA (CB(L, 
IF (¥(CB(L)) .NE. 0) GO TO 25 
J=CB(L) 
sw=2 
GO TO 26 
CL=CL+1 
¢(CL)=cB(L) 
RL=RL+1 
CONTINUE 
CONTINUE 
GO TO (28,30) SW 
IF Cu .Q. CL) GO TO 17 
L=CLO+1 

mCrto(t)})=0(2) 

a (x(2) .NE, 0) GO TO 32 

DO ae I=1,N 
SUT) 2nQ. 0) GO TO 15 

RETURN 

3=X(T) J=%(T 
X(I) =k 
GO TO 30 
RETURN 
END 
FINISH 

(xiv) 

.NE, 0) GO TO 26



(xv) 

PROGRAM NO. 8 

'BEGIN! ‘COMMENT! SUM OF SQUARES AND PRODUCTS 
'REAL' A,B,C,D,E,Y,X1,X2,X3,X4, SIGMAX1X2, SIGMAX1X3, SIGMAX1xX4, 

SIGMAX2X3, SIGMAX2xX4, SIGMAX3X4, 
SIGMAYX1 , SIGMAYX2, SIGMAYX3, 
SIGMAYX4; 

‘INTEGER! I,N; 
SELECTOUTPUT (0) ; 
Az=B:=C:=D:=E: =SIGMAX1X2:=SIGMAX1X3 : =SIGMAX1X4 :=SIGMAX2X3 

2=SIGMAX2X4:=SIGMAX3X4:=SIGMAYX1 :=SIGMAYX2:=SIGMAYX3 
2=SIGMAYX4:=0; 

N:=READ; 
'FOR' I:= 1 'STEP' 1 'UNTIL' N 'Do! 

"BEGIN! 

    
B+X1#*X13 
C+X2*X23 
D+X3*X3 5 

Er= E+X4*xu; 
SIGMA X1X2 := 
SIGMA X1X3 

SIGMAX1X2 + X1#X2; 
SIGMAX1X3 + X1*X3; 

  

STIGMA x1x4 
SIGMA X2x3 
SIGMA xexd 
SIGMA X3X4 

    

SIGMAX1X4 + X1*x4; 
SIGMAX2X3 + X2*X3; 
SIGMAX2xX4 + xexxh; 
SIGMAX3X4 + X3*X4; 

SIGMAYX1 :=SIGMAYX1+Y*X1 ; 
SIGMAYX2: =SIGMAYX2+Y*X2; 
SIGMAYX3 :=SIGMAYX3+Y* X35 
SIGMAYX4 :=SIGMAYX4+Y*«X4 ; 

'END!; 

WRITETEX 
NEWLINE ( 
PRINT (C, 
WRITETE B

R
O
 

e
e
e



(xvi) 

P.NO. 8) Contd, 

NEWLINE(1) ; 
PRINT (SIGMAX1X2,4,4) ; 
WRITETEXT('t ('=SIGMAX1X2"') ') 5 
NEWLINE (1); 
PRINT (SIGMAX1X3,4,4) ; 
WRITETEXT (" ('=SIGMAX1X3')') ; 
NEWLINE (1); 
PRINT (SIGMAX1X4,4,4) ; 
WRITETEXT('('=SIGMAX1X4") ') 5 
NEWLINE (1); 
PRINT (SIGMAX2X3 4,4) 5 
WRITETEXT(' ('=SIGMAX2X3')') 5 
NEWLINE (1); 
PRINT (SIGMAX2X4 4,4) ; 
WRITETEXT(' ('=SIGMAX2X4')") 5 
NEWLINE (1); 
PRINT (SIGMAX3X4,4,4) ; 
WRITETEXT ('('=SIGMAX3X4")') 5 
NEWLINE (1); 
PRINT(SIGMAYX1 4,4) ; 
WRITETEXT('('=SIGMAYX1')'); 
NEWLINE (1); 
PRINT (SIGMAYX2 4,4) ; 
WRITETEXT(! ('=SIGMAYX2') '); 
NEWLINE(1) ; 
PRINT (SIGMAYX3 ,4,44) ; 
WRITETEXT(!('=SIGMAYX3') ') ; 
NEWLINE (1) ; 
PRINT(SIGMAYX4 4,4) ; 
WRITETEXT ('('=SIGMAYX4') ') ; 

‘END! 

KEKE



(xvii) 

PROGRAM NO. 9 

'BEGIN! 'COMMENT! INVERT PROGRAM; 
‘INTEGER! N,I,J3; 
‘PROCEDURE! INVERT(A,N,FAIL) ; 
'VALUE' N; 
' ARRAY' A; 

‘INTEGER! N; 
'LABEL' FAIL; 

'BEGIN! 
'REAL' BIGAII, TRUE; 
"INTEGER! 1,J,K; 

'REAL' 'ARRAY' P,Q[1:N]; 
'BOOLEAN' 'ARRAY' R[1:N]3 
'FOR! 'sTEP' 1 'UNTIL' N 'DO' R[I]:= 'TRUE'; 

GRAND LOOP: 
'For! 'STEP' 1 'UNTIL' N 'Do! 

  

SEARCH FOR PIVOT: 
BIGAII3=0; 
'FOR! J:=1 'STEP' 1 'UNTIL' N 'po! 
"BEGIN! 
‘TF! R[J] 'aND' aBS(A[J,J]) > BIGAJI ‘THEN! 

'BEGIN! 
BIGAJJ := ABS(A[J,J]); 
Kw J 

'END!; 

‘END! 
'TF! BIGAJT =0 'THEN' 'GOTO! FAIL; 

PREPARATION OF ELIMINATION STEP I: 
RIK] := 'FALSE'; 
Qik] := 1/alK,K1; 
P[K] := 1; 
ALK,K] := 0; 

'FOR' J:=1 'STEP' 1 'UNTIL' Ke1 'Do! 
"BEGIN! 

P[J] := alJ,k]; 
alg] := a R[J] "THEN' -A[J,K] 'ELSE' alJ,K]) * 

QlK]; 
A[J,K] := 0 

‘END! ; 

'POR! J:= K+1 'STEP' 1 'UNTIL' N 'Do! 
'BEGIN! 

P[J] := 'IF' R[J] 'THEN' A[K,J] 'ELSE' ~a[K,J]; 
Qlz] := -A[K,J] * QIK]; 
ALK,J] := 0 

‘END! ; 

ELIMINATION PROPER: 
‘FOR! J:= 1 'STEP' 1 'UNTIL' N 'DO! 
'FOR' Kr= J_'STEP!' 1 'UNTIL' N 'Do! 

Alg,K] := alg,K] + Pls] * Q[K] 
'END' GRAND LOOP 

'END! INVERT(A,N,FAIL) ;



P,NO.9) Contd. 

N:=READ; 
'BEGIN' "ARRAY! A[1:N ,1:N]3 

'FOR! I:=1 'STEP' 1 'UNTIL! N 
'FOR! J:=1 'STEP! 1 'UNTIL! N 
A[I,J] := READ; 
INVERT(A,N, FAIL) ; 
'FOR' I:=1 'STEP! 1 'UNTIL! 
'FOR!' J:=1 'STEP' 1 'UNTIL! 
NEWLINE (2); 
'FOR' I:=1 'STEP' 1 'UNTIL! 
'FOR' J:=1 'STEP' 1 'UNTIL! 

'BEGIN' 
PRINT(A[I,J],2,4); 

‘END! ; 

NEWLINE(1); 
'goto! 1; 

FAIL: WRITETEXT ('('SYSTEM I 
Lis 'END' ; 
TEND! 

   

(xviii) 

'pot 
Ipg! 

N-1 'po! 
N 'po! 

N 'Do! 
N 'pot 

NSOLUBLE')') ;



PROGRAM NO, 10 

'BEGIN' ‘COMMENT! MEAN; 
"INTEGER! I,N; 

SELECT OUTPUT (0) ; 
NEWLINE(10) 3 

L1..2 

os ‘END! 3 
BEM 

Ns:=READ3$ 
'BEGIN! 

‘REAL! SUM, MEAN; 
"ARRAY! A[1:N]; 

SUM:=0; 
'FOR' I= 1 'STEP' 1 'UNTIL' N 'po! 

'BEGIN! 
A[I]:= READ; 
SUM := SUM + a[T]; 

"END! 3 

MEAN := SUM/N; 
PRINT (MEAN, 2,3) 5 
NEWLINE (2) ; 

"GoTo! 11; 
'END'; 

(xix)



P.I.A. TIME TABLE



WESTERN SECTOR 

EAST BOUND FLIOITS ALL LOCAL TIMES ARE TAKEN 

  

  

  

                          

— 
tie YON TUE TH I FRI SUN : 

ren PK 70% | PK 703 Px 709! px 714 [px 713 | Px 715 PK 719] PK 724° ont 
' 

419 | ARACHEes | 7230 | 7-30 7-30 | 00-45 | 7-30 |oomis 00045 | 7-30 
arr ans Bhs Bhs 1/2 TEHERAN 2M) dep 9-50 9-50 9-50 | 2 

i arr | 7-55 
i coy DHAHRAN 

| dep | 8-35 
t 
! arr 9-25 ; 2 es 10-15 

| 
ie arr 

2005 \ +3 dep 
3-00 

3 arr 3-55 3655 { CAIRO 955 dep 435 435 
arr | 9-55 | 10-0 10-15 | r0-15 |) °| BEIRUT 42 dep_|tonto | 11255 11505 11-05 |! 
err 12025 12h 12=h0 ISTANBUL 

. bette dep 13-20 13-35 13-35 | 
arr 6-45, 6ah5 i ROME, 

+2 dep 1-25 7-25 4 2 
coe” 

15-35 15-35 “ dep 16015 16-15 |! 
ia arr 
Bi dep 

pant: arr 
B10 7-55 B10 3 

- fer 8-55 6-40 6-55 
dare | 13-40 | 18055 15-15 

ca dep | 18430 | 15-45 16-05 

ae arr | 15-50 | 17-05 17-25] 9655 ‘| 17-35 9-55 [17-35    



WEST BOUND FLIONTS ALL LOCAL TIMES ARE TAKEN 

(41) 

  

  

  

    
  

                    

‘TIME ON TUE WED THU ‘PRI SAT ‘SUN 

vROM rk 722 |PK 702 [rR 704 [PK 706 |PK 708 |PK 710 | PK 712| PK 714| PK 716 | PK 718 | PR 720 
OMT 

LY TONDO g [12K5 [izes | 9-00 | 12085 | 12-45 | 9-90 | 12-85 | 9-00] t2—5 | 9-00 | 12-45 

ace 14-05 18-05 105 [10-20 14-05 
ha eds hes thet thes [11-10 haao5, 

err [13-45 10-00 10-00 13-45 

+8 zeos a 4-30 _ (Oaks, 10-45, 1ha30 

; }20-00 

2 21-00, 

arr 105 10-25 
GENVA 

rH dep hats, 11-05, 

: arr 13=25 1 5 3-25, 
+2 ded keto 1he10 

arr [18-40 18-30 Beto Beto | 1he50 
42 ISTANBUL, 

dep [19-45 19-20 9-35 1935 |15~35 

¥ arr 19-30 20=! 1 v Y 
v2 | Bernur is 50 19-40 555 7205 

: sep jeo-20 21-40 [20-30 16-45 17955 

. arr || 17-55 17! aml ccarg 55 7-55 
: dep 18ehs Bas, 

a 22055 220! . +43 | BAGHDAD se) 
dep |-23-35 23-35 

arr 
l*3 KUWAIT ‘neon 

dep }00=20 

arr P3=35 1-10 
3 DHAHRAN 

dep 00-15 1250 

3 1/2! arr VeI5 (00205 21620 

. dep 1955 Comhs, 22-00 

arr TUE WED mo ‘SAT ‘SUN ‘ON 
= 50 | be 2-00 | 4-35 Jay |anacur | #950 | BBS | 1910 [5-59 bats | 1930 [6-10 | 23-50 | 4-50 3      



(4114) 

Persion Gulf = Karachi Sector 

  

  

  

TIME | jieDésuw THU MON 

ae l» . 45 |PK 207 PK 209 
amr eet? 

+5 KARACHI dep | 9=15 9-15 9-15 

arr 11815 
43 JEDDAH 

dep q 

arr 10=00 

+4 DUBAI 
dep | 10-40 

arr 11225 
+4 DOHA : 

dep 12-05 

arr 12=35 10-40 
+4 BAHRAIN 

dep Z 11-20 

+3 KUWAIT arr 11215         
     



(iv) 

  

  

  

    

ITIME 
D= SUN | THURSDAY MONDAY 

bere PK 744 6 8 our 7 PK 20 PK 20 

| 43 KUWAIT dep a BeO0 

| arr 
| dy DOHA 
| dep 12=05 

arr 12=35 
+h BAHRAIN 13=50 

dep 13=25 14=30 

ih DUBAI arr 14=20 

dep 15-00 

arr | 
43 JEDDAH ; . } 

dep | 12205 } 

| 
45 KARACHI arr 17-45 17-45 | 17-45 i         
 



Dacca = Bongkok - China = Sector 

(v) 

  

  

  

    
  

  

  

  

          

Nel THURSDAY SATURDAY 

| FROM PK 750 | PK 706=A| PK 752 | PK 712A 

ee DACCA dep 8-30 | 13-30 8-30 13-30 

| arr ; 16245 

| 47 BONGKOK 
16=45 

dep 

arr | 13=45 
+8 CANTON 

dep | 14-45 

arr | 16-30 
+8 SHNGHAT THelt5 

TIVE 
THURSDAY SATURDAY 

FROM 

our PK 711-4) PK 751 _|PK 719=A_| PK 753 

48 SHANGHAI dep 18-00 16-20 

arr 18=10 

CANTON 
rc dep 19=10 

arr 

+7 BONGKOK 
dep | 18-00 18-00 

5 DACCA arr | 19-45 |20=25 19-15 20-25   
  

 



(vi) 

Maracht 
© 

Dacca 
Sector 

 
 

PONDAY 
TUESAY 

MEDNESDAY 
‘THURSDAY 

FRIDAY 
SATURDAY 

“SoNDAY. 
PR 

724 
[PX 

730] 
PK 

738 
|PK 
7
2
3
 

[Fx 
730 

PR 
734 

PR 
724 

PR 
730|PK 

738 
PR 

704 
[PR 

706 
[PR 

725] 
PK 

730 
[PR 

73 
JKARACHT 

dep] 
6-30 | 

8-30] 
18-00 | 

6-30 | 
E30 

 
 

Px 
TropK 

712 
[Px 

736| 
Px 

724 lex 7
3
0
]
 

PR 73 
6-3. 

| 
830 

| 
18-00 

| 
3-30 | 

8-30 
| 

6-30] 
@30 

[11-15 
3-30] 

&30] 
11-15] 

6-30 
| 

G30] 
11615) 

 
 

  

  
  

  
  

  
  

  
  

  
  

  
  

  
paces 

arr | 
toto 

| 12-ho/ 
22-10 | 10-40 | 

12-80} 
15-25] 

toto | 
12-ho | 

22010 | 
7240 | 

1290 
ro-ko| 

rasho | 15-25 
T=Ho| 

12-40 | 
15-25] 

1o-to 
}12-40] 

15-25 
 
 

 
 

s
e
 

TUESDAY 
WEDNESDAY 

ruurspay 
[
F
R
I
D
A
Y
 

‘SATURDAY 
SUNDAY 

[Pe 
731 

[PK 
723 fre 737 

[PK 
731] 

FX 
737 

PK 
T24PR 

731 
[ozs 

bx 
737 

lpx_735|Px 
711|ex 

731 
Px 

735 
[PR 

723 | 
PX 

735 
|PX 

735|PK 
719/PK 

731 
PK 

735|PK 
729 

est 
 
 

 
 
 
 

 
 

    
BACCA 

Gap} 
13-45) 

19-15] 
Z-10 

[13-45 
[15-39] 

19-15] 
13-05] 

19-15] 
23-10] 

eo-t0] 
eim15] 

13-85 | 
1é-a0 

19-15 
f 

16-30 | 
20-10 | 

21-15] 
13-45 

|16-30| 
19-15 

i 
jp RArAcut 

arr 
|16-co | 

21-30/ 
1-25 

|1€-00 | 12-5 | 
21-30] 

16-00 | 
21-30] 

1-25 | 22-25] 
23-30| 

16-00 | 
18-45 | 2-30 

1845 
| 22-25 | 

23-20 | 
16-00 

|18-45 | 
21-30   

  
  

  
    

    
  

  
  

  
  

  
  

  
  

  
  

  
  
 



  

(vii) 

  

  

              
  

  

  

  

DACCA = LAHORE SECTOR 

TIME MON TUE WED FRI SUN 

FROM j 
Gur PK 725 | PK 725 |PK 725 | PK 725] PK 725 

hee DACCA dep | 11=50 11-50 11<50 11-50 11-50 

+5 “LAHORE arr [13-25 [13-25 |13-25 [13-25 | 13-25 

i 

THES MON TUE WED FRI SUN 
FROM 

| amr PK 726 PK 726 | PK 726 | PK 726 | PK 726 

+5 LAHORE dep | 14-30 14230 14-30 14-30 14=30 

AG DACCA arr 18-00 18-00 18-00 18-00 18-00 

oh           
     


