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SYNOPSIS 

Various methods of assessing deformation behaviour are 

considered and compared, and torsion is selected as a convenient 

means of obtaining data to high strains, over a range of temperatures 

and strain rates. Paraneters which describe the most relevant 

features of torsion test results are suggested. 

The way in which the descriptive parameters are effected by 

changes in conposition, grain size and conditions of testing 

are investigated by multiple regression analysis for a number 

of pure metals and single phase f.c.c. alloys. A series of 

equations are produced which are applicable over the whole range of 

conpositions considered. Based on the equations derived it is 

suggested the nost important factors relating to composition are 

shear modulus, Burger's vector and stacking fault onergy. Structure 

may be described by the reciprocal square root of grain size, 

and of the process variables temperature is shown to be much more 

influential than strain rate within the range of values used. 

Comparison of the regression equations shows that the process 

terned restoration, by which the strains induced by work-hardening 

are relieved, is predominantly recovery by Cislocation climb 

rather than recrystallisation involving grain boundary migration.
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‘1. INTRODUCTTON 

By far the greater proportion of all the metal which is 

processed and marketed by the world's industries is sub jected 

to some form of mechanical deformation, either during its prepara= 

tion for, or when put into service. With the inevitable evolution 

of modern industry, and the increasing competition for market space 

anongst the rapidly extending range of new materials, metallic 

and non-metallic, attention is being focussed more and more sharply 

on the means of carrying out mechenical deformation. In particular 

the use of computer control, already becoming established in the 

pie: will demand a newer production of steel semi-finished products 

and more quantitative appreciation of the behaviour of netals 

during deformation. The automatic control of industrial scale 

mechanical working processes is based upon predicting the response 

of the metal being worked undor a given set of conditions, or 

alternatively the desired response might be predetermined and the 

optimum conditions for achieving the response are then sought. In 

those cases where the range of materials being processed is small 

or the choice between different methods of processing is limited the 

information necessary for effective control nay be determined 

empirically. Circumstances frequently arise, however, when the 

empirical determination of performance, by laboratory tests for 

example, is restricted by time or because the material being consi- 

dered has not been produced in sufficient quantities or in suitable 

form, or, indeed, for many other reasons. Then the prediction of 

the response of a given metal or alloy to a process or range of 

processes, under different conditions of temperature and strain 

rate is a most difficult task, and might well be possible only in 

@ qualitative sense. 

The problem of prediction can be resolved into three con= 

344 ponents”’™, cach of which is basically independent. It is necessary to
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consider the influence of: 

1. the material to be processed, in terms of its 

composition and structure, 

2. the process variables, which can usually be reduced 

to two, namely torzcv2a%vre and strain rate, 

and 3. the process itself, which is a means of applying 

the stresses, appropriate in magnitude and direction, 

to bring about the desired change of shape in the 

work material. 

Analyses have been made of a very wide range of mechanical 

working processes” and have been shown to provide an effective 

basis for process control? ¢, It is not intended to pursue 

this aspeot further, therefore, although newer, improved mathemati- 

cal models of mechanical working processes are not only possible 

but are, in fact, being develnped»8, 

In this project it is intended to provide a study of 

1. - the material, and 2. - the process variables, and their 

effect on the overall system. Since virtually all descriptions 

of mechanical working processes rely upon some form of stress- 

strain curve, the project has been based upon an investigation 

of this relationship. A means of describing the relationship 

has been sought, and the effects of different chemical composi- 

tions and structures have been examined over a range of tempera- 

tures and strain rates. By the use of regression analysis an 

attempt has been made to provide a model to facilitate the 

prediction of the parameters of the stress-strain relationship. 

It is suggested that such a model, used in conjunction with an 

appropriate model of a mechanical working process could make 

possible preliminary investigations (for example, by computer 

simulation) of the effects of modif: cations in process practice
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or the introduction of new material compositions, and would identify 

those parameters which are of greatest importance in establishing 

automatic control procedures. 

It seems reasonable to assume that the parameters of the 

model and the factors influencing the form of the stress-strain 

curve will depend upon the mechanisms of deformation involved, 

and this in turn depends, amongst other factors, upon the crystal 

structure. In order to avoid the complication of partitioning 

deformation between different crystal structures within one 

aggregate, or of attempting to devise a model which would cope 

with a number of different mechanisms of deformation, the invest= 

gation has been confined to single phase materials of one crystal 

group, viz. face centred cubic. This group was selected because 

of its commercial importance, including as it does, not only 

copper, nickel and aluminium and many of their alloys, but also 

many types of steel, particularly at elevated temperatures. 

Additionally, the considerable amount of research which has 

been carried out on this group? provides a comprehensive summary 

basis for the model.
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1.2, The Strategy of the Investigation 

In the following sections the objectives outlined above are 

approached systematically. 

1.2.1. As a first step alternative methods of predicting per- 

formace are considered in section 2,1. and reasons presented for 

selecting techniques based on the stress/strain relationship. 

In subsequent sections (2.2. and 2.3.) the mechanisms giving 

rise to the particular shape of stress/strain curve are described, 

and methods available for the experimental measurement of the 

relationship, and the determination of the appropriate parameters, 

are considered. 

‘Consideration is then given to the factors likely to entiet 

an influence on the selected parameters in section 2.4. Of those 

relating to the material the largest group comprises those factor> 

which are associated with chemical composition. The effects of 

structure, having been minimised by restricting the investigation 

to single phase materials of one crystal type are reduced to 

grain-size and subgrain~-3ize dependence. 

Changes in process conditions are confined to geometry, 

temperature and strain rate. The first of these has an influence 

only on the magnitude and direction of stresses and so is related 

to the specific process being used and falls outside the terms 

of this investigation. Temperature and strain rate are usually 

variable within any process and the influence of each of them 

is considered in sections 2.4.3. and 2.4.4. 

In the final section of the review the reasons for using 

regression analysis are given and the techniques available with 

their relative advantages and disadvantages are considered. 

The techniques adopted in the selection and preparation of 

the materials being investigated, together with the experimental
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programme and methods of testing and analysis are presented in 

section 3. 

Following the results, section 4, the discussion is contained 

in section 5. This takes the form of 

(i) an assessment of the model produced by the investigation 

in terms of its reliability and its usefulness as a basis for 

the prediction of the performance of single phase f.c.c. metals 

in mechanical working processes, 

(ii) the insight gained into the processes of work hardening 

and restoration from consideration of the variables found to make 

a significant contribution to the proposed model, is then discussed, 

with particular regard to the role of stacking fault energy. 

The conclusions are summarised in section 6.
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2, LITERATURE SURVEY AND REVIEW 

Bile Conventional Methods for Prediction 

The measures currently available for predicting the performance 

of metals during mechanical working are conveniently divided into 

(i) mechanical testing and 

(ii) other techniques. 

Of these division (i) may be sub-divided2? into 

(a) Simulative or scaled down working tesvs and 

(b) Laboratory tests. 

2e1.1. Simulative Tests 

Scaled down working tests have the advantage of more or less 

exactly reproducing the stress system of the appropriate full scale 

process. Apart from minor disadvantages such as the uncertainty 

of thermal conditions, particularly with regard to the influence 

of strain rate, the use of scaled down tests is limited mainly by 

cost and convenience. The test equipment involved in scaled down 

simulation of rolling or tube making, for example, is difficult 

to obtain and expensive both to install and operate. In addition 

test-pieces are likely to be relatively large and expensive to 

prepare. The usefulness of the Sdoegitlon derived is limited to a 

specific process, and in order to assess performance under a number 

of different working conditions it is necessary to carry out a 

series of tests. In order to assess likely performance in a 

number of different processes it is necessary to carry out a 

series of tests for each one. 

2.1.2. laboratory Tests 

In contrast the use of laboratory tests is not specific to any 

one working process and is usually much more convenient and inexpen- 

sive. The information obtained, however, is less likely to be of
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direct use in the way that the results of simulative testa are. 

10, 14. indicate that useful Reviews of laboratory testing techniques 

correlations may sometimes be obtainable between performance in 

Specific tests and processes, but that the discrimination offered 

by this approach is rarely as critical as is desired. It is 

considered that the ‘math function of tests carried out for this 

purpose is to check the consistency of successive batches of 

material. Success or failure in the laboratory test by no means 

guarantees a similar performance in the working process. 

The main use of laboratory tests, and the purpose to which 

they are best suited, is to determine the relationship between 

stress and strain for any selected material, This may then form 

the basis of mathematical predictions of performance, since all 

mechanical working operations are concerned with inducing strain 

in the work-material. A further advantage of this approach is that 

the information may be more widely applied, e.g. to other forms of 

mechanical deformation such as high temperature ercep!*, or to the 

calculation of residual stresses’, 

2.1.3. Other Techniques 

The use of techniques other than mechanical testing to provide 

information is principally to supplement results already available. 

The information provided is frequently qualitative or semi-quantita- 

tive. Micro-examination in order to determine the amount of non= 

metallic or inter-metallic inclusions, for example, may divide 

batches of metals into 'clean' or ‘dirty' but will not provide any 

information on which quantitative predictions of performance may 

be based. 

The influence of grain size on strength has also boon 

investigatod(refer to section 2.4.2.). It has been found that the 

relationship between flow stress and grain size may be expressed
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by an equation of the form: 

nl
s 

C= G 4 £9 (3.33 

  

No attempt has been made to express this relationship in a form 

which is both quantitative and general to a wide range of metals 

and alloys. Similarly the effect of increasing the proportion of 

solute in a particular system has been investigated on many occa= 

sions, but no generalised form of relationship has been found 

between the amount of alloying additions and flow stress. 

It seems, therefore, that althcugh such factors as chemical 

composition and microscopic structure are readily determinable and 

are known to influence behaviour during mechanical working there 

is no simple or convenient method of anticipating their influence 

upon a particular process. Since there are no generalised quantita 

tive data on the influence of these variables it is not easily 

possible to determine the relative importance of each or any of 

them with regard to mechanical working. 

In summary it emerges that the behaviour of a metal or alloy 

when subjected to mechanical working is a function of (a) the material 

and (b) the process. 

The most important deficiences in existing knowledge would appear 

to be: 

(i) what characteristics of the material are most 

important in determining its behaviour. 

(ii) in what manner these characteristics affect the 

behaviour. 

(411) how the material and process interact.
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eee Lhe Stross/Strain Relationship 

2.2.1. Single crystals 

During the plastic deformation of Single crystals of f.c.c. 

metals three discreet stages occur, distinguishable on the stress- 

strain diagram as shown in figure 2.1. 

Stage I, the region of easy glide is characterised by a low 

rate of work hardening and it is generally considered that disloca- 

tions produced by the deformation leave the crystal at the surface. 

Stage II, the region of linear or rapid hardening shows a 

higher work hardening rate, the slope of which is observeal5 to be 

approximately independent of applied stress, temperature, crystallo- 

graphic orientation or impurity content. 

The ratio: 

oO 
p de where ML is the shear modulus, 
LL 

  

is of the same order of magnitude for all 

f.cec. metals, viz. 5 x 107, Smallman suggests that the characteris- 

tic feature of stage II deformation is that dip occurs on both the 

primary and secondary slip systems, Siving rise to lattice 

imperfections such as forest dislocations, Lomer-Cottrell barriers 

and jogs at the points where dislocations intersect, 

During stage III, the region of dynamic recovery, the stress- 

strain relationship is approximately parabolic with a decreasing 

rate of work hardening, until some limiting stress is reached at 

which some mechanism such as fracture or ‘restoration' interferes. 

Within this stage it appears that dislocations held up in 

stage II are able to move by some process which had previously 

been suppressed. The mechanism involved appears to be that of
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Figure 2.1. Showing three stages of single crystal stress/strain curve.
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cross-slip? by means of which a screw dislocation glides into 

another slip plane having a slip direction in common with the 

original slip plane. 

2.2.2. Deformation Twinning 

Although deformation in f.c.c. metals and alloys is princi- 

pally by slip, involving atomic movements which are (approximately) 

increments of whole lattice vectors, it is possible for deformation 

to occur by twinning’. In this case the atomic movements are much 

less than those involved in slip, although the atoms in each plane 

are moved by an amount equal to that of the atoms in adjacent 

planes, 

The contribution to the overall deformation, which is made 

by twinning is usually very small and in the case of aluminium it 

appears!°»17 that twinning does not occur even under the most 

favourable conditions. 

In the metals which are the subject of this investigation 

twinning only occurs at high stresses.” and consequently it is not 

normally a deformation mode at room temperature or above. The 

onset of twinning is readily determined in most metals because 

the test load drops suddenly when the twin stress is reached” +7 

as shown in figure 2.2. Load drops are not observed in all cases, 

however, and in copper alloys containing more than 20% zine or 

8 atomic % aluminium none has been observed under any conditions 

of testing, although Venables” has demonstrated the presence 

of deformation twins by selected area diffraction on the electron 

microscope. It is sugpested~” that the lack of load drops indicate 

that twins, once nucleated are unable to propagate through the 

the crystal.
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One further consequence of twinning which is possible is the 

brittle, cleavage type of Prdoture”?s It appears that a twin, 

like a grain boundary, may present a strong barrier to slip and a 

crack can be initiated by the pile-up of slip dislocations at the 

twin interface. 

2.2.3. Polycrystalline Aggregates 

In that the mechanisms by which plastic deformation can occur 

within a crystal remain the same, the deformation of individual 

crystals within a polycrystalline aggregate is subject to the same 

laws as the deformation of an isolated single crystal, However, 

the requirement that physical continuity must be maintained between 

adjacent crystals or grains imposes further restrictions which 

inerease the resistance to deformation of the aggregate as a whole. 

Since the presence of a grain boundary automatically implies a 

difference in crystallographic orientation it follows that any 

grain which is ideally orientated for deformation to occur, rela- 

tive to the direction of applied stress, must be bounded by other 

grains which are less favourably orientated, and therefore inhibit 

the deformation process. 

Taylor related the stress-strain curves for f.c.c. single 

crystals and polycrystalline specimens by mathematical synthesis. 

The synthesis involved the division of a crystallographic unit 

triangle into forty-four equal areas and from these the slip 

systems involving the lowest values of work done were selected. 

Although certain assumptions made by Taylor were not justified, 

for example it was assumed that strain throughout the aggregate 

was homogeneous and this is almost never attained, experimental 

ditienoete* has confirmed the accuracy of the work. It would
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seem desirable that any mathematical expression relating stress and 

strain for a given metal should recognise the mechanisms by which 

deformation is occurring. This is likely to improve the possibility 

of discovering the influence of metallurgical variables on the 

form of the expression. 

2.2.4. Mathematical Models 

The best known and most widely used equation relating stress 

23. 
and strain is that due to LIudwik 

Co = a. - Ke” (2425) 

  

although the first term on the right hand side is usually 

dropped and the equation expressed as: 

Cu He (2.3.) 

where K and n are constants. 

Support for the use of this equation has come from a number of 

cise Uf vine Mcid inolaatiek Hotloiah”, Reiubea’>  Nedaa” 

and Hodierne-’, This support is based upon the fact that when the 

logarithm of the true stress is plotted against the logarithm of 

true strain the values lie close to a straight line, i.e. 

logOU = nlog€ + log K (2:h5) 

where K is the stress at unit strain, 

and this relationship is equivalent to (2.3.) above. Although 

the equation is adequate for many purposes it has certain distinct 

disadvantages. Part of the general applicability of the expression 

is derived from the wide renge of shapes which curves satisfying 

the equation can take. Where n = 1 the Ce relationsbip is linear, 

while for very small values of n the curve virtually conforms to a 

right angle bend. In order to fit the expression to experimentally
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derived data, therefore, both of the constants in equation (2.3.) 

may vary and it is most difficult to relate the variations in each 

to variations in specific material properties or test conditions. 

The use of a single term to describe the interdependance of 

stress and strain implies a single mechanism throughout and this is 

clearly inappropriate. The result might sometimes be a dispropor- 

tionate contribution by the elastic portion of the relationship to 

the plastic curve. 

One further, minor disadvantage lies in the fact that in the 

‘popularised' version of Imdwik's equation it is implied mathemati- 

cally, that the material may be strained to an indefinite extent, 

giving rise to an infinite value ef stross-’, 

The empiricial nature of the relationship led Vooe*” to propose 

a new relationship based on the log/log plot of stress versus strain. 

It was noted that distributior of experimental points could be more 

accurately described by a series of three straight lines rather than 

one. (Holiomed’” had previously published similar results but had 

not paid any great attention to this facct of the work.) The 

30 
smoothed version of this series, described by Voce~~ as ‘an 

italicised integration sign' was expressed by an equation of the 

form: 

Cte Cure) te =e) (2.5.) 
where Og is the threshold stress for plastic deformation 

Ow is the maximum stress 

and €, is the ‘characteristic! strain. 

The improvement offered by this equation over that of (2.3. ) 

clearly goes some way to satisfying the objections to Iudwik's
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expression. Equation (2.5.) suffers from the disadvantage that 

may be difficult to determine, particularly if the material under 

test has restricted ductility. Furthermore the division into 

three straight lines is frequently as arbitrary as Ludwik's 

method of using only one, since the relationship, even on a 

double logarithmic plot may include eat least one curved region. 

An alternative epproach is the attempt to improve upon Ludwik's 

work was adopted by Bell *: Analysing more than three hundred 

stress-strain curves of f.c.c. metals produced by other workers 

he chose to fix the value of n in the power equation at 0.5, 

giving the expression: 

Oe Kez (2.6. ) 

While this device still fails to remove many of the objections 

to equation (2.3.) it does reduce the constants which may reflect 

variations in materials or conditions to one, and this is a most 

useful improvement, 

An examination of Bell's results reveals that the calculated 

valdes based on equation (2.6. ) most adequately fit the experimental 

values at higher values of strain. In view of the remarks previously 

made regarding the contribution due to the elastic portion of the 

curve this is rather to be expected. 

2.2.5. Stroess/Strain Maxima 

In all of the mathematical models considered it was implicitly 

assumed that the maximum stress would be attained at maximum strain, 

iee. at fracturc. This is by no means always the ease’, 

however. At elevated temperatures, i.e. those in excess of 

approximately 0.5 Tm, the stress/strain curve usually shows a
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maximum stress at some strain before the maximum. It is generally 

considered that the stage at which maximum stress occurs is followed 

by a process which france described as 'restoration'. The 

term 'restoration' was used to avoid describing the process as 

either recovery or recrystallisation, since it was not certain to 

what extent each of these mechanisms of softening was involved. 

Hardwick presented metallographic evidence which, he suggested, 

indicated that materinls of high stacking fault energy, e.g. Al, 

tend to soften by a process of recovery, i.e. dislocation cross- 

slip and climb, while the low stacking fault energy metals, e.g. 

Cu, tend to soften by recrystallisation, a diffusion-controlled 

process. Metals of intermediate stacking fault energy e.g. Ni, 

soften by a combination of these two mechanisms, he suggested. 

However, more recent estimates of the stacking fault energy of 

Ni?? indicate that it is in fact higher than that for Al, and this 

must invalidate some of Hardwick's suggestions. 

Sh From measurements made at Shefficld~* on the time required for 

a highly strained metal specimen to begin recrystallisation it 

appears that metallographic evidence for recovery or recrystallisa- 

tion must be very carefully interpreted, since important structural 

changes can occur between the cessation of deformation and the 

lowering of the specimen temperature to ambient or thereabouts. 

Stowe’? has suggested that except at low strain-rates 

recovery mechanisms are adequate to describe the softening observed. 

He postulated” that the vast increase in the number of point 

defects produced during deformation assists the movement of edge 

dislocations away from their slip planes and enables a steady-state
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condition of constant dislocation density to be set up. 

Sellars and Soeart supporting the view that recrystallisa- 

tion can occur during deformation point out the cyclical form of 

stress-strain curve sometimes observed at low strain rates (Rossard 

and Blain observed a similar form of curve ) and suggest that the 

cycle is similar to that occurring in creep’. The form would be 

explained by a repeated cycle of work-hardening and recrystallisation. 

Whatever the form of restoration occurring it seems clear that 

the stress maximum must be regarded as a limiting value for the 

equations previously considered. Where the strain to failure is 

less than the projected strain to restoration the stress at failure 

will then limit the relationship. 

2.2.6. Deformation at Constant Stress 

A feature of deformation carried out at high temperature is 

the protracted region of strain at virtually constant stress??>. 

There is general agreement? that the processes of work hardening 

and restoration achieve an equilibrium condition during this stage. 

In many cases the steady state stress is approximately equal to the 

naximum stress, and this is logically to be expected from the 

explanations in the foregoing section. 

Generally, however, the steady state stress is less than the 

maximum stress and the difference appears to be due to some form 

of activation energy which is required to initiate the process of 

restoration. 

Where the stress/strain equation is to be applied to 

processes involving high values of strain, therefore, the value
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of steady state stress is clearly an important part of the expression. 

255% Measurement of Stress/Strain Relationships 

There are a number of methods available for determining stress/ 

strain relationships =. or those par-emeters of the relationships 

required, in metals. The principal advantages and disadvantages 

of the best established methods are presented below: 

2.5.1.. Lhe Tension Vest 

This is almost certainly the most widely used and best known 

mechanical test for metals and it is not considered necessary to 

describe the test here. 

The chicf advantages of the test are its relative simplicity 

and the ready availability of suitable test equipment. 

The major disadvantages stem from the relatively low strain 

rates which are commonly used, and from development of plastic 

instability at quite an early stage in the test. Although correc- 

tions may be made to the measured Vinee to allow for the tri-~ 

axial stresses arising in the necked region of the specimen, these 

require measurements to be made of the changing geometry of the 

specimen and this is clearly not compatible with high rates of 

strain. Additionally, the volume of metal in the neck is likely 

to become very small with the consequent likelihood of increased 

experimental errors. 

2.3.2. The Compression Test 

A range of tests is available under this heading, from simple 

upsetting, to those due to Pitakowslct or Alder and Phillips*”
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were intended to overcome the complications in the stress systen, 

and the inereased tendency to failure caused by barrelling of the 

specimen, The use of indented specimens as suggested by the former 

still leads to a more complex stress system, however, while his 

technique of remachining the specimen to remove the barrel, at 

intervals, does not lend itself particularly well to either high 

temperatures or high strain rates. 

The cam plastometer used by Alder and Phillips overcame some 

of the difficulties due to the changing specimen geometry during 

the test, but did not prevent barrelling. 

Plane strain Sompression is not susceptible to barrelling 

in the manner that compression of a plane cylindrical specimen is, 

but the large surface to volume ratio of the specimen causes the 

frictional restrains to exercise a disproportionate influence on the 

test. It is of interest to note that Bailey and Singer used a 

cam plastometer in conjunction with the plane strain compression 

test, and achieved reductions in thickness up to 90%. No reference 

is wade in their work to the effect of the widely differing width/ 

thickness ratios achieved by this method, although Watts and 

Ford’ suggest that this has an important influence on the results. 

2.323. The Bend Test 

This form of test is extremely limite in its usefulness due 

to the geonctric limitation of strain imposed by being unable to 

bend the specimen continuously more than 180°, Edge effects may 

be reduced by the use of a suitably large width/thickness ratio, 

but the stress system is a complox and variable combination of 

compression and tension.
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The use of this technique is limited in practice to brittle 

jaterbets*y 

2.3.4. The Torsion Test 

In the torsion test a specimen, similar in form to that used 

in the tension test, is strained by being twisted about its longi- 

tudinal axis. The stresses developed are virtually pure shear. 

45 
Much interest has recently been shown in the torsion test 

mainly because the test=picce, provided that its length is constrained, 

retains its original shape throughout the test. This characteristic 

obviates the need for additional measurements during the test and so 

allows high strain rates to be used, the constant geometry of the 

test=piece also gives a constant strain rate during each test, 

without the need for special techniques such as are used in the 

cam plastonmcter, for example. 

In the absence of such phenomena as barrelling or necking the 

entire gauge length is deformed more or less uniformly. Where 

local variations in deformation occur it is on a micro-scale and 

is unlikely to exert any influence on the stress-strain relation- 

ship’. The volume of metal deformed is, therefore, not restricted 

as in other tests and this improves the experimental accuracy 

by minimising the influence of inclusions or other defects. 

One disadvantage encountered in torsion testing is due to 

the influence of a stress developed in the axial direction if 

the specimen is constrained (if the constraint is removed the 

specimen length and shape tend to change). 

The causes of this axial effect are not understood at all
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clearly. Harliecr explanations based on analogy with the shortening 

of a towel when twisted, or on thermal expansion or contraction 

have been thoroughly inventi dated” 46 and discarded. Dragan 

suggested that competing mechanisms of intra-crystalline slip and 

grain-boundary slip might be involved, but offered no experimental 

evidence in support of his suggestion. More recent investiga= 

tions? appear to indicate an association between the axial stress 

and crystallographic preferred orientation, but this work is 

incomplete. 

Although there is evidence that axial stresses developed 

during torsion testing influence the strain which the material 

is capable of sustaining without failure, it seems unlikely they 

have any significant effect upon the shear stress/shear strain 

47 
CULV C6 

Since the torsion test was sclected for the work presented 

here a more detailed analysis is presented in the section on 

Experimental Method. 

2.3.5. Equivalence of Test Results 

The stress-strain curves of various metals determined by 

different testing methods have been compared by several workers. 

Holloman“ Hodierne* Bailey and Singer’-, Jonas et al? and 

Watts and Pora+ have all shown that data obtained variously 

from plane strain compression, axisymmetric compression, ten- 

sion and torsion produce stress-strain curves that are equivalent 

within reasonable limits of confidence, when established methods 

of conversion are employed.
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qt? The most widely accepted metho of conversion between ten- 

sile and shear systems are those based upon the von Mises yield 

eriterion and the concept of ideal work, duc to Hi? ; 

Ce ST e2iTe) 

€ a Vy ae be teas) 

e-V 8 pet (2198) 

Zee Variables Influencing the Stress/Strain Relationship 

The selection of variables to be considered for inclusion in 

the modcl of the stress/strain relationship can most conveniently 

be based on the various theoretical equations and proposed 

mechanisms of deformation developed from previous research 

programnes. 

2.4.1. The material 

Even between single-phase materials belonging to the sane 

erystal-structure group differences in the stress/strain relation- 

ship arise due to different chemical compositions and microstructures. 

It is desirable that the inclusion of variables relating to and 

defining these properties should be based upon functional 

relationships between themselves and the dependent variable. 

(a) Atomic proportion 

The simplest description of chemical composition is one 

based on the atomic percentage of solute present. This is 

extremely easy to determine, but it is a naive method, the 

chief weakness of which is that it fails to distinguish between 

pure metals, representing aluminium, copper and nickel, for 

example, in exactly the same way.
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(b) Shear strength (Gb) 

Early studies of deformation in metals, due to Tae lone >. 

suggested both the parabolic relationship between stress and 

strain, and the influence of compositional variables on the form 

of the curve. The equation was: 

Tonia 6 ys te? = ast (85102) 

in which G = modulus of shear 

b = Burger's vector 

2 = mean free path between obstacles 

and G = a constant 

The importance of the modulus of shear and Burger's vector 

has been confirmed on the basis the stress required for the inter- 

52 
section of dislocations” , and a dimensionality argument due to 

Nabarro et. ale? while Kovac a developed an argument based on 

the production of lattice defects which confirmed Nabarro's findings 

for stage II deformation, viz.: 

fOr a2 Ne eke (Qiu) 

where N is dislocation density 

and 1/5 < Qe 4, 

but suggested a rather different relationship in stage III of the 

forn: 

Tien Ge (ei eae) 

Dd. although contemporary studies by Brydges~~ were in agreement 

with equation (213. 

(c) Stacking fault energy 

The critical stress at which stage III deformation occurs is 

difficult to identify in polycrystalline materials and most of 

the work relating to this subject has been carried out on single



(23) 

crystals. Electron microscope studies on f.c.c. metals led 

Diehl et. e1,?? to conclude that the transition to stage III- 

type deformation was the result of thermally activated cross-slip, 

a view which is now generally accepted”; Several models of the 

cross-slip process have been proposed ae ao” but in all cases 

it is a pre-requisite that partial or extended dislocations of the 

type described by Heidenreich and Shacicley?? should first combine 

to form undissociated dislocations. This necessitates overcoming 

the repulsive force-F of the two partial dislocations, which 

Cottre11 © calculated as: 

a 2 
F G eT oar i Y sz ak (9,33,9 

where Y gp is the stacking fault 

energy of the faulted region, and‘ a’ 

is the lattic partmeter, 

6 
More recently Copley and Kear . claimed that the trrvesanty nan 

of Shockley partials with the lattice could be regarded as a 

frictional drag which is also associated with the force due to 

the creation or axrnihilation of the stacking fault region. 

(a) Other variables 

In a review of factors affecting the high temperature strength 

of polycrystalline solids ghexby = suggestcd that partial disloce- 

tions were not a significant factor, and that mechanisms for 

dislocation climb based on thermally activated diffusion controlled 

the deformation. He suggested that the flow stress -O ata 

constant strain rate and grain size could be written as: 

i 

Oo = constant. GoD /5 (2.14. ) 

  

where D. is the self diffusion rate according 
d 

to the Sduakaon re
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D, = D, exp = (Ko + V) Ta (2:35, ) 

where D. = 1, Tm = absolute melting temperature, 
0 

T = temperature of test, V = valence and 

K, is a constant = 17 for f.c.c. metals. 

65 
On the other hand, Sherby ~ also lists a fine stable grain 

size as contributing to strength at high temperatures, a property 

6 
which was subsequently shown to depend upon stacking fault 

energy in work with which he as associated. 

Other variables which Sherby considered to be of importancy 

apart from elastic modulus, were valence and a high melcing 

temperature. 

2.4.2. Structure 

(a) Grain size 

Probably the most widely researched relationship in metallurgy 

is that between flow stress and grain size. Since the work of 

Hae! and Ste giving rise to the empirically determined 

equation: 

Of = Ss eae KD"? 2.1079 

a number of other workers in this subject have propdsed’ 2 © 

mechanisms explaining the relationship. 

Work in confirmation of the equation has been based on a 

72 
wide range of materials and Floreen and Westbrook”, for example, 

list eighteen references to such studies. 

(bo) Other structure factors 

Other factors to be considered include sub-grain size, 

misorientation between grains or sub-grains and dislocation
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density. Values of dislocation density were not established in 

the work reported here and there are obvious and serieus difficul- 

ties in remedying this. The same is true of intergranular 

misorientation, and it seems unlikely that the contribution of 

this factor is an important Hees Sub-grain size on the other 

hand, has been ous to have 2 considerable influence although 

it Scena’ that a stable sub-grain size is not developed until 

strains of up to 0.3 at strain rates of 0.05 to 450 se, 

Since the strain at which maximum stress occurs is about 0.3 

in the metals tested and the sub-grain size is unstable up to 

this point, the determination of an appropriate size is, there- 

fore, rather difficult. Furthermore, the sub-grain size is 

73,66 
clearly influenced by steoking fault energy , @ parameter 

already considered. 

2.4.3. Temperature 

Studies on the influence of temperature on deformation 

behaviour heave followed several different lines of approach 

which have, in most cases, also involved the effect of strain 

9 
rate’. 

Attenpts to produce an empirical relationship between tempera-~ 

ture and stress/strain parameters have met with mixed success. 

In some cases2ts 74% no meaningful relationship could be 

established at all, while other workers simply commented 

that 'The stress oeeee. varied with temperature in © complex 

maririer ocsee! « 

Some studies, however, particularly those directed towards 

creep mechanisms, have established clear relationships between
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75 
metal behaviour and temperature. Sellars and Tegart ~ developed 

an equetion, applicable over a wide range of stresses and strain 

rates, of the forn: 

€ = A(sinhQGO )” exp (-Q/RT) (2517, ) 

where A,@ and n are temperature- 

independent constants, and Q is an 

activation energy. 

25 identified a critical stress - 0 Feltham and Copley Bs 

above which Cottrell-Lomer locking becomes less effective in 

inhibiting slip. They demonstrated that this stress was linearly 

dependent upon temperature (see figure 2.3.). The absolute values 

of om were clearly affected by composition although the slope 

of the line G, /°C appeared, from the published results, to 

be composition insensitive. From the reparit” that slip bands 

were observed in creep at stresses above the critical value, 

but not below, it seems likely that the high stress deformation 

is enalogous to stage III deformation in the stress/strain curve. 

eG 
In subsequent investigations of the cross-slip process 

Felthan suggested a mechanism whereby the mutual annihilation of 

jogged screw dislocations leads to the observed decrease in work 

hardening rate during stage III deformation. The transition 

stress at which stage III deformation is initiated was shown 

in the earlier pakerte to depend upon the logarithm of tempera 

ture. Ilater, however, it was shown! / that the relationship 

between the transition stress and temperature could be 

cxpressed, as: 

TrrH/¢ = const. T (2.18.)
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This rclationship being the one which the proposed dynamic 

recovery model requires. Bearing in mind the exponential form of 

the dependence of G the shear modulus on temperature (sce 

Appendix A ) the logarithmic relationship determined in the 

earlier paper would also be expected from this model. 

In their review of strength under hot working conditions 

Jonas et. te point out the similarity of the activation 

energies for hot working, creep and self-diffusion. This suggests 

that rate-controlling mechanism involves the formation and migra- 

tion of vacancies in the manner proposed by Faithan!’, EG. 28 

pointed out, however, that at strain rates in excess of those 

normally associated with creep bchaviour, experiments to confirn 

alternative models of deformation mechanisms, such as the climb 

78 19 theory of Weertman’~ and Dorn'” or the network model of listeuk= | 

are extremely difficult. 

The possibility of dynamic recrystallisation as the means 

of restoration during hot working has also been proposed but no 

formal theory of an appropriate mechanism has been suggested”. 

Clearly such a process would also depend upon diffusion and would 

be expected to be sensitive to strain rate. 

2.4.4. Strain Rate 

It was stated in section 2.1.3. that the influence of 

temperature and strain rate have, in most investigations, been 

considered concurrently. The principal reasons for this are: 

(a) most thermally activated processes occurring in 

metals are diffusional, and therefore dependent upon 

time as well as temperature: The time available
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for diffusion to occur is limited by the speed with 

which other processes, usually stress-activated, 

take place, and these are directly dependent upon 

the strain rate; 

(bo) the thermal energy available may be increased by the 

heat of deformation produced, particularly at the 

higher rates of strain when the time available for 

heat to be lost to the surroundings is limited. 

The association between time and temperature has led a number 

75,81 
of workers to produce parameters composed of both tempera- 

ture and strain rate. MacGregor and Phen suggested a 

velocity-modified temperature, qt, such that: 

Tete ine fc) (2.19.) 
°o 

where T = absolute testing temperature, 

u true strain rate and 

e 3 
unit strain rate (taken as 10" weou 

Although qualitatively correct the results of later investiga- 

tava were not able to confirm this equation. The temperature- 

compensated strain-rate parameter 2, proposed by Sellers and 

Tegart!? has been confirmed”, over a wide range of strain rates, 

ass 

wie € exp (Q/RT) (2,20, ) 

As with many of the studies of tenperature-dependence, 

however, this relationship has only been demonstrated for steady- 

state deformation and its value in conditions of transient 

deformation are in some Annee”. 

A much earlier study? suggested that the stress to a given
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strain could be represented by the semi~logarithnic relationship: 

GO dgadne = 4 0, (2,21) 

Alder and Philips“ were able to confirm the equation, but 

found that a power relationship of the form: 

.26e% (2,22.) 

was cqually suitable. In addition to their own results they 

quoted the work of many other researchers whose evidence also 

seemed divided between the alternatives offered by equations 

2,21 and 2.22, In this and later wove it was shown that both 0 

oe and n in equation 2.22 varied with strain and temperature as 

well as chemical composition. 

Feltham's model of Geneemanay eet predicts an equation of 

the form: 

Trt = InY (const. (KT/Q)) (2.23.9 

(see figure 2.4. ) 

where T ott is the stress for transition to stage III deformation, 

7 is shear strain rate, T is temperature and Q is an activetion 

energy e 

The nagnitude of the strain rate effect is such that, from 

Bailey and Singer’, an increase in the flow stress of aluminiun 

at 600°C. and a strain of 2.3, from approximately 1000 p.s.i. to 

1800 p.seie would occur over the range of strain rates being 

considered in the current investigation. At roon tenperature 

strain rate has no measurable influence om the flow stress. 

The results of Alder and Philips confirm this value for 

aluminium, and suggest an increase of greater than 2,000 p.s.i. 

for copper at the same strain and 750°C.
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2.405 Summary and Conclusions 

There is considerable theoretical and practical evidence 

in support of the view thet the relationship between stress 

ana strain is parabolic within stage III, the region enbracing 

most of the defornation in polycrystalline agerogates of f.c.Ce 

metals. If this relationship is adopted (i.e. the strain 

exponent is fixed at %) then, referring to equetion (2.6.), 

the rate of work hardening can be measured in terms of the 

coefficient K. In order to define stage III of the curve it is 

then only necessary to determine the upper and lower limits. 

The upper limit of the relationship is conveniently measured 

sincec the stress at which restoration begins marks the end of 

the conventional stage III behaviour and the maximun strength 

of the metal. 

The lower limit is ideally measured ie - but this is 

very difficult to define in 2 polycrystalline sample, and if 

the stacking fault energy, or the temperature, or both are 

high the material may cross-slip at a very early stage (e.g. 

aluminium). The difficulties of identifying and measuring 

te when its value is approximately equal to the stress at 

which plastic deformation first occurs, may be avoided by 

extrapolating the curve of stage III back to its intersection 

with the stress axis, at the point indicated by a in figure 

2.5. Even in the worst conditions the strain over which 

extrapolation is necessary is much snaller than the strain 

in stage ITI. rt; should, therefore, be approximately equiva- 

lent to v¢ although it will always tend to underestimate 
ee



S
H
E
A
R
 

S
T
R
E
S
S
—
 

T 

    

  

    
SHEAR STRAIN-Y 

Figure 2.5.(a)Showing parameters of shear stress- shear strain 

relationship.



*
u
T
e
I
Y
S
 

Tesays 
S
n
s
i
e
a
 

sserjs 
reays 

jo 
zyoTd 

Zot /Zoq 
SutMoys(q) 

G
2
 

ean3tiz 

N
I
V
Y
T
S
 

YV4dHs 
5
0
1
 

SSdYLS YVAIHS|DO1 

31807  



(31) 

rather than over-estimate the truc value, and the error variance 

is inherently greater than that for a or vs because of the 

extrapolation. 

The one other parancter which is essential to the compLe~ 

tion of the nodel at high temperatures in the steady-state stress « 

TZ 
8 

Of the material variables which are likely to influence 

T58 Teds and K the product term Gb is directly related to 

the stress required t> move a dislocetion and so is likely to 

be of considerable importance. Similerly, the stacking fult 

energy, which controls the degree of separation of partial disloca~ 

tions, is likely to affect both the flow stress and the rate of 

work~hardening. 

Anong the variables, Atomic % of solute is worth considering 

because of the case with which it may be determined. The clectron/ 

atom ratio may offer 2 guide to the influence of chemical inter~ 

actions, and the diffusion cocfficient ~ Da will be important 

where thermally activated diffusion contributes to the relief of 

lattiec strain by reducing the number of lattice defects. 

The influence of temperature may be expected to be quite largo, 

even after its effect on the modulus of shear is taken into 

account. and it seems likely, from section 2.4.3e,5 that the 

parancters of the stress/strain model could depend upon vt. or 

G/T. 

The strain rate, eomparcd with the model parameters on the 

basis of a semi-logarithmic or of a power relationship seems
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likely to have a small but significant effect. Aluniniun at 

600°C, for example almost doubles in strength over the range 

of strain rates which are available in this investigation. 

There appears to be a slight prefcrence for the semi-logarithmic 

function (the data of Alder and Priliépe” supports this view 

on the basis of comparing the correlation coefficients produced 

by the two expressions, for exanple, despite the conclusions which 

those workers reached) although cither appears to fit most of 

the available evidence.
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Zee Regression Analysis 

The application of regression analysis is based upon a 

postulated mathematical model of the physical situation. In 

particular the hypothesis proposed is that the observed values 

of a dependent or response variable - Y may be expressed as 

linear functions of one or more independent or control variables 

X,, X55 eavcees Boe with residual errors which are normally and 

independently distributed with constant variance and mean equal 

to sero 

The technique of regression analysis involving formulation 

of the model, calculating its parancters and assessing its 

accuracy and reliability, have been presented in a number of 

cota In particular, the treatment by Draper and Smith” 

provides a thorough and auth ritative approach to the-subject 

and has been adopted here as the major reference. 

2.5.1. The Regression Model 

The regression model may be expressed in the form: 

tO Bp: x +B. Poe .-2)- 8B, x, ey (2.24. ) 

where Xs X5, eocee x, have particular known values for each 

Xx 
Rh : 

tye say, Kage om coeceeets Xo? Usually X, is equal to unity 

for all values of Y, unless there is reason to believe that 
x 

Vx equals zero when all of the control variables equal zero. 

Implicit in this forn of model is the assumption that the 

regression of Y on any X, is linear with constant slope when 

the other variables x5. (ji) are constant, whatever the 

value of all the other variables. Deviations from linearity, 

either inherent or due to interaction between the effects of



(34.) 

independent variables can sometines be taken into account by 

the inclusion of second order terms, Ce&- ae x, x, 

2.5.2. Perancters of the Model 

In order to complete the model it is necessary to estinate 

the B= parameters: or regression coefficients, in equation (2.2. ) 

The techniques for carrying out the estimation are based 

upon a theorem due to Merkoff which states that the best linear 

unbiased estimates of the constants B,, B 2: A are those 

that minimise the sum of squares 

2 
“2 i Oy Lip 5 B> King (hsb eee B, Es) (2.25.) 

If (2.25) is differentiated with respect toB and equated 

to zero it becomes: 

Biers, + Bo 2X + eee *Bo& Xx = 2 XO (2.26.) 

If this is repeated for each B , in turn a series of equations 

are produced, equal in number t» the nunber of regression 

coefficients to be estimated , of the forn: 

2 . es B2x = +B De et igees +B Zim a e 21. Fi 

B 12 Lage Xone “B ae -e +B 2 Xone Kime 7S Ny Oo 

6b ee 06 Cah UO Oil e 6S 0 C00 0 6 BRD Ee 6 40:89 61% 5 88.8: ¢ 

B 2x, Xm wB 2x xX Beets eS = ¥ 
Cm pe + oot om pot 

(25870) 

These equations are usually referred to as the ‘normal 

equations’. 

Provided that the X - values are not such that one or more 

linear function of them is equal to zero, a unique solution
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exists to the set of simultaneous equations given in fay27 6 Ja 

The solution provides a set of estimates - bs, of the p values 

of B,, specific to the sample of observations on which they are 

based. Maintaining the assumption that variations of the 

observations about the line are normal, that is, that the errors 

e, are all from the same normal distribution, it can be show!? 

that 100 (1 -&)% confidence limits can be assigned to hes by 

bs ks Sty er Tee Ly 1l- $a), SoBe (b, ) ES (2.28. ) 

where “ 1a) is the (1 - 40) percentage point 
“m1, 2 - 

of a t - distribution with (n -n- 1) degrees of freedom, a is 

the number of independent variables in the regression model and 

S.E. (b, ) is the standard error of b,. 

It is now almost universally accepted that the methods of 

matrix algebra provide the most convenient means of solving the 

normal equations. This is not only because of the ease with which 

general purpose algorithns can be developed for regression work, 

but also because of additional information which becomes readily 

available when matrix methods are employed. 

Reverting to matrix notation, therefore, the mathematical 

model under consideration can be written as: 

Y= x B * 2 (2.29.) 

where Y is an (n x 1) vector of observations 

is an (n x p) matrix of know forn 

isa (px 1) vector of parameters 

jo 
TO
 

Ié 

is an (n x 1) vector of errors. 

It can be shown (see, for example, Plackot™+) that the
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normal equations (2.27.) can be rewritten: 

(R500 beet y (2.30. ) 

where X' is the transpose of X and 

b is the least squares estimate of _. 

The matrix (X'X) is inherently symnetrical. Provided, 

therefore, that it is also non-singular, i.e. that none of the 

normal equations are inter-dependent, it is possible to produce 

the inverse (xx) of (X'X). The solution of the normal 

equations can then be written: 

b= (xix) ‘xix (2.31.9 

  

Draper and Smith point out that the solution b has the 

following properties: 

1. It is an estimate of Q which nininises the error sum 

of squares e'e irrespective of any distribution properties of the 

errorse 

2, The estimates of b are linear functions of the observa- 

tions Y; Yo. esos tw and provide unbiased estimates of the 

elements of _ which have the mininun variances (of any linear 

functions of the Y's which provide unbiased estimates), irres- 

pective of distribution properties of the rrors. 

A nunber of well-established methods are available for 

inverting Gs toust The method due to woot? offers certain 

advantages, however. In particular, the ease with which individual 

variables may be added to or removed from the reciprocal natrix 

is of benefit in carrying out the tcsts of significance described 

in 2.6. One shortcoming of this method (which could apply equally
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to any other method) is the risk of ill-conditioning. This is 

particularly likely in iterative processes for matrix inversion, 

and arises mainly due to rounding-off of values during intermediate 

stages. If different variables have widely different values 

(e.g. temperature and grain size) the likelihood of ill-conditioning 

is increased, even when the calculations are carried out on a 

computer. These problems can be countered, however, by replacing 

the matrix of cross-products and squares by a matrix of correlation 

coefficients, since these values must all lie between -1 and +1, 

by definition. The replacement is easily carried out since, if the 

3 th element in the i th column of the matrix of cross-products 

and squares is ee its counterpart a in the matrix of correlation 

coefficients is obtained by: 

= 2, 
ak ee “ at eee) 

Then, if the standard deviation of Y is 5, and that of x, is S; 

and the element of the reciprocal matrix corresponding to ee 

in the natrix of correlation coefficicnts is r’4 the following 

values may be derived: 

be 8 eee Sy (2,33) 
rv Sy 

The standard error of b,, denoted by S.E.(b, ): 

  Si) de we Pe ane DO, 
i 

2.6. Assessing the Model 

Assessment of the model involves two requirements: 

1. assessment of the model as an entity 

2. assessment of the contribution of each individual 

variable to the model.
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2.6.1, The Whole Model 

It is conveuient to consider first the value 4 - Y;; 

since this indicates the extent of the disagreement between the 

~ 

observed value Ys and the value Y, predicted by the model. 

This value can be divided: 

(2.355) 

  

A ~ Aa _ 

Het ey EB) yes 2) 

If both sides are squared and sumned fron i = 1 ton 

this becomes 

Zz (i, - x)? -Z(y, - HN? - 2, - (2.36. ) 

which can be rewritten 

Ba, -H'- 24, -1,% +26, -" (2.37) 

This is the mathematical expression of the statement: 

the total sum of squares = sum of squares about + sum of squeres due 

about the mean the regression to the regression 

The usefulness of the regression equation as a predictor 

nay then be assessed by considering the ratio (S.8. due to 

regression/S.S. about the mean). The more nearly that this 

ratio, designated Ro, approaches unity the better is the predic- 

tive capability of the regression equation. The parameter R is 

termed the Multiple Correlation Coefficient. Using the Woolf method 

and invertinc the matrix of correlation coefficients the value of 

R is very conveniently obtained: 

Ts we Z a (25364) 

It is not sufficient, however, to consider Re in isolation 

since any variable added to the equetion will increase the 

regression $.S. until Ro equals unity when the number of



(39) 

independent variables is equal to one less than the number of 

observations. Any sum of squares has associated with it a number 

of degrees of freedom indicating the number of independent 

observations from which it has been compiled. Using the various 

sums of squares and their associnted degrees of freedom it is 

possible to construct a table of the analysis of variance in 

the following forn: 

  

Source Sun of Squares Degrees _ of Mean 

Freedon Square 

n 

Regression Roe (Y, - y)* m MS, 
; at 
Seed 

Zz 
About regres- By subtraction n=-n-l S 

sion(residual ) 

2 
Keout neon? ue . (2%) nod 

n 

One further quantity required to assess the overall model 

is the 'pure error’ mean square. This quantity, which is, again, 

computed from the sum of squares of deviations from the mean, 

divided by the number of degrees of freedom, is best estimated 

from repeat observations of the dependent variable at cach set 

of independent variables. Where this estimate is not available 

for any reason (for example, if the number of experiments required 

is probibitive) other methods of obtaining en estimate might 

be possible - The only difference between certain experiments 

might be due to some variable which has been shown to have no 

significant effect on the regression model, for instance. 

Having been estimated the 'pure error’ sum of squares 

nay be introduced into the analysis of variance table as shown 

in figure 2.6... from Draper and Smith”, If the residual mean 

~
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square is significantly greater than the pure error mean square, 

as determined by an F-test, there is said to be a lack of fit 

and the model is considered incomplete in its existing forn. 

If the residual mean square is not significantly greater 

than the pure error mean square, however, this indicates that 

there are no grounds for doubting the adequacy of the model, 

and both pure error and lack of fit ae squares can be used 

2 
as estimates of ow. 

Finally, the residual values ¥ - Ys should be examined. 

The residuals are the set of values es a1 (2,24; ) and certain 

assumptions have been made concerning them. In particular, the 

assumption that the errors are normally distributed is necessary 

for naking F-tests. Since the criteria for assessing the model 

are based on F-tests it is necessary to confirm that the data do 

not contradict the assumptions. There are a number of methods 

for examining the residuals including 

(a) graphical methods where the residuals are plotted 

against the fittcd values and against any other 

variables (including those in the adopted model ) 

which might introduce bias; 

(vb) comparison with the nornal distribution to discover 

extremes of skewness or curtosis. 

2.6.2. The Individual Variebles 

The assessment of each of the independent variables is aimed 

at only including in the model those variables which make a 

significant contribution. The final objective of finding a 

compromise between a large number of independent variables,



Estimates o2    
   

     

    

     
  

Pure error S.S. 
from repeated 

points, ne af. 

   
®Leads to so? 

- mean square 

due to pure error 

  

      

  

Residual S.S. 

       

  

  

        
ny d.f. 

breaks into (yi ae eeee a Ee, 
BGO Nis Lack of ft 5:5: Leads to MS;, mean obtained by e 

square due to subtraction fack OFF 
np— No df. ack of fit   

Estimates o2 if 
model is correct, 

o* + bias term if 
model inadequate   

Figure 2.6, Schematic presentation ef analysis of variance = 
ref. 83.
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with the resulting high value of ai and the efficiency and con- 

venience of a small nunber of predictor variables is usually 

referred to as selecting the 'best' regression equation. In 

their paper introducing the technique of element analysis 

Newton and Sorelle suggest that an alternative objective 

of regression analysis to learn about the ‘operation’ of the 

process being studied. In this case it is desired to identify 

those variables which are important in controlling the process 

and which independently have as large effects upon the residual 

sum of squares a8 possible. They suggest that this approach is 

conveniently described as ‘operational’. 

Various methods of selecting the 'best' sub-set have been 

suggested with a number of different criteria of 'bestness'. 

In the ‘tall regressions' method it is necessary to compute 

all oF ~ 1 possible combinations of the p variables. If the 

residual mean square is plotted against the number of variables 

in the equation, it will usually be found that the value attains 

an approximately constant level at some number of variables less 

than p. The number of variables at which this levelling-off 

occurs is a guide to the size of the eventually adopted cquation. 

Tt is worth mentioning here that the valuc of residual mean 

square at which the above mentioned plot levols off may provide 

an estimate of the error mean square -O, if no better estimate 

(such as duplicate test results) is available. The highest 

value of a i.e. the highest regression sum of squares, attained 

at the appropriate numbor of variables is one eriterion for 

indicating the best sub-set.
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One major disadvantage of this approach is that it is 

extremely laborious once 'p' becomes large. Even adopting the 

approach suggested by Garside’ whereby 211 possible sub-sets 

may be compared 'in a more efficient way than performing the 

calculation 'ab initio''t a running time of greater than four 

minutes was required on an Atlas computer (a very powerful machine) 

to deal with thirteen variables, Indeed, even on Atlas the 

maximum number of variables which can be dealt with, irrespective 

of time, is 48 if the program developed by Garside is used. 

Other methods of assessing tho individual variables may be 

based on the concept of 'the additional sum of squares'., This 

quantity is the amount by which the regression sun of squares is 

increased as a result of adding the particular variable last to 

the regression. If the independent variables in the equation 

are truly independent of each other, i.e. the non-diagonal elements 

of the matrix of correlation coefficients (except those including 

the dependent Weriebie) are all zero, the matrix is said to be 

orthogonal. In this case the additional sum of squares is an 

accurate and unambiguous indication of the relative importance 

of each of the variables. Moreover, a comparison of this value 

with the error variance - of, by means of an F-test, provides 

an indication of the statistical significance of the contribution 

that the varieble concerned makes t> the regression sum of squares. 

Where the matrix of correlation coefficients is non-orthogonal, 

however, the additional sum of squares due to any variable depends 

upon the other variables which are included in the regression 

equetion and is sensitive to the order of inclusion or exclusion 

of variables.
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There are, basically, two alternative approaches to the 

process of selection. The first is to add into the regression 

equation, at each stage, the variable which makes the greatest 

addition to the regression sum of squarcs. The Ree is 

to begin with all possible variables included in the equation 

-and to remove them, one by one in order of the contribution to 

the regression sum of squares, beginning with the smallest. In 

each case the equation is considered to be complete when no 

variable which could be added to the equation makes a statistically 

significant controbution and no variable in the equation can be 

removed without reducing the regression sum of squares by an 

amount which is significant when compared with o*, Neither of 

these methods can be presented as being indisputedly better than 

the other, but both have the disadvantage, mentioned carlier, that 

the significanoeof somc variables may be grestly influeneod hy 

the other variables present in the equation. In order to counter 

this disadvantage techniques have been suggested the best known 

probably being that due to Sevatont in which the variables 

already included (in the case of forward selection) or excluded 

(in the case of backward elimination) are re-considered in order 

to see if their status has changed, at cach stage of sclection. 

A refinoment of the approach whereby the additional sum of 

squeres is the only criterion of selection has been proposed and 

87; oO Ole 92. They advocate a developed by Newton and Spurrell 

technique based upon 'element analysis'. The additional sum 

of squares is described by Newton and Spurrell as the primary 

element, and additionally they defined quantities termed 'secon- 

dary elements' which cannot be attributed directly to any
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individual varinble but are a measure of the correlation between 

variables. The secondary elements, which may be positive or 

negative, are added to the regression sum of squares in the 

presence of cither of the vandabiee with which they are associated. 

The secondary elements, therefore, provide supplementary criteria 

in selecting variables, The optimun equation will contain those 

variables having the largest primary elements, all of which should 

be statistically significant at the chosen level of probability, 

and the least positive secondary elements consistent with this 

criterion. Where a choice appears necessary between variables 

having cqual or nearly equal effects, that which has the highest 

secondary elements in association with the other variables will 

produce the higher valuc of nr while that with the lowest 

secondary elements will be the ‘more orthogonal’.
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2.6.3. Summary and Conclusions 

Regression analysis may serve two purposcs; (a) it provides 

a model, on the basis of which predictions concerning the behaviour 

of a 'responsc' variable may be made from a knowledge of the 

valucs of appropriate-'predictor' variablos, 

Hye 44 provides information relating to the importance of the 

predictor or independent variables in thcir influence upon some 

process, of which the rcsponse variable may be some form of 

mcasure. 

The use of regression analysis would scem to be appropriate 

when the crrors (which arise in any progranne of cxperinents) 

can reasonably be expected to be approximatcly normally distri- 

buted, when the response variable depends upon a series of 

influences which may be independently identified and when those 

influences may be represented by a lincar response of the 

dependent variable. From the survey of the mechanisms which 

influence the form of the stress-strain curve in metals all of 

the above conditions appear to apply in the present investigation. 

The influonces which might be expected t» affcct the parancters 

outlined in section 2.4.5. include the stress required for disloca- 

tion movement, the stress required to ‘close’ an extended disloca- 

tion, the ‘misorientation' stress due to using a polycrystalline 

specimen, ctc. All of these influences are independent although 

clearly they are cach governed, in turn, by a limited number of 

factors, such as composition, temperature, ctc. 

Since the main purpose of this investigation is to suggest 

a form of model of the behaviour of a particular group of metals
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during deformation, the manner in which the various control 

variables exert their influence is of limited importance. It 

is sufficient, therefore, to study the cffcet of cach of the 

possible predictors and to classify their effects as 'significant' 

or 'not significant'., Clearly, the predictors which are shown to 

have a ‘significant! cffect provide some guide to thc mechanisms 

taking place. 

Selection of the significant predictor variables is most 

frequently based upon the ‘additional sum of squares', i.c. the 

anount by which the rcgression sum of squares is increased when 

the variable to be considered is added to the regression equation. 

In circumstances where the matrix of correlation coefficients is 

not orthogonal the choice of variables may be strongly affected 

by the order of addition or deletion of variables in the equation, 

and some supplementary criterion, i.e. extra to the ‘additional 

sum °f squores', such as the clement analysis methods proposed 

by Newton and Spurrcll, can be of benefit. 

The efficacy of the adopted model may be assessed either in 

terns of Ro ~ a measure of the extent to which the total variation 

in the dependent varieble may be explained by the regression 

equation, or by an F=test which would indicate the sub-set 

of variables having, on average, the greatest predictive 

capability.
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33 EXPERIMENTAL METHOD 

Sele Introduction 

In order to fulfill the main objective of the investigation, 

namely the construction of an appropriate eredistiea model of the 

stress-strain relationship, a study was made of a wide range of 

materials under a wide range of cxpcrimental conditions. The 

materials chosen varied from commereially pure metals to alloys 

containing up to 25% of solute, while the test temperatures 

ranged from that of liquid nitrogen up to values close to the 

melting points of the materials under study. 

The test programme required the production of suitable 

netals and alloys, from their particular constituents, in a 

form suitable for machining into test-pieces. Each of the 

individusl tests, which numbered well in excess of one hundred, 

was carricd out the torsion machine described in section 3.3.2. 

and the output, in the form of a load vs. time trace, measured 

manually, approximately thirty to forty readings being taken. 

The cquipment was calibrated at frequent intervals in order to 

ensure the highest possible degree of accuracy. 

The computer programmes in Appendices B and C were developed 

specifically for use in the analysis of the results of this 

investigation,
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Jez Materials 

3-2-1. Introduction 

The materials used in this investigation were selected in 

order to satisfy two main criteria: 

(i) They should belong to the same crystal-structure group. 

(ii) They should provide as wide as possible a range of 

values of each of the experimental parameters. . 

The crystal group chosen to satisfy (i) above was the face 

centred cubic. This choice was due to the commercial and indus- 

trial importance of the group and the availability of reference 

data of relevance to studies of deformation. 

With reference to (ii) the metals Ni, Cu and Al provide a 

satisfactory range of elastic properties, melting temperatures and 

electron/atom ratios. In order to include metals of low, as well 

as high, stacking fault energy, without resorting to preoious metals, 

it was necessary to include some alloys. The most convenient, for 

their range of solubility, availability of stacking fault energy 

data and the ease with which they could be obtained in suitable 

form, are those based on Cu. To avoid having alloys from one system 

only,Cu/Zn and Cu/Al alloys were used. 

The nominal copositions and identification codes for the 

materials used are as follows:- 

Code 

Nickel - commercially pure - N 

Aluminium - ” * - A 

Copper - : . - C 

Copper/10% Zine - CZ1 

Copper/20% Zinc - Cz2 

Copper/25% Zine - CZ3 

Copper/5% Aluminium - CAl
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3.2.2. Material Preparation 

The Nickel was very kindly supplied by Messrs. International 

Nickel in the form of nominally 3 inch diameter hot swaged bar, 

ready to be machined into test-pieces. 

The other materials were supplied in ingot form as high purity 

basis metal (Aluminium and Copper) and 50/50 Cu/Zn and 80/20 Cu/Al. 

The metals, with appropriate alloying additions, were melted in a 

town's gas-fired reverberatory furnace and chill cast into 2 inch 

diameter steel moulds. 

Hot forging to a nominal 3 inch diameter was carried out by 

Messrs. High Duty Alloys Ltd., according to the schedule in 

Table 3.1. 

The bars were then cold rolled to $ inch. diameter in grooved 

rolls and annealed. 

Samples were taken from the bars for chemical analysis. The 

copper-contents of the copper-based alloys were determined by 

electrolysis and all other determinations were made by Messrs. 

I.M.I. Ltd., using atomic-absorption spectrophotometry. The full 

analyses are given in Table 3.2.



(50) 

  

Material Code Method of Preparation 

C, CZ1, CAL Heated 900°C, - Forged to 1" sq. - Reheat 

900°C, = Forged to $" sq. - remove corners 

- finish in half-round tools to 3" dia. 

CZ2, CZ3 As above but forging temp. 850°C. 

A As above but forging temp. 14,30°C, 

Table: 3626 Preparation of materials for machining.
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3.2.3. Modulus of Shear - G 

Values of the modulus of shear for the alloys used in the 

investigation were calculated using the equations derived in 

Appendix A. In all cases where it was possible confirmation was 

obtained from tabulated aata®>, 

The determination of stacking fault energies is subject 

to some uncertainty since most methods of measurement are based 

upon assumptions. the validity of which may be difficult to 

establish, Attempts to circumvent the difficulties have led 

to a number of techniques of measurement based on observations 

93 of dislocation nodes~~, the stress/strain curves of single 

crystals”, the surface energy of twins’, the evaporation of 

96 
and tetrahedra’, or the assessment of 

preferred orientation in cold rolled scat 

stacking fault loops 

The values of stacking fault energy adopted for this 

investigation are as follows: 

N - 20 ergs. one (ref. 99) 

A gee 8 " (ref. 96) 

C etree SM (ref. 99) 

CZ1 at 42 tt ! ) 

Cua se a " 
(ref.100) 

C23 ne 19 " wt 

) 
) CAL - ae . 

In each case it was considered thet sufficient confirmatory 

evidence is availablc, both in the references quoted and the 

previous work to which they, in turn, refer to accept them as 

authoritative estimates.
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Boo The Torsion Test 

3.301. Introduction 

In selecting the test conditions two forms of specimen geometry 

are possible, i.e. hollow or solid specimens. 

The strain applied to a test-piece deformed in torsion varies 

with the radius of the specimen. The use of a thin-walled tubular 

specimen, as suggested by Hodierne 36 > Simplifies the calculations 

involved in producing a stress-strain curve from torque-twist measure= 

ments as the sain can be assumed to be uniform across the wall 

thickness. This ease of calculation is obtained at the cost of 

some practical restrictions, however. The tubular form of specimen 

is susceptible to buckling, particularly during high temperature 

tests when the elastic modulus is lowered, and must be kept to a 

low length to diameter ratio. Some of the advantages of torsion 

testing are thus lost, since the volume of metal tested is greatly 

reduced and the influence of blending radii at the ends of the gauge 

length may be quite significant. 

It was decided, therefore, to use a solid specimen in these 

tests. The gauge length to diameter ratio was fixed at 4:1, rather 

arbitrarily, to coincide with that being used elsewhere 1* in 

anticipation of the possibility of comparison of the results. 

The gauge length was then fixed at one-inch since this appeared, 

after a number of trials, to be the greatest length over which 

uniformity of heating could be guaranteed with the available 

heating equipment. The specimen dimensions are given in figure 

3.1. 

3.322. The Torsion Machine 

  

The torsion machine used is shown in plates 3.1. and 3.2. 

It was basically that described by Dragan, but the facilities 

available for the application of axial stresses and measurement
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of axial strains involved in Dragan's investigations, were not used. 

Effectively, therefore, the apparatus comprised a rotating shaft 

driven by an electric motor through a clutch/brake and gear-box 

mounted at one end of a lathe bed. A movable table, attached to 

the lathe bed, carried a similar shaft, aligned with the first, 

and leading to two cantilever beams, one opposing the torsional and 

the other opposing the axial movement of the shaft. The beams 

were attached to the shaft by split collars so that the whole 

assembly could be locked when the specimen was in place, screwed 

into and connecting the two shafts, avoiding the imposition of 

stresses prior to testing. 

The loads developed during the test were measured by means 

of strain gauges attached to the cantilever beams. The signals 

from a constant voltage source, via the strain gauges, were recorded 

using a Souther Electronics Itd. S.B. 2005 Ultra-Violet recorder 

with rotating-mirror c-40 type galvanometers. 

As the nominal speeds provided by the lathe gear-box were not 

accurately listed and depended to some extent upon local voltage 

fluctuations, the revolutions per minute of the drive shaft were 

recorded during each test, by means of a sliding electrical contact 

acting on a split copper disc which was attached to the shaft. Con- 

tact was broken at the split in the disc once in each revolution, 

causing a break in an otherwise continuous line produced on the 

output from the U.V. recorder. 

The U.V. - sensitive photographic paper providing the record 

could be output from the recorder at any of fifteen discrete 

speeds between 1.25 and 2 x 107 Gis Bac. In addition a timing 

device providing a line across the chart at intervals of 1.0, 

0.1 or 0.01 second. A schematic representation of a typical trace 

is shown in Fugure 3.2.
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Zee Grain Size 

Grain sizes were measured using a Cambridge Instrument Co. 

Quantimet Image Analysing Computer, The instrument scans a metal 

specimen which has been prepared for metallographic examination 

in conventional manner, and projects an image onto a television 

screen. A threshold control enables an optical intensity to be 

selected below which the Quantimet will defect features, The on- 

line analogue computer registers the vertical height of intersection 

occurring between the television scanning lines and features of less 

than the selected threshold intensity. As the horizontal scans are 

equi-spaced the number of intersections is proportional to the total 

vertical longth pttojocted in the horiz:#al direction. 

The mean linear distance between intersections - D, may then 

be calculated using the method of Hilliard 62 ; 

  

L 
Sas (3.1.) 

Paco 

where L = the length of a single scan. 

P = the meter reading of intersections. 

M = the magnification. 

If required the mean linear intercept - D may be converted to 

A.S.T.M. grain size by the equation 62 : 

A.S.T.M. Now = (6.64 log D TE). 30 (3.2) 

  

This technique makes it necessary to prepare the specimens 

very carefully for examination as the Quantimet is virtually unable 

to distinguish between grain boundaries and scratches or similar 

defects. 

In this investigation specimens were mounted in a cold-setting 

moulding compound and ground by hand on successively finer grades 

of emery paper, prior to final polishing and etching as in table, 3.3.
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Grain sizes, expressed as mean linear intercepts, were determined 

on specimens cut from the bar stock before machining. Further 

determinations were carried out on the un-deformed shoulders- of 

testpieces which had been torsion tested at high temperatures. 

The latter measurements were compared with those made on the original 

stock using Students' 't' test, to assess whether or not grain growth 

was likely to have occurred during the test or heating to test 

temperature. 

increase in grain size. 

In no case was there any evidence of a significant 

  

Material 

Nickel 

Aluminium 

Copper and 

copper alloys 

Table 3.3. 

Polish 

2 diamond 

Electropolish 

70% Methyl Alcohol 

20% Perchloric Acid 

10% Glycerine 

Electropolish 

30% Phosphoric Acid 

Etch 

Fry's reagent 

Anodise 

2% HF. 

4.9% Methyl Alcohol 

4.9% water 

50v2f0r LO mins. 

alcoholic ferric 

chloride 

Preparation of Metallographic Specimens
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Das Elevated Temperature Tests 

3.5.1. Introduction . 

Tests at greater than room temperature were facilitated by 

heating the torsion test-piece in situ, using a 3 KW, 4KHz high 

frequency induction heating unit. The induction coil, which 

surrounded the test-piece, was of 4 - inch diameter 0.F.H.C. 

tube, and after a series of trials to obtain the best heating 

rate and temperature distribution the number of turns in the coil 

was fixed at five, each of 3 - inch internal diameter. This gave 

an inductive couple of 4% - inch at the test-piece shoulders, 

compensating the heat loss into the grips. Heating times varied 

depending upon the temperature of testing and the material being 

heated, but were never in excess of ten minutes and rarely exceeded 

five minutes. The greatest difficulty encountered was in heating 

the pure Cu test-pieces, and for these the induction coil was silver 

plated to reduce the electrical resistance in the surface and improve 

the inductive couple. 

High frequency induction heating was chosen mainly because the 

high heating rates avoid grain growth, as shown previously (section 

3.40) In addition the specimen is visible during deformation, it 

is exposed so that rapid quenching is possible without the need to 

extricate it from a furnace, and the amount of incidental heat in 

test-picce holders etc. is minimised. 

3.5.2. Temperature Measurement 

Difficulties arise in the measurement of temperature when the 

test=-piece is not contained in a furnace, as there is a constant 

heat loss from the specimen surface. A conventional thermocouple 

can give rise to considerable variation in the indicated tempera- 

ture depending upon the degree of contact with the specimen surface
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the size of thermocouple bead, the temperature gradient across the 

bead and the position of the true hot Junction. In setting-up the 

equipment for a test, a thermbcouple with a flattened bead approximately 

one-tenth of an inch across ana one-hundredth of an inch thick, was 

held in contact with the Specimen surface using a low conductivity 

ceramic rod. The separations of the turns in the induction coil 

were then altered until the temperature variation along the test- 

piece gauge length was less than 5°C. 

This type of thermocouple was not suitzble for temperature 

measurement and control during testing because of the difficulty of 

maintaining a firm and constant pressure as the test-piece was 

twisted, and the deflection caused by attempting to do so. The 

problem was overcome by using an open-ended thermocouple, the arms 

of a Pt/Pt 13% Rh couple being attached separately to the test- 

piece surface approximately 0.2 inch apart. This had the added 

advantage of minimising errors due to the conduction of heat away 

from the hot junction down the thermocouple arms. The separate 

arms were attached using a discharge welder, the circuit diagram of 

which is shown in figure 3-3, in which a condensor was charged and 

then rapiddy discharged through the thermocouple/test-piece inter- 

face. The rapid local heating allowed the leads to fuse to the 

surface of the test-piece. Damage to the test-piece was very 

slight and failure did not occur in the immediate vicinity of the 

discharge marks in any of the tests recorded. 

325.3. Temperature Control 

The temperature was controlled by a saturable reactor in series 

with the high-frequency unit. The circuitry is shown schematically 

in figure 3.4. 

The output current from the test-piece thermocouple was led to 

&@ moving coil galvanometer which gave temperature indications on a
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conventional curved scale. Attached to the galvanometer, behind 

the scale, was a small metal flag. A movable pointer enabled the 

desired temperature to be selected and a photo-electric cadmium cell 

was attached to the pointer, together with a light source. The 

output from the photo-electric cell was amplified and fed to the reac- 

tor core. By saturating the core this amplified d.c. current allowed 

the full mains output to be led into the high-frequency unit. 

As the thermocouple approached the selected temperature the 

flag on the galvanometer was interposed between the cadmium cell 

and the light source reducing the output to the magnetic applifier 

and thence to the core. The drop in inductive saturation of the 

core then reduced the flow of current to the high-frequency unit. 

As the cadmium cell output was progressively reduced, rather 

than simply being switched on and off, the high-frequency output was 

under fine control and temperature fluctuations were generally not 

ale 

greater than - 1°C.
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Figure 3.4. Scehmatic diagram of saturable reactor circuit.
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%.6. Low Temperature Tests 

In order to cover as wide a range of temperature as possible 

some tests were carried out at less than room temperature. This 

was facilitated by immersing the test-piece, and a length of the 

grips, in an appropriate coslant. <A diagram of the apparatus is 

shown in figure 3.5. 

The low temperature bath was filled with coolant and the assembly 

allowed to stand until the fluid was completely quiescent with no 

indication of boiling in the vicinity of the test-piece. The test 

was then carried out with the bath still full of coolant. Two 

coolants only were used giving the following test temperatures: 

Liquid Nitrogen 77°K 

Solid C05 in Methyl Alcohol 198°K
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3.-7- Strain Rate 

The range of strain rates availeble on the torsion machine 

used in this investigation was from 17 midis Oe to 390 pine 

tee: 0.28 ere Oe to 6.5 noc While this range is narrow 

conpared with those of various other investigations???1? 4” 

it embraces the lower end of the strain rates encountered in 

mechanical working processes and, as oxplained in section 2@.4.4., 

a similar range of strain rates has been associated with signifi- 

cant variations of flow stress reported in previous work.
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pee Experinental Progranne 

3.8.1. Introduction 

The programme of the investigation was basically of partial 

factorial design, but whereas the ideal configuration calls for 

all of the independent variables to be orthogonal to one another, 

practical limitations made some compromise necessary. The most 

important are detailed in section 3.8.2. below. 

In order to study the influence of the material, structure 

T 

and process variables on the steady state stress ~ a it was 

necessary to select those tests in which a clearly discernible 

steady state region occurred in the stress-strain curve. in 

tables 3.3. through 3.10. in which the full programme of tests 

is listed, those which resulted in © clear steady state region 

are indicated by a letter C, and henceforth are referred to as 

C-type tests. 

Sinilarly, only those test results which displayed a clear 

maxinum in the stress-strain curve, i.c. those in which the 

strein to failure - Po was greater than the strain to naxinun 

stress - - were suitable for studies involving maximum stress - 

Ti These tests are indicrted in the tables 3.3. through 3.10. 

by the letter B. The B-type tests include all of the C-type 

tests. 

In some tests feilure occurred before any clear sign of 

restoration could be distinguished. A nunber of these failures 

occurred in circumstances under which it seemed likely that 

deformation twinning had taken place viz. low temperatures 

and high strain rates, with brittle. cleavage-type fracture



(63) 

surfaces. These tests, together with those in which load-drops 

were observed, apparently similar to those referred to in section 

2.2.2., were designated A. 

The A-type tests are shown in the following tables, although 

they were not analysed further since the cxact mechanisms involved 

in the deformation had not been determined at all rigorously. 

3.8.2. Limitations Imposed on Programne 

The selection of alloys with stacking fault energy greater 

than approximately 40 ergs. ote is difficult as small changes in 

chemical composition can lead to considerable changes in stacking 

fault encrgy when the solute content is low. Clearly the number 

of suitable pure metals is limited and consequently the intervals 

between values greater than about 40 Srae/ one are large and 

irregular. 

Both the intcrvals end the minimum and maximum limits of the 

homologous temperature - 6 varied from material to material. 

The limits were imposed by the capacity of the available heating 

equipment and types of refrigerant used. Intervals between test 

temperatures were chosen to give an epproximately uniforn distribu- 

tion between the limits, but greater accuracy of temperature 

measurenent was possible when the controller on the saturable 

reactor was set to the nearest unit of ton degrees Centigrade. 

In some cases there was a slight tondoncy for the tests at 

high temperature to be associated with high strain rate ay: 

This arose because the high number of revolutions to failure 

under these conditions frequently caused the thermocouple to
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break, and at low strain rates the temperature was uneontrolled 

for an unacceptably long period. There is, similarly, a slight 

imbalance due to the tendency of some materials to low ductility 

at low temperatures and strain rates. Examination of tables 

3.14 and 3.15 reveals that the coefficients of correlation between 

temperature and strain rate were still very small, however. 

Orthogonality was sometimes unobtainable because variables 

were not truly independent. For example, having chosen a material 

for the required value of stacking fault energy and selected the 

test temperature the valuc of clastic modulus is fixed. Similarly 

the clectron/aton ratio could not be selected irdependently of 

stacking fault encrgy and clastic modulus, although the very low 

correlation with the former is perhaps surprising.
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Matorial - Ni. 
Melting temperature - 1728 °K 2 
Stacking fault energy - 240 ergs.cm. 
Electron/aton ratio - 0.60, 
Burgers vector ~ 2.494 
Grain size - 0.078 on. 

Shear Strain Rate (Min ~~) 

Q c* 10 17 110 150 25 
(t.a246) 

0.172 53.6), Ad A A 

0.27h. 50.53 B 

0.395 16.36 S c B 

0.621 STiie B oC 

0.708 32.98 C 

Table 3.4. Experimental design for nickel tests.
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Material ~ Al 

Melting temperature 933 oR a 

Stacking fault energy - 135 ergs. cn 

Electron/atom ratio - 3.00 

Burgers vector - 2.87A 

Grain size - 0.073cn 

Shear strain rate (cen) 

9 Gx 10° 
(e785) 17 110 150 24.5 

0.083 18.08 A A A 

0.212 17.29 A B B 

0.314 16.59 B 

0.319 16.55 B B B 

0.561 14.57 Cc Cc 

Gr7el 12.97 C C B 

0.829 11.74. C 

0.936 10.38 C 

Table 3.5. Experimental design for aluminiun tests.
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Material = 
Melting temperature - 
Stacking fault energy - 
Electron/Aton ratio - 
Burgers vector - 

Grain size - 

9 010° 

is meh? LT 

0.057 3.696 A 

0.219 32.42 B 

0.386 29.34, c 

0.4.96 27.00 C 

0.533 26.16 Cc 

0.570 25.28 c 

0. Od. 23 0 Ld 

0.718 21.45 

0.791 19.32 

0,865 17.02 

0.902 15.80 

Cue 

1356 °k 
85 ergs. cme 
1.00 

2,558 
0505L. cm. 

Shear Strain Rate futnee) 

110 150 2),5 

A A 

B B 

C C 

C C 

C C 

C 

C 

C 

C 

C 

Tablo 3.6. Experimental design for copper tests - (a)
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Melting temperature 

Stacking fault energy 
Electron/aton ratio 
Burgers vector 
Grain size 

0.218 

0.386 

0.4.96 

Table Sie fe 

G x 1077 
iS. 5i4,) 

32.42 

29.54. 

27.00 

29.34, 

27200 

32.42 

29.54 

27.200 

Cu. 
1356°K 
85 ergs. cn. 
LOO 
2.558 

D (cm) 

Shear Strain Rate 

(min =) 

24.65 245 

Experimental design for copper tests - (b)
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Material - Cu/, 11% Zn. 

Melting tenperature os 1293 = 

Stacking fault energy - h2 ergs. cme 
Electron/aton ratio - pas 
Burgers vector - 2.48A 
Grain size - 0,025 cn. 

ea iaomne yt oe 66 210. 2 350 st Sas 2 390 

0.060 31.96 A A 

0,227 29.62 A B A 

0.230 29.57 B 

0.366 27-34 B B 

0.520 Qe 4d AA A B 

0.598 22.76 B B 

0.737 19.47 C 

0.753 19.07 B C 

0.799 17.85 B C 

Table 3.@. Experimentel design for copper/10% zinc tests.
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Material - Cu/20% Zn 
Melting temperature - 12),0°K < 

Stacking fault cnergy - 26 ergs. cn. 
Electron/aton ratio - 2720 
Burgers vector - 2.42A 
Grain size - 0,022 on; 

9 Gx 107° 
Cet) oo? 1,0 60 21,5 390 

0.239 27.33 B 

0.381 25.19 A 

0.543 22. 38 B B 

0.623 20,79 C C 

O. 704, 19.07 C 

0.785 Tyee C 

0.849 15.61 C 

Table 3.9. Experimental design for copper/20% zinc tests.
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Material - 
Melting temperature tas 
Stacking fault energy - 
Electron/aton ratio - 
Burgers vector ~ 
Grain size ae 

9 @ x 107° 

(toe. 19 

0.247 26.01 

0.392 23.95 

0.557 ot i2 

0.640 19.66 

0.723 17.90 

0.805 16.15 

0.888 1)..16 

Shear Strein Rate (min. 

Cu/25% Zn 
1208 °K 
19 ergs. Che 
Peeo 
2.37A 
oO. Cl, 

Ths 

a7 110 21,5 390 

B 

B A 

B B 

C C C 

C 

C 

C 

Table 3.10. Experimental design for copper/25% zinc tests
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Material ~ Cu/h% Al. 
Melting tonperature - 70K s 
Stacking fault energy - 10 ergs. Clie 
Electron/atom ratio - 1.18 
Burgers vector ~ 2.56A 
Grain size ~ G.OL7. cis 

Shear Strain Rate (min o) 

9 G x 107¢ 
(tact) 17 110 150 24,5 

0.223 31.23 A A A 

0.356 28.92 B B B 

0.506 25.91 C C B 

0.656 22.41 c £ C 

0.957 13,61 C 

Table 3.11. Experinental design for copper/)% aluniniun tests.
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Boo. Experimental Method 

The procedure for torsion testing a specimen and analysing the 

results as detailed in the following sections is for tests carried 

out at greater than room temperature. Apart from the steps 

directly concerned with heating the test-piccc, however, sll of< 

the tests were carried out by the same technique. 

One of the threaded ends of the test-piece was screwed into 

the holder at the end of the load-measuring assembly, by gripping 

the half-inch diameter collar adjacent to the thread. The test- 

piece was tightened until the screw-in load was sufficient to 

cause a full-scale deflection of the galvanometer trace. The 

split collars were then released and the table carrying the load 

measuring assembly slid along, until the test-piecce passed through 

the induction coil before being screwed into the holder attached 

to the lathe spindle. The force necessary to screw the test- 

piece in at this end, sufficiently to avoid further movement during 

the test, could only be estimated from that needed at the end 

already attachcd. 

The Pt/Pt-Rh thermocouple was threaded into the induction 

coil, parallcl with its longitudinal axis, and welded in place 

by charging the welder and then pressing the ends of the leads 

against the test-piece surface using a porcelain rod between 

the turns of the coil. The leads of the thermocouple were then 

attached to the saturable reactor, which was set to the appropriate 

test temperature. 

Finally the appropriate test speed was selected on the lathe
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gear box, and the paper output speed and timing interval on the 

ultra-violet recorder were sct to give timing marks separated by 

between two and five millinctres. 

5-9-2. Testing 

The induction heating unit was switched on and the test=-piece 

raised to test temperature. Between one and two minutes were 

allowed for the temperature to stabilise and the locking collars 

on the load measuring assembly were tightened. The paper output 

on the ultra-violet recorder was switched on and the motor was 

engaged by the clutch, driving the lathe spindle and twisting 

the test-piece. 

Failure of the test-piece was indicated by the galvanometer 

trace on the recorder dropping rapidly to its datum line. When 

this occurred the induction heating unit was immediately switched 

off and the test-piece quenched with water between the turns of 

the induction coil. 

3.9.3. Translation 

Fron the ultra-violet recorder chart the height of the torque 

trace shown in figure 3.2. was measured along sclected timing trace 

lines. The lines were arbitrarily selected, close together where 

the curve sloped steeply and further apart elsewhere. 

The deviations of the axial load trace corresponding with 

each torque trace measurement were also notcd. 

The point at which the torque trace first deviatcd from its 

datum was taken as the datum point for the strain measurements. 

The chart length was measured between this datum and each timing
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trace at which a torque reading was taken. The length along the 

chart to the point of failure was also recorded. 

When the measurements from a test record had been assembled 

a heading was added giving details of the material, chart speed, 

torque calibration constant, axial load calibration constant and 

test conditions. The total nunber of observations and the number 

of the first reading clearly identifiable as being within the 

parabolic region of the curve were also added. 

The complete set of data was then punched on to five-hole 

paper tape in preparation for processing by computer. <A typical 

example of one set of data is given in table 3.16. 

3-9-4. Computation 

The purposes of computation were to convert the test data to 

shear stress - shear strain data, and to derive the parameters 

which define the stress-strain curve. 

Values of shear stress - were calculated using the method 

Lees 
of Sellars and Tegart’', i.c. 

> a. Se Seg 

oT 

where T = torque 

and: a7 specimen radius. 

The value of T was dctermined from the height of the torque 

trace - h and the calibration factor - K. 

T = h.K (32h. ) 

  

Equation (3.3.) then becomes: 

= 3k (3.5.) 

ZT Y
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Since all of the values ocxcept h are constants this may be re-written 

in two stages, thus: 

3K = const. (3.6.) 

oar? 

h x const, eo 4r (3,76) 

  

or, in ALGOL computer language 

CONST: (3:0: x) f CY 959 * RO 3) 3 Be) 

H * CONST (3.92) a TORR: Ni 

Shear strain - was Bat culctese using tho equation 

y = a0 Gag) 

  

where 6 

l 

specimen rotation in radians. il 
il gauge length. 

was dctermined from readings of chart length - d, thus: 

sincc 27 radians = 360° 

0 

6 

) 

As in the calculations of shear stress, all of the values except 

24 x (machine speed in r.p.n.) 3.11.) 
(time in minutes) 

am Gao) FA, -( : ) (3.12.7 
chert speed 

2% x (r.p.m.) x chart specd/d (3.13.) u 

  

one are constant and equation (3.13.) may be re-written: 

  

  

20 x (r.p.n.) x chart speed xr = const. (34a? 

1 

const. = 7 (3.15. ) 
ad 

or, in ALGOL: 

2 * 3.14159 * RPM * CS * R/L (3.16. ) 

(3.476) 

CONST 2 : 

u GAMMA CONST 2/D 
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From the values of stress and strain computed as shown above, 

using the program in Appendix B, the parameters chosen to define 

the stress-strain relationship were extracted. The values of 

maxinun stress -Tm strain at maximum stress -Vu and the 

steady state stress - Ts were read directly from the computer 

output. 

Using the method of least squares the coefficients of the 

equation: 

. < bo + bY 

were found. The value of a, was recorded as Tg - thc intercept 

(3.18. ) 

  

of the extrapolated parabolic curve with the stress axis, and 

the value of by was recorded es K - the slope of the curve. 

When all of the parameters were available for all of the 

tests these were punched onto five-hole paper tape, together with 

the appropriate identification and data from the independent 

variables, for analysis.
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Typical data from torsion test Table 3.16,
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S510; Method of Analysis 

In order to carry out the regression analysis a system of 

computer subroutines were developed. They employ the I.C.1l. 

Egdon version of FORTRAN (knowm as EGTRAN) and make use of stan- 

dard routines in the Egdon library for such facilitics as input, 

output, function generation cte. The package of subroutines, 

named STATPAC, are presented in Appondix 0, the purpose >of each 

subroutine is outlined in 3.10.1. 

3.10.1. The STATPAC Subroutines 

The following subroutines, included in the STATPAC package, 

were developed using the equations presented in section 2.5. 

INPUT 1 reads in the number of obscrvations and the 

number of variables, followed by the (square) 

matrix of correlation cocfficients. 

INREG. reads in the subscript of the dependent variable, 
  

the number of independent variables and the 

subscripts of cach of then. 

START begins the process of natrix inversion by making 

ae equal to 1.0 (i.e. tho reciprocal of Tyy* ) 

ADDVAR increases the order of the reciprocal, matrix by 

one, using the ‘add=a-variate' method of Wool , 

COEFFES calculates the regression coefficients as in 

equation 2.31, the standard errors of the 

coefficients, using cquation 2.34 and the 

constant term - bie 

ANOVA carrics out the analysis ~f variance, partitioning
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the total sum of squares into those duc to the 

rogression and the residual. The variance ratio 

- F is computed using the residual mean square 

as an estimate of the 'pure error! variance. 

performs an clement analysis using the Newton and 

Spurrell weiion 178 and calls upon the following 

four subroutincs in order to do so. 

calculates the primary element, i.c. the additional 
2 

sum of squares, from: by at after the values 

in the reciprocal matrix have been corrected for 

the presence of the dependent variable. 

renoves any nominated variable from the reciprocal 

natrix. 

prints out the primary elements and the ratio of 

the additional mean square (d.f. = 1) to the 

residual mean square. 

calculates the secondary elements as in references 

91 and 92 and prints them out. 

computes the matrix of covariances from the 

reciprocal matrix. 

3.10.2. The Selection Process 

The first stage adopted in the selection process was to specify 

the dependent variables and all of those independent variables 

which might be used as predictors. 

The dependent variables were designated:
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1. The intercept stress - T 

2. The maximum stress - T 

a: The steady-state stress - T 

4. The work-hardening cocfficicnt - K 

ie The strain at maximum stress - - ° 

The independent variables were all based upon nine initial 

parameters and were functions of from one up to five of these, 

The initial parameters were: 

(a) atomic proportion of solute - At 

(b) melting temperature - Tm 

(c) Burger's vector - b 

(a4) stacking fault energy - = 

(ce) modulus of shear - G° 

(£) clectronfatom ratio - ca 

(g) grain size - D 

(h) test temperature (absolute) os au 

(3) strain rate - y 

A number of the functions were based on the parameters 

discussed in section 2, while others were simply product terms 

which might be expected to make a contribution by ‘correcting’ 

non-linear relationships or where interactions between independent 

variablesoccur. 

The complete list of variables is given in table 3.17, 

the numbers by which they are designated have no significance 

and arise entirely from a convenient series of computations. 

No attempts wore made to classify the variables in terms of 

the likclihood of being effective predictors. It was considered,
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on the basis of the evidence presentcd in the literature revicw, 

that the modulus of shear - G and the Burger's vector - b were 

more likely to provide a suitable description of the chemical 

composition. Stacking fault energy has a2 special role in the 

deformation of f.c.c. metals, and it was considered that some 

function of this property was extremely likcly to make a signifi- 

cant contribution to the model. 

It was not considered that sufficient evidence exists for 

clear distinctions to be made between many of the other variables 

listed in table 3.17. 

The matrix of correlation coefficients required by the 

STATPAC routines was computed from the raw data using library 

programs on the I.C.L. KDF9 computer at the University of 

Birmingham, and output on punched cards. The punched cards were 

then used as input media for the selection stage. 

The correlation matrices for the B-type and C-type tests, 

respectively, are presented, together with the means and standard 

deviations of the variables, in tables 3.12 and 3.15. 

The first variable entered into the regression equation was 

that having the highest correlation coefficient in association 

with the dependent variable. The equation relating the dependent 

to the independent variable was computed followed by the analysis 

of variance. Each of the variables not included in the cquation 

was then considered in turn and the additional sum of squares 

which would result from adding that variable to the equation was 

calculated, together with the secondary element. The variable 

making the greatest contribution was added to the equation and the
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full equation, analysis of variance and element analysis were 

computed and printed. If any independent variable had ceased 

to make a significant contribution, following the addition of 

the newest variable to the cquation, it was deleted. Otherwise 

the cycle was repeated until no variable was omitted which could 

make a significant contribution to the regression sum of squares. 

Up to ten voriables might be expected to make a contribution 

and it was decided to include only those whose primary element 

was significant at the 0.05 level of probability. This would 

require . ratio between the primary element (or additionel sum of 

squeres) and the residual mean square of at least 4.0. That 

is to say thet the 'Partial F' value would need to equal or 

exceed 4.0.



lis 

12. 

13. 

li. 

15. 

16. 

17. 

18. 

19. 

20, 

ai, 

225 

236 

St: 

336 

Sh. 

35. 

36. 

37- 

38. 

39- 

40. 

Les 

43. 

dy. 

At. iny 

vs inY 

Be ‘nF 

Wy af 
G. in’ 

e day 

“Ys 
GoD 

Cod/Y. 6. 

Geb 
~b 

G.b.D a Ysf 

é.b.2-" 
; 

G.b“.D 
2 

Geb sf 

Table 3.3% Variables to be considered in regression analysis. 

Note: The values indicated by & are in fact G x10. 
2



f 

MEANS STANDARD DEVIATIONS 
1 401158 i 948120 

2 7097439 3 44,6154 

iS 201625 a ae O15 

4 geo a2) 4 Bo 25 

5 2¢88&74 
5 94 a9 52 

6 725746 j 943293 

iL 6F1le¢41148 9 2b3e Gos 0 

8 2024684 & 041443 

9 0.0300 9 020298 

10 24.2685 10 7468798 

et Leco53 hed OebS44 

eZ Bel Lo MZ leecar 

1s, 222369 L3 0.1985 

En 4.4976 14 141366 

15 026945 15 Gato7 > 

16 1662276 16 1944994 

17 4562452 17 62.1914 

18 376247641 18 183967829 

19 1327308 19 Be1-003 

20 0.189.5 
20 Ueeers 

al 130-4300 eal 44e7250 

22 e071 30 2. 204611 

aS Dig plo 3 Peteo7 

24 DACA 726 24 BL LSO) 

a 464867 ZS 608643 

26 41021920 26527668439 

207, Les462 21: 605645 

28 Hel) 67 ac Gell 82 

29 l2ecl oS 29 368848 

30 Ue 7046 30 0e4668 

ail 2204206 aL 122204 

32 34e¢:1634 S\72 A 6 el Oe) 

33 309400449 33 1586-4706 

34 11.4784 34 ee 

5 G.1337 
35 eo 

36 107465171 36 Aig Oe 

337, 601262 eh 328638 

38° 757207052 382799427384 

39 127414 39) Pe Ono 

46 61e4829 40 1902767 

41 Pie boos 4) 144025 

42 322944981 42 L118 696 

43 TAgsOSZL 43 LES e737 

44 90/7440 A4 123888 

Table 3.12 Means and Stendard Deviations - B-type tests.



MEANS 

~
 

11 

H2 

13 

14 

15 

16 

1h 

18 

19 

20 

2) 

Le 

aa 

24 

25 

26 

CL 

28 

27 

30 

31 

ae 

33 

34 

35 

36 

a7. 

38 

39 

40 

41 

42 

43 

44 

520842 

429202 

2er1 28 

13607837 

600275 

80345769 

~2en525 

92286 

2200879 

1eG1)44 
523604 

006302 

443703 

026047 

1324743 

3903394 

4378.35 )5 

13.6 )-4] 

Vel 797 

120.3534 

607159 

3043879 

2asedr36 

4,7338 

53264564 

12-6995 

Bei 190 

lee Ge 

O2f618 

2097659 

3241742 

376628556 

11.5661 

e913 

100.7534 

Ge l3 il 

be ! 235 

lee lee 

B7 48744 

9249063 

30 te 7TOB9 

6305521 

245308 

STANDARD DEVIATIONS 

1 1¢8099 

Zz il Oe 

3 267862 

4 200333 

5 961261163 

6 924720 

Ts 19926864 

8 Me14904 
2 OeV294 

10 776463 

i 006840 

12 122881 

13 Oe 1588 

14 le13a05 

15 0 S483 

16 [oe 2555 

17, Sogetleo 

18 170646%639 

19 321081 

20 092243 

el 4026473 

a2 204537 

a3 Vee 7.57 

24 Be ll84d 

25 607168 

26 25904250 

27 Ue 4229 

28 9e 3205 

29 208592 

30 022728 

a) 102260 

a2 4947986 

33 
34 
35 
36 
ay 
38 
39 
40 
41 
42 
43 
44 

156661437 

i 

Ze 

Le 

360 

3e 

lle 

le 

18. 

le 
Glee 

Le 

le 

9234 
1392 

B28 3 

7&7 

1:22:32 

9458 

B4A4A5 

07143 

563 

29.23 

3667 

Table 3.13 Means and Standard Deviations ~ C-type tests,



  

(84.) 

1.2 RESULTS 

Since very few 'truc' replicate tests were carried out 

estimates of the 'true! error variance were made using near 

replicates. The effect of strain rate has been shown to be very 

snall and the contribution made by the untransformed values of 

this parameter proved to be insignificant. Estimates of the 

error variance, therefore, based on tests which vary only in 

terms of strain rate are presented in table 4.1. 

The results of the regression analyses are contained in 

the sets of tables numbered 4.2. through 4.8. The values are 

presented as a decimal quantity multiplied by a stated power of 

10 (EB = format in FORTRAN computer language). 

In table 4.2 the regression equation for the maximum stress - 

Te is shown for the B-type tests, at cach stage of devclopment. 

Acconpenying the equation, at each stage, is the overall analysis 

of variance and, on the facing page, the results of element analysis. 

In the interests of clarity the alternative variables with their 

associated primary and secondary clements have not been shown. 

The variable added to the equation at cach stage was usually 

that with the highest primary clement. In a very small number 

of cases each of two alternative variables was added separately, 

but invariably one of the two was clearly established as the 

more significant at a later stage of the analysis. 

In table 4.3 the results are presented in similar manner 

for the analysis concerning the intercept stress - qT 5 and in 

table 4.4 those for the steady-state stress a for the C-type 

tests.
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Tables 4.5 and 4.6 contain the analyses for the maximum and 

intercept stresses, respectively, for the C-type tests. The 

results of element analysis are not presented in totel for those 

tests because of their similarity to their counterparts for the 

B-type tests. 

The work-hardening coefficient - K is considered for the 

C-type tests in table 4.7 and for the B-type tests in 4.8. 

In each of these tables alternative solutions are presented, those 

in table 4.7 arising as a normal consequence of the analytic 

technique, but those in table 4.8 being a check for confirmation 

over the wider temperature range covered by the B-type tests. 

The numbers of the variables are as in table 3.11, but for 

clarity the variables appearing in the following tables are listed 

here with their identifying numbers: 

nT: oy, bae 

of. 29. G0 

a 46. Gyiny 
-& 

bio Kk 38. G.D, f 

8. b 39. Gab/Y. 
aa 

350 41, G.b.D ger 
: 

Te 16, ae 12, GD
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Source Sun_of Squares dof. Mean Square 

= (total) 664.. 22 84. 7291 

— (error) 180.63 35 2515 

eT. (total) 1789, 28 8h. 21,30 

T_ (error) 57.31 35 0.68 

K (total) 53.049 Bh. 6.36 

K (error) 97.2h. 35 2y78 

c (total) 167.06 51 3.28 

cS (error) 81.67 23 1.60 

ve (total) 508.1, 51 9.96 

T (error) 29.8h 23 0.59 

T,, (total) 359501 51 7.76 

7. (error) 38.99 23 0.76 

K (total) 210.85 51 ia ks 

K (error) 29.15 1a 2.08 

Table 4.1 Estimates of total and ‘error! mean square values.
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TABLE 1.2. 

Regression equations for maxinun stress - B-type tests 

On alternate pages are presented (a) the primary and secondary 

elements and (b) the regression equation and analysis of 

variance. 

The regression coefficients are presented in the column 

headed 'B' and the standard error in the column headed 'S.E.(B)'. 

§11 of the non-integer values are presented in the FORTRAN 

E-format that is to say as a decimal value raised to the 

indicated power of ten. 

The variables are identified by their index numbers as in 

table 3.17, the relevant values being repeated on page 85.
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TABLE 4.3. 

Regression equations for intercept stress - B-type tests
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REGRESSION EQUATION 

VARTABLE B gee (lB) 

| DEPENDENT 

27 0,17097n+02 0,509645401 

a =9,183184+02 0230856H+01 

16 0,31098"-01 0286692 n-02 

13 709488390402 0413235"+02 

2°? 700239160400 0265146791 

36 0019476n"0) 02505520402 

CONSTANT 0-583920"+02 

ANALYSIS OF VARIANCE 

SQuURCE SyM OF SQYARES DeFe MEAN SQUARE 

REGRESSION 04477668H+93 6 0e829447»+02 
RESIDUAL 041665499403 78 022135240+01 
TOTAL 046942170+93 84 02790734401 
F VALUE 38285 

MULTIPLE R On 9656 
R SQYARED 0.7493
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TABIE beds 

Regression equations for steady-state stress — C-type tests
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Table 3.15 Matrix of Correlation Coefficients - C-type tests.
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REGRESSION EQUATION 

VARTABLE B $,£,¢B) 

3 DEPENDENT 

27 0.21217m+02 0480915401 

8 =0421338»+02 046601539401 

16 0.77752n-01 0489929n-02 

13 =0 4665640402 0620728n+02 

29 -04147480+00 0+54433p-01 

CONSTANT 04677120402 

ANALYSIS OF VARIANCE 

SOURCE SUM OF SQUARES DeFe MEAN SQUARE 

REGRESSION 02355053n+03 5 O0e710106n+02 
RESIDUAL 02408553n+02 46 02888159"n+00 
TOTAL 02395908y+03 51 00776291 +01 

F VALUE 79995 

MULTIPLE R 0.9470 
R SQUARED 00,8968
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REGRESSION 

R 
1 

f 

MULTIPLE R 
9 ad 

VARIABLE 

16 

13 

29 

36 

CONSTANT 

ESIDUAL 

OTAL 
VALUE 

SQUARED 

Oe21161ln+02 

-0-e212170+02 

0275249n-01 

70,67302n+02 

~0.59029n-01 

7~0,10084n-01 

REGRESSION EQUATION 

B 

DEPENDENT 

0478784n+01 

04¢58572n+01 

04885709 -02 

0420186n+02 

0470921 9-0) 

0053727H-02 

02678240+02 

ANALYSIS OF VARIANCE 

MEAN SQUARE SUM OF SQUARES DeFe 
ee ee ee ee ae oe ET oe -——— 

04358019»+03 6 02596698»+02 

00378895402 45 04841989n+00 

04395908y4+03 51 00776291) +01 

70487 

029509 

00,9043
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VARIABLE 

16 

13 

29 

36 

38 

CONSTANT 

SOURCE 

REGRESSION 

RESIDUAL 

TOTAL 
F VALUE 

MULTIPLE: R 

R SQUARED 

REGRESSION EQUATION 

B 

DEPENDENT 

0417065n+02 

-O417913n+02 

0.80205n-01 

-0455046n+02 

7“0222831»-01 

7~0,.12436n-01 

0,36578n-01 

0257720n+02 

ANALYSIS QF VARIANCE 

SUM OF SQUARES DeFe 
ee ee ee ae ee ee ee — oe 

0-361905n+03 7 
04340036n+02 44 

00395908n+03 51 

664290 

0,956) 
0.9141 

0077657n+01 

0258017n+01 

0+87685n-02 

0420096n+02 

0469836n-01 

0652533n-02 

0¢16312n-91 

0e517007n+02 

00772809n+00 

00776291 n+01



(90) 

TABLE 4.5. 

Regression equations for maximum stress - C-type tests



VARTABLE 

2 

eT 

CONSTANT 

SOURCE 

REGRESSION 

RESTDUAL 
TOTAL 
F VALUE 

MULTIPLE R 

R SQUARED 

DEPENDENT 

702630639401 

02158340+02 

ANALYSTS OF VARIANCE 

SUM OF SQUARES DeFe 
1 eH Fy eS SO A ce ee me se 

023627379+93 1 

001454019403 50 

045908138n+03 51 

12474 

028449 

0.7139 

SeEo(B) 

0256464n+00 

MEAN SQUARE 

00362737n+03 

062908019+01 
099963490401



VARTABLE 

ZF 

8 

cONSTANT 

REGRESSION 
RESIDUAL 
TOTAL 
F VALUE 

MULTIPLE R 
R SQUARED 

EQUATION 
ee em ee ee oe 

REGREssION 
ee eR eee re cee 

B 

DEPENDENT 

-0.586050+01 

~0248738n+01 

0027557n+02 

ANALYSIS OF VARIANCE 

SUM OF SQUARES DeFe 

02384805y+03 Z 

02123333 %+03 49 

0.508138y+93 §1 

76044 

0.8702 

0.7573 

SeEe(B) 

0254646%+00 

0216460n+0]1 

001924035 +03 

0e251700n+0) 

02996349n+01



VARIABLE 
oF ee oe ae cee OF Hm 

8 

16 

CONSTANT 

SQURCE 
eee em re 

REGRESSION 

RESIDUAL 
TOTAL 
F VALUE 

MULTIPLE R 

R SQUARED 

ee ee a a em 

DEPENDENT 

“0¢54846n+01 

~0230033n+01 

0.83275n-01 

0221055n+02 

ANALYSIS OF 

SUM OF SQUARES DeFe 

02461135403 3 

02470033n+02 48 

0-45086138y+03 51 

15697 

049526 
00,9075 

VARIANCE 

SeEe (B) 

0234350n+00 

0410483n+01 

00943219 -02 

MEAN SQUARE 
ee Oe See ae Se or 

Ce153712n+03 

00979234n+00 

0e9F6349n4+0]



VARIABLE 
oe me em me ee 

ri 

ZT 

8 

16 

13 

CONSTANT 

SOURCE 

REGRESSION 

RESIDUAL 
TOTAL 
F VALUE 

MULTIPLE R 

RP SQUARED 

em cre ee co 

DEPENDENT 

0.260419+02 

70 e25656n4+02 

0-82823-01 

~0,808390+02 

0+79087n+02 

ANALYSIS OF VARIANCE 

SUM OF SQUARES DeFe 

00475020n+03 4 
063311840402 47 
0.508138n+03 51 

168053 

0.9669 
0.9348 

SeEe(B) 

0471089»+01 

0651800n+01 

0-480018n-02 

0618211 9+02 

00118754n+03 

00704647»+00 

0-0996349n4+0)



VARTABLE 

16 

13 

29 

CONSTANT 

REGRESSION 

RESIDUAL 
TOTAL 
F VALUE 

MULTIPLE R 
R SQUARED 

REGRESSION EQUATION 

B 

DEPENDENT 

0926876n+02 

70026615n+02 

0.82567n-01 

"02829650402 

-0.33943n-01 

0481987n+02 

ANALYSIS OF VARIANCE 

SUM OF SQUARES DeFe 

020475365+03 5 

0¢327731»+02 46 

02508138n+93 | 

133044 

029672 

00,9355 

SeEe(B) 

0472471 n+01 

0253875+01 

0480544n-02 

0218565n+02 

0248752n-01 

MEAN SQUARE 

00950730n+02 
0¢712458n+00 
00996349n+0)
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VARIABLE 

16 

13 

29 

36 

CONSTANT 

SQURCE 

REGRESSION 

RESIDUAL 
TOTAL 
F VALUE 

MULTIPLE R 

R SQUARED 

REGRESSION EQUATION 
Oe oe te cl Oe Sm oan Sa a 

DEPENDENT 

0226937n+02 

=04267460+02 

0285290n-01 

~00e82162n+02 

-0.130160+00 

0210970n-01 

0261866n+02 

ANALYSIS OF VARIANCE 

SUM OF SQUARES DeFe 

02478875n+03 6 

04¢292630n+02 45 

02508138403 51 

12273 

0.9708 

0.9424 

SeEe(B) 

0-69237n+01 

00514740401 

0077838n-02 

00617739n+02 

0262326n-01 

06472179 -02 

MEAN SQUARE 

00798125n+02 
04650290»+00 
009 96349n+01



  

(91) 

TABLE 4.6. 

Regression equations for intercept stress - C-type tests



VARIABLE 

27 

CONSTANT 

SOURCE 

REGRESSION 
RESIDUAL 

TOTAL 
F VALUE 

MULTIPLE R 

R SQUARED 

REGRESSION EQUATION 

DEPENDENT 

-“0227609n+01 

04734119+01 

ANALYSIS OF VARIANCE 

SUM OF SQUARES Deke 

02695238n+02 1 

0e975389y+02 50 

02167063493 | 

35264 

02645] 

0.4162 

SeEe(B) 

00462470+00 

MEAN SQUARE 

00695238n+02 
04195078n+01 

003275740+01



VARIABLE 

eg. 

8 

CONSTANT 

SQURCE 

REGRESSION 

RESIDUAL 
TOTAL 
F VALUE 

MULTIPLE R 

® SQUARED 

REGRESSION EQUATION 
em Om ae ey a st 

DEPENDENT 

-0423724n+01 

=04424740+01 

0217557 +02 

ANALYSIS OF VARIANCE 
ee cee er cee SE ee ee ee Se 

SUM OF SQUARES DeFe 
ee A ey ee ee ee oe ——— om 

028628340+02 2 
02807793402 49 
02167063403 51 

26017 

0.7187 
0.5165 

SeEe(B) 

0444225+00 

06133219+01 

MEAN SQUARE 

02431417» +02 

0e164856n+01 
09¢327574n+01



REGRESSI9N EQUATION 

VARTABLE B SeEo(B) 

1 DEPENDENT 

27 -0922576n+01 0243903%+00 

8 704367640+01 0613124+01 

16 0e25419n-01 0211808»-01 

CONSTANT 0415573n+02 

ANALYSIS OF VARIANCE 

SOURCE SUM OF SQUARES DeFe MEAN SQUARE 

REGRESSION 0e933950n+02 © 3 003113170+02 

RESIDUAL 047366769402 48 020153474n+01 
TOTAL 04167063+93 oa 00327574n+01 
F VALUE 20028 

MULTIPLE R 027477 
R SQUARED 0,5590



VARIABLE 

] 

27 

8 

16 

13 

CONSTANT 

REGRESSION 

RESTDUAL 
TOTAL 
F VALUE 

MULTIPLE R 
R SQUARED 

REGRESSION EQUATION 

B 

DEPENDENT 

0217622402 

~Oe179610+02 

0625134n-01 

-0.509759+02 

0452166n+02 

ANALYSIS OF VARIANCE 

SUM OF SQUARES Dake 
oe ne ee ee A me me 

029891609+02 4 

026814665402 47 

02167063»+903 5) 

17206 

0.7695 

0,5921 

-SeEe(B) 

0.10196»+02 

0674305n+01 

0611478n-01 

0226123n+02 

00247290n+02 
04144993n+01 
00327574n+01



REGRESSION EQUATION 
Om a ce ae F ohsetiendicsedietce Mamie! 

VARTABLE B SeEe(B) 

1 DEPENDENT 

oe 0,20372n+02 0010159402 

8 ~Oe211198+02 0075519» +01 

16 0024289n-01 O0e11290n-01 

13 “04579819+02 0626023 H+02 

29 ~0211186n+00 0268338y-01 

CONSTANT 0261725n+02 

ANALYSIS OF VARIANCE 

SOURCE SUM OF SQUARES  DeFe MEAN SQUARE 

REGRESSION 04102667n+03 5 00205334»+02 
RESIDUAL 00643956p+02 46 00139990n+01 
TOTAL 00167063403 51 00327574n+01 

F VALUE 14267 

MULTIPLE R 0.7839 
R SQUARED 0,6145
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VARTABLE 

16 

13 

27 

36 

CONSTANT 

SOURCE 
ee SHI see oe 

REGRESSION 

RESIDUAL 
TOTAL 
F VALUE 

MULTIPLE R 

R SQUARED 

REGRESSION EQUATION 
ee em ee eh sae se Or 

DEPENDENT 
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ANALYSIS OF VARIANCE 
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TABLE be 7s 

Regression cquations for work-hardening coefficient - C-type tests
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VARIABLE 

16 

CONSTANT 

SQURCE 
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F VALUE 

MULTIPLE R 
P SQUARED 

REGRESSION EQUATION 

8 

DEPENDENT 

0.84395n-01 
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ANALYSIS QF VARIANCE 

SUM OF SQUARES DeFe 

02845386n+02 1 

041263119+03 50 

02210850y+03 51 
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CONSTANT 

SQURCE 

REGRESSION 
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F VALUE 
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R SQUARED 

REGRESSION EQUATION 
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DEPENDENT 
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ANALYSIS QF VARIANCE 
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VARIABLE 
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42 

36 

41 

CONSTANT 

SOURCE 

REGRESSION 
RESTDUAL 

TOTAL 
F VALUE 

MULTIPLE R 

R SQUARED 

  

REGRESSION EQUATION 

B 

DEPENDENT 

0228143n+00 

0,10066n-01 

-0235041»-01 

70628732n+00 
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ANALYSIS OF VARIANCE 

SUM OF SQUARES DeFe 
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0462190850» +03 51 
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Oe 135969n+01 
00413431401
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TABIE 4.8. 

Regression equations for work-hardening coefficient - B-type tests
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SUMMARY 

The final least-squares regression equations for the parameters 

used to adeseribe the stress-strain curve are presented below. In 

general the independent variables included are significant at a level 

of probability of error less than 0.05. In the small number of cases 

where probabilities greater than this have been adopted the reasons for 

doing so will be explained in Section 5: Discussion. 

For the B-type tests the equations are: 

Te = 53.92 + 17210 v0 ~~ 18.32b + 0,031 ery. 

= 48.840 - 042396.0 + 0,019 G, an) te ee 

8 as Ty = 97261 + 30.76 b - 31.91b + 6,070 /Yer 

~ 93.660 = 0.191 6.0 + 0,009 GeinY enmenasnetittiiaitie (422) 

2 
K = Osh2 + 0.16 “/),, + 0.007 G.b.p7e 

40063 x 107 GDa -¥_ 0.16 G.beD “/y,, a ee 

and for the C-type tests: 

T= 61ebh + 20:42 BoD = 21422 + 0,006 “/y, 
° e e es : eS ° SF 

~ 572390= 0.183 G0 + 0.008 Gin a tee 

Tw B1e87 + 26.9% dO = 26.75 » + 0.085 */ 
M s o e oe 2 Yep 

- 82,160 - 0.130 G.0 + 0,012 G.InY i 

2 
Tz = 57072 +17.07 v.0 = 17.91 d + 0.080 © Aycp ; 

"1S 

= 552050 = 0.023 G.0 = 0,012 GelnY + 0.0376.D, (46) 

G? of 
Ke 0.91 + 0.28 Yor * 0,010 G.b.D 

= 0,035 GoD - 0.287 G.b.D 1 Yow
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intercept stress - t.s.is 

mexigum stress ~ t.seie 

steady state stress - t.s.i. 

work hardening rate. 

Burger's vector =< A 

ratio of testing temperature to 

melting temperature. 

shear modulus - t.s.i. x 10 

stacking fault energy - dynes. cm 

-1 

-2 

strain rate = min. 

mean structure size = mme 

diffusion coefficient - k.ecal. mole 

-2 
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5e DISCSSTON 

5el. Experimental T cehnique 

The technique of of conducting the torsion tests proved to 

be generally satisfactory, bearing out the anticipated 

advantages of test-piece stability, ease of heating to test 

temperature, ctc. The values of maximum stress and steady 

state stress are parameters which are clearly identifiable and 

the experimental error, indicated in table 4.1 by their respective 

variances (or mean squares) ranged from approximately 3 per.cent. 

up t> a maximum of 10 per cent. of the total variance. 

As was expected the error variance for the intercept stress 

- !, was much greater than for the other two stress parancters. 

In fact the variance proved to be approximately three times as 

great as for the maximum stress, a difference which is statistically 

significant at the 0.01 level of probebility. ven this level 

of variability would probably be considered acceptable under many 

circumstances where stress determinations were required, however, 

the observation value being reproduced to within : 3 t.s.i. for 

95 por cent. of single determinations carried out (compared with 

+ 1.6 t.s.i. for the maximum stress), 

The variability in K - the work hardening coefficient must 

be regarded as disappointingly high, the error variance representing 

approximately half of the total variance in this parameter, for 

the Betype tests. In view of the levels of reproducibility 

which may be inferred from the results of other workers in this
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ficld (values are rarely stated), it must be considered that 

the exporimcntal technique adopted was responsible for much of 

the variability. Since the axial loads which develop during 

torsion testing can be either tensile or compressive it is neccessary 

to provide constraint in both directions. In the current tests 

this was achicved by using test-picces with threaded ends, which 

made nachining simple and convenient. This method carries the 

inevitable risk of the specimen being twistcd further into the 

threaded grips, however, giving rise to an indicated value of 

strain which is higher than the true value. Although care was 

taken to tighten the specimen into the grips to the point where 

the errors described were considered to be very unlikely, the 

high values of error variance cast some doubt on the effectiveness 

of this practice. If this kind of fault did arise, in fact, 

it must affect the validity of the final regression equation for 

K since the true distribution of experimental errors is likcly 

to be strongly skewed, the tendency being always to underestimate 

the value of K.
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5e2. Regression Analysis 

The prinary objective of the investigation reported 

here has been stated as thet of producing a mathematical modol 

of the stress-strain relationship, in a selected class of nctals, 

such as would allow useful predictions of behaviour to be made. 

In order to be useful the predictions should be subject to the 

lowest possible error variance, that is the probability of 

encountering any particular value of the response variable 

should decrease as that value deviates to a greater extent fron 

the 'truc! value. Since the conventional methods of producing 

a regression equation are based upon minimising the sum of the 

Squared valucs of the deviations about the regression (44: 

the residual variance) these techniques would seem to offer an 

attractive and convenient means of achieving the criterion of 

‘usefulness! stated above. 

The use of regression techniques is based upon certain 

assumptions, the validity of which nust be assessed in order to 

justify the techniques adopted. In making this assessment it 

is convenient to consider first the three parancters of stross - 

T ~T. aay: 
a? 0 s 

5-2-1. The Stress Paramcters 

(a) The naxinun stress 

The first parameter to be considered is the maximum stress for 

the B-type tests. The order of inclusion of independent variables 

was: be t/t, 

b 

2 

: sf 

Ty
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At this stage the proportion of the total sum of squ=res 

which could be attributed to the regression was 0.933 (that is 

Ro equalled 0.933), and the ratio of regression mean square 

to residual mean square (the ‘total F' ratio) was 278.26, the 

highest F-value obtained. On the basis of achicving the 

highest average response this equation might be considered 

as the most ‘efficient’. The ratio of the residual mean square 

to theindopendéntlyestimated error mean square was 2.2 at this 

stage, however, which indicates a ‘lack of fit' contribution 

to the residual, which is significant at the 0.01 level of 

probability. 

Continuing the selection process, therefore, two more 

variables were added to the equation: 

G. Yt, 

and. in ¥ This increased Ro to 0.943, an increase of 

only one per cent., but the residual mean square was reduced to 

1.29 which just fails to exceed the .05 level of significance and 

nay, therefore, be regarded as an estimate of the true error 

variance. No other variable of those listed had a primary 

element which was significant at the 0,08 level of probability 

at this stage. 

One of the basic assumptions of the regression model is 

that the residual errors are normally distributed with mean 

equal to sero. In figure 5.1.(a) the residual errors as shown, 

in histogram form, compared with the curve of a true Nornel



  
Residuals —t.s.i. 

(o) 

Figure 5.1. Comparison of distribution of residual errors with curve 

for true Normal distribution: 

(a) maximum stress 

(vb) intercept stress
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distribution with mean equal to zero and variance equal to 

ily (The individual differences between the predicted and 

observed values were calculated independently and their mean and 

variance computed at 0.008 and 1.19 respectively. Although 

these differ from the predicted values of zero and 1.29 the 

differences are sufficiently small to be regarded as arithmetic 

errors, arising out of ‘rounding’ for example, and may be ignored). 

It will be seen that the fit is quite good by visual 

examination. The CHI -— SQUARED value for this diagram 

computed from the sum of all the (0 - E)* terns for each of 

E 

the blocks im the histogram is about 1) and this value has a 

probability of between 0.5 and 0.4 from the Chi-squared tables. 

That is to say, that if observations had been selected at randon 

from a population with a true Normal distribution, in order to 

construct the histogran, the likelihood of obtaining a distribution 

nore closely resembling the true curve would have almost the same 

as the likelihood of obtaining one less closely resembling the 

true curve. It can quite reasonably be assumed, therefore, that the 

residuel errors are normally distributed. 

A further requirement of the regression model is thet the 

errors arc not correlated in any way with any of the variables 

in the regression. Where the variables may be classified into 

separate groups the absence or otherwise of correlations may be 

exanined by calculating the mean and variance for each group. 

* O - observed valuc. 

E = expected (from Normel distribution) value.
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These statistics should not then differ significantly fron 

those for all of the groups added together, i.e. from those 

for the overall residual errors. In table 5.1 the means 

and variances of the residual crrors in maximum stress are 

shown for the B-type tests together with their 't' values and 

'F! values. 

In no case was the t-value significant at 0.05 level of 

probability, confirming that the errors for differen’ compositions 

are unifornly distributed about the mean, within the range of 

variation to be expected due to random sampling variations. 

fmong the F-values only that for the nickel specimens was 

greater than the value for significance at the 0.05 level, 

and this was much less than the value necessary for significance 

to be established at the 0.01 level of probability. 

It seems reasonable to accept, therefore, that the errors 

are independent of composition. 

Where the variable which is being considered cannot be 

divided into groups, but is continuously variable the technique 

for assessing the relationship with the residual errors is 

different. The most convenient method is to plot the residual 

value (the difference between the predicted and observed 

values) against the predictor variable. An example of the 

residual crrors plotted against the homologans temperature - 

1/7. is shown in figure 5.2, for the B-type tests. It can 

be scen that there is no prominent trend to the distribution
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SOURCE. MEAN VARTANCE def’. t-Value EeVelue 

Total 0.008 1.195 8h. - ~ 

N 0.524, 3.118 6 1,118 2.61 

A 0.094. 0.567 11 0.259 2,11 

C -0.1,09 1,031 25 -1.715 1.16 

CZ1 0.629 0.555 ab 1.88 2.15 

Cz2 -0. 064. 1.419 7 -0.175 1.19 

C23 -0.182 1.488 9 -0.508 1.25 

CAL 0.148 0.913 9 0.363 tea 

Table 5.1. Comparison of residual errors for chemical composition. 

Maximun stress, B-type tests.



  

  
  

  

  

  

Be 
Oo 

2) Oo 

Oo. 8 S 

Le] oO Bl° ao 
re a 00 Oo Oo 

Oe 8 9 6 0° on 
0 i 1 8 8 | [eOmst oh [220.5] 

bol Ol | I 1B I al 
a 85 07 0 2? 005 Oo 

8 @B Oo Oo Oo 

lo 2 2.6 Oo... 8 0 
oO 29 0 ° 

| : coo 

=< So 

0 ° 

o I T T T T T T T I 1 
Ho 0 2 4 6 8 10 
a (a) 
3 
4 0 50 100 150 200 250 
e L I l | eee ! I | 1 

G.In'y 

O 
32 Oo 3 

95 

2 Oo Oo Oo 

O50 
Oo O° 

0 ° 
oO 

0 os © G20 0 ey Oo | if 
| DO000 1520 O20! 3 I 1 

6 = ee O 
-| ~ oo 

" Olam 6 Oo 
O 

—2 ° oO 2 

Fg oO Oo O O° . O oO 

—3] 5° 

(b) 

Figure 5.2. Distribution of residual errors for B-type tests: 

(a) maximum stress versus T/t 

(b) intercept stress versus G.1nY
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and that the residual values are distributed in an apparently 

random manner along the range of temperatures used. Conparison 

of the residuals with other predictor variables produced diagrams 

which were broadly similar to the one shown.
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(b) The intercept stress. 

The correlation coefficient between maximum stress and 

intercept stress is 0.839 (which may be compared with a value 

of 0.357 necessary to establish significance at the 0,001 level 

of probability). It is evident, therefore, that the two paraneters 

are closely associated, and that the relationship might well be 

more clear but for the inherently high variability in intercept 

stress. It is hardly surprising, therefore, that the sane 

variables exert an influonce on both, In this case the residual 

mean square from the regression equation proved to be equal to 

the independently determined error mean square. 

Figure 5.1 (b) shows the distribution of the residual errors 

in intercept stress compared with the theoretical curve for the 

Normal distribution. The value of chi-squared is, again, about 

14, establishing thet the residual values conforn closely with a 

Normel distribution. 

Table 5.2 shows the means, variances, t - and F - values in 

sinilar manner to those presented in table 5.1 for the naxinun 

stress. In this case the only t = value of significance was 

that for the Cu tests where the mean value differed fron the 

truc mean by an amount which was significant at tho 0.05 level 

of significance. The variance for the residual valucs from the 

Al tests was shown, by its F-value, to be significantly loss than 

the overall variance.
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SOURCE MEAN VARIANCE dts t-Valuc F-Value. 

Total -0.00, 1,982 8h. ~ - 

N 0.455 3. dy 6 0.791 1.99 

A Q.252. 0.562 121 1,095 5047 

C “0.641 “117 25 -2.112 4577 

CZ1 0.890 1.716 11 2.005 ie 

Cz2 0.385 1.57h 7 -0.730 1.26 

C23 0.276 3.915 9 0.561 1.98 

CAL ~0.007 2.379 9 -0. 00). 1.20 

Table 5.2. Comparison of residuel effors for chemical 

conposition. - Intercept stress, B-type tests.
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This is not wholly unexpected in view of the fact that 

aluminium cross-slips almost immediately during deformation 

at room temperature and above. The distance over which the 

stage 111 curve needs to extrapolated in order to intercept the 

stress axis is, therefore, much less and the inaccuracy introduced 

by this manoevre is virtually eliminated. 

The plot of residual errors against the G. InY variable is, 

similarly, one displaying an apparently random distribution, 

as were those for all of the other variables in the equation. 

(c) The C-type tests 

A comparison of the equations for maximum stress and 

for intercept stress in the B-type and C-type tests respectively 

shows that there is little discrepancy between the two ranges 

of temperature, For the maxinum stress equation all of the regression 

coefficients for the C-type tests differed by less than one standard 

deviation from the results for the B-type tests. 

In the case of the intercept stress cquation the regression 

cocfficients for the two variables which were added last differed 

by greater than one but less than two standard deviations between 

the B-type and C-type tests. For the other four variables the 

discrepancy between the two groups of tests was again less than 

one standard deviation in each case. 

Since the fifty-two C-type tests were drawn from the cighty- 

five Betype tests, and the residual plot against temperature 

showed no consistent trends of any kind, this general agreement
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between the two types of test is to be expected. It does 

tend to confirm the evidence of the residual plot, however. 

(a4) The Steady-state stress 

The C-type tests were sclected from the B-type tests 

on the basis of having a clesrly defined steady state region 

of deformation. It is only within this group of tests that 

the steady-state stress may be studied, therefore. 

The correlation coefficient between this parameter and the 

maxinun stress is, again, very high at 0.961. The sane variables 

as for the other two stress parameters have been added into the 

equation, but it was found that when variable 36 was added the 

contribution due to variable 29 became insignificantly small. 

The normal practice would have been to eliminate 29 from the 

equation at this stage but it was decided to retain it in order 

to maintain the similarity with the equations for the other stress 

perancters. 

One other difforence that was noted between this and the 

=) 
other stress parameters was thet the variable GD, ® Caicos 

Ds is the diffusion coefficiont) was found to have a significant 

effect. 

The residual mean square for the steady state stress equation 

was shown to be almost exactly equal to the independently 

estimated error variance, and the other assessments of the 

residual values confirmed that they were in accordance with 

the previously mentioned assumptions of distribution and 

independance,
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56202, Accuracy and Reliability 

(a) Accuracy The accuracy of prediction of a value 

of the dependent variable is subject to the error variance 

as estimated by s° ~- the residual mean square. While s* is 

based on deviations from the mean, which is indepepdent of the 

estimated regression coefficients, the regression coefficients 

are not independent of one an-ther (except in the case of an 

orthogonal natrix of correlation coefficients). The value of 

s* must, therefore, be increased to allow for this additional 

uncertainty. 

0 
Davies — gives the equation for the adjusted variance as: 

V(x) = VF) # Gy- H)° V(b,) + ..0..# (- %)* v,) + 
es es ve (5.1.) 

2 OG ~x,) (x, - Xp) cov (b, b,) + besieee 

where V(Y) is the variance of the value Y, predicted from % > 

Xys cece, Xo and cov (b,b,) is the covariance of b, and doe 

Since the covariance is calculated fron: 

cov (b,b,) = s° and - (5.2) 

where a’ is the appropriate clement from the reciprocal 

natrix, and since 

‘ ee “a pk 
ard = rid e (A(x, - re edee - =)" ¥ ~- (5.3) 

where rid is the equivalent element in the reciprocal correlation 

natrix, we may write: s a ~ 
: X,~ X, ae gor tok ye ghd & Oy &) Ge, - ¥) 
  te (x, =x, ) (x,- x.) cov (o5b, ‘ 

’ (Z(x,- z,¥ E(x,- x vr 
- (5.4)
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The term associated with x¥d is equivalent to Ts and so 

substituting in equation 5.1. we have: 

v(t) = VG) oe Yq Ge ry, trees HPP He a wt ies 

ae (5.5. ) 

In fact, the additional variance from this source is relatively 

snall in the present case. For the intercept stress the value is 

0.119 giving: 

V (7) = 24254. 

while for the maximun and steady state stresses the values are 

0.288 and 0.339, respectively, giving: 

v (T.) 
Vv (T.) 

1.588 

1,112 

In repeated tests, therefore, experimental values of the intercept 

stress would be expected to lie within x 2.9 t.s.i. of the predicted 

value in 95 per cent. of cases. For the naxinum and stcady-state 

stresses the corresponding values are = Coors Sele NG ? Sel Si Bs ks 

respectively. 

(b) Reliability. The criteria of 'bestness' in selecting 

a sub-set of predictor variables for regression equatior are sonctines 

impreciso and may not be wholly compatible. Some of the more 

inportant ones nay be worth mentioning here. 

(i) If the regression equation is to be used for the purposes 

of prediction for further values, i.e. additional to those on which 

the analysis is based, it is desirable that the value of R° should 

be high. Once the residual mean square has been reduced until it



(108 ) 

equals the error variance, however, there is little or no 

advantage in further increasing Te since the additional 

variance duc to covariance between the predictor variables is 

unlikely to be significantly reduced by the addition of non- 

significant terms into the regression. 

(ii) It is desirable that all of the terms in the regression 

should be statistically significant when assessed on the basis of 

their primary clements. 

(iii) It is usually desirable that the number of predictor 

variables should be as small as is compatible with (i) above. 

Even within the constraints imposed by these criteria there 

nay be nore than one solution in the search for the 'best' equation 

and in the absence of 'a priori* evidence no means may be available 

for distinguishing between the alternatives. 

In the present study the available evidence indicates a very 

close similarity in the equations relating to the three stress 

paraneters. Differences bibrec: the results for B-type and 

C-type tests, where these are appropriate, appear to be no greater 

than would be expected from random sampling variations. Furthermore 

the exanination of the residual values appears to confirm that there 

is no undue bias in their distribution and that the error variance 

is constant over the range of experimental conditions.
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One further source of difficulty may arise from singularity, 

or near-singularity, of the matrix which is inverted to produce 

the final equation. In extreme cases this is revealed by giving 

rise to values of the standard errors of the regression coefficients 

which are indeterminate, (usually because they require a division 

by zero). Even circumstances less extreme than this can be 

problenatic, however, but it is considered that the information 

derived from the table of primary and secondary elements give 

anple warning of this dangcr. 

The technique by which selection was carried out ensures that 

when highly correlated variables are included in the regression 

each of them makes a contribution, significantly greater than that 

which is likely to arise by chance, and which would not be made 

in the absence *f that variable. Consider, for example, the 

table of elements in table 4.2 (betwcon pages 87 and 88). Two 

of the variables included in this table are 27 (b.7/5,,) and 13 

(t/r,,) and the simple correlation coefficient between these two 

is equal to 0.987. This indicates that the contribution to the 

regression sum of squares which is due to the presence of variables 

27 and 13 is the sum of these quantities, viz. 342.112 and of 

this total 157.40, approximately half, cannot be unambiguously 

ascribed to either of the individual variables. If variable 27 

is eliminated fron the regression, therefore, the apparent 

contribution due to variable 13 will increase by 157.40, but tho 

total rogression sum of squares will be reduced by 77.782, a 

quantity which is almost sixty times as great as the estimated crror 

variance, On this basis it is clearly justifiable to include both



(110) 

variable 27 and variable 13, despite their high correlation. Since 

this practice has been adopted throughout the analysis it is 

considored that the variables included in the various equetions 

arc justificd and the equations presented are valid interpretations 

of the cxperimental data.
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5.2.3. The Work-Hardening Coefficient - K 

The same technique was applied to this parameter as to 

the stress parameters and the results obtained are presented in 

tablcos 4.7 and 4.8. 

For the C-type tests variables Nos. 16 and 42 were added to 

the regression, in that order, and accounted for 0.076 of the 

variance in K. The further addition of variable 39 increased 

2 
R- to 0,686, with a reduction of the residual mcan square to a 

value less than that of the independently estimated error variance. 

If the variable containing the diffusion cocfficient - 38, 

is forced into the equation, that is to say that it is included 

despite not being justified on the basis of making a significant 

contribution to the regression sum -f squeres, variable 39 beconcs 

insignificant. Variable 41 is then found to be significant at the 

0.05 level of probability. This solution had a value of < 

equal to 0.697, with a residual mean square of 1.361 Gompared 

with the independently estimated error variance of 2.08). The 

retention of variable 38 may be justificd because of the strong 

negative secondary elements between this and all of the other 

variables in the equation. Newton and Seurréli? suggest in 

their ‘Rule 4(a)' '....both variables must be kept in the 

regression because they are complementary in their effect on the 

dependent variable! They also make it clear that the inter- 

relationship may be algebraic rather than operational.
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The distribution of residual valucs of work-hardening coefficient 

is shown in figure 5.3, eonpared with Normal curve. Once again 

the Chi-squared value (equel to 7.2) lies between the tabulated 

velucs for probabilitics of 0.75 and 0.50 and can be regarded as 

confirmation that the errors are normally distributed. One 

outlying value of 4.4 has been discarded for the purpose of this 

conperison, and a repest observation under the same experimental 

conditions hed a valuc of 0.73. 

Figure 5.4 shows a plot of the residual valuos against T/p, 

and in table 5.3 the influence of composition on the residual values 

is, similarly, shown to insignificant, when the outlying value 

referred to above is excluded. (If this value is not oxcluded 

the variance within the CZ3 specimens is significantly greater 

than the overall error mean square. The rejection of this single 

value from the fifty-two experiments is considered to be justificd, 

however, particularly since the repeat observation lay very much 

closer to the mean). 

The application of the same technique of analysis to the Be 

type test data was a great deal less successful, however, and the 

best value of Ro was only 0.382. If the equation produced for 

the C-type tests is applicd to the B-type data the residual crrors 

of the predictions not included in the C-type tests bave a mean 

which still equals zero, but the mean square rises to approximately 

Lae This nearly ten-fold increase can be partly explaincd in 

terns of the shortcomings of the cxperimental technique mentiored fn 

section 5.1, and is clearly more likely to occur at lower temperatures
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SOURCE 

Total 

CZ1 

Cz2 

rh) 

CzZ3 * 

CAL 

* After 

Table 5.3. 

composition. 

MEAN VARIANCE Lg t-Value | F-Value 

O:002 3° 40560 51 ~ - 

0.009 .. Ba 7k 3 -0.01 2.82 

“O04 219 1ea35 6 0.47 1.17 

-0.093 0.587 20 0.34 2,26 

0.409 1.368 2 -0.58 1.03 

0,165 Ueh21 -0.31 5.25 

0.665 3.89), 5 ~1.20 2.93 

-0.296 0.97) 4 0.55 1.36 

-0.235 1.718 5 O.d7 Loe 

rejection of one outlying value. 

Comparison of residual errors for chemical 

- Work-hardening Coefficient, C-type tests.
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when the stresses developed are gencrally higher. The cases 

where K is overestimated can clearly not be explained in this 

waye One possible explanation is that the low temperatures 

and resultant high stresses encourage deformation twinning, 

to an extent which does not disqualify the result by the standards 

of acceptance adopted, but because twin propagation is casicr 

then twin nucleation it may reduce the overall work-kerdening 

rate. This is further supported by the fact that in the cases 

of the high stacking fault energy metals the tendency is to 

underestimate the rate of work~hardening, while the lower stacking 

fault energy metals, where twinning is easier, have usually lower 

work-hardening rates than the predicted values. 

Using the same method for calculating variance as in the 

previous section the additional variance is 0.30 so that the total 

variance V(K) is equal to 1.66. Tho 95 per cent. emfidence 

limits for a prediction of K are = 2,5 t.s.i. for the C-type tests. 

No estinates were made for the B-type tests.
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5.3. Work Hardening and Restorntion. 

The variables in the regression equations are selected on 

the basis of statistical criteria rather than mechanistic 

argunents. It would be unwise, therefore, to attempt a full 

explanation of the voriables in the final equations on the 

basis of likely mechanisms. None-the-less, since the voriables 

considered for the regression equctions were selected for 

consideration from suggested mechanisms, some insight is gained 

by exanining the predictor variables in the equation. 

5.3.1. The “tress Parancters 

The parameter of intercept stress has been proposed here 

as an approximation of the critical stress for the onset of stage 

III deformation. It has the advantage of being calculated fron 

the stage of deformation which predominates in nost f.c.c. nctals, 

especially at elevated temperatures. Work by Dillamore, Smellman 

and Roberts?” confirmed the dependence of def~rmation textures in 

f.c.ec. metals on the extent of dislocation cross-slip which is 

associated with stage IIl deformetion. This information was used 

to confirm the relationship between intercept stress and cross-slip 

in a final year undergraduate project??? supervised by the author 

of this thesis. In this work it was demonstrated that the intensity 

of certain features of the pole figure of crystallographic preferred 

orientation were strongly correlated with the intercept stress 

determined as in the investigations reported here. The work was 

carried out on a renge of austenitic steels at elevated temperatures. 

The high correlations between intercept stress and tho othor 

two stress paranecters, together with the closs similarities between 

the regression equations which were derived for all three parancters 

suggest thot the factors controlling the onset of stage III
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deformation also control the restoration processes occurring 

later in the stress-strain curve. 

(a) Stacking fault _cnergy. 

Variable 16, - e“/y. 6 is a measure of the stress required 

to bring together the two ‘halves! of a dissociated dislocation, 

which is a necessary pre-requisite to cross-slip. It should be 

noted that dislocation glide not involving cross~-slip can occur 

without dissociated dislocations re-combining. 

Evidently, therefore, whatever additional mechanisms nay 

contribute to the restoration process, that of dislocation cross- 

slip is a najor controlling mechanisn, contributing 2 prinary 

element which is significant at the 0.001 level of probability. 

(b) Shear nodulus 

The importance of shcar modulus is also evident from the 

variables in the regression equations since this property occurs 

in three out of the six terms for the intercept and naximum stresses 

and four out of the seven terms in steady state stress equation. 

The values of G used in this study have already been 

conpensated for tomperature, and it seems reasonable to assume 

that it simply provides a measure of the stress required to cause 

atomic movenent in the lattice and to enable the unit movement of 

dislocations. 

(c) Burger's yeotor 

It is, perhaps, a little surprising that none of the terns 

involving the product term G.b proved to be significant since 

the ‘unit' distance over which atoms must move in order to establish
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plastic deformation is the Burger's vector of the metal. The 

Burger's vector does make a significant contribution, however, 

but in a manner which is rather difficult to explain. In each 

of the cquations for the stress parameters the regression 

coefficients for b and for b. T/t, are effectively equal. 

Certainly the differences are invariably much less than one 

standard deviation. If the regression coefficient is B the 

effect of Burger's vector can be written as: 

T= Ror, Yo, ) ~(5.1.) 

Since T/r., is invariably less than unity and B is invarinbly 

negative, it follows that the stress parancter increases with 

decreasing values of Burger's vector. The contribution of the 

terns b and b. YT to the regression sum of squares, calculated 

by adding the two primary elements and the secondary element 

associated with both, is approximately one third of the total. 

This is clearly a most significant contribution. 

One possible explanation of the anomaly whereby the stress 

decreases as the measure of unit strain increases, is that the 

Burger's vector provides a guide to some other composition- 

dependent property. It is not apparent what this property 

night be, however, and this suggestion does not provide any real 

insight into the mechanisms occurring. 

(a) Tenperature 

The influence of temperature is strongly negative, us 

was expected from all previous deformation studies. It is 

not clear why both T/p_ and G. T exert a significant and separate 
1. 7 Vn
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influence, although it may be that they are complementary in 

correcting for some deviation from linearity in the temperature 

dependence of stress. Alternatively the two terms might reflect 

two different mechanisms. 

If the renwal of the effects of work hardening depends 

upon the migration of vacancies as has been suggested in the 

literature survey, it is to be expected that the tern G. 1/y 

would be of inportance’’, The likelihood of this mechanisn being 

involved is supported by the fact that when Gane soatign important 

to the regression, as in the case of the steady-state stress, the 

contribution fron G.T/T, declines to almost nothing. 

The T/T, term remains significant whether or not the diffusion 

tern is included and probably reflects the easier movement of 

dislocations, independantly of elastic stiffness, in the reduced 

stability of the lattice at higher temperature. 

(ec) Strain rate 
The effect of strain rate, as was suggested earlier, proved 

to be small, but significant. The simple semi-logarithnie 

relationship was not sufficient to describe the stress dependence, 

but the product of (log strain rate) and shoar nodulus was highly 

Significant in all cases. 

In the case of steady-state stress the relationship with 

strain rate was negative, no doubt reflecting the increased 

tenperature resulting from adiabatic heating at the higher 

values of strain.
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It would seom that the similarity between stendy-state — 

defornation and deformation under creep conditions postulated 

by Sellars and Togart /? was justificd. Moreover, the influence 

of the diffueién coefficient suggested by Shove? nainly on the 

basis of creep studies, was also shown to apply to stcady=state 

deformation. 

Sherby's hypothesis that cross-slip is of no importance in 

studies of high temperature strength was clearly contradicted 

by the results of the present study, however. 

(f) Grain size 

It is somewhat surprising that none of the functions 

of grain size which were considered proved to be significant. 

In this study the annealing treatments given to the copper alloys 

were all similar, and it seems likely that the correlations 
4 

oe: between D and the various functions of stacking fault energy 

night have arisen because of the dependence of the stable sub-grain 

size on the latter ko pkreiee Since all of the naterials were 

given sinilar tines at similar temperatures the final grain size 

would depend upon the size of the nucleus, i.e. the stable sub- 

grain sizc. It might be, therefore, that in the present study 

the effect of grain size has been masked by its association with 

stacking fault energy. It must be admitted, however, that this 

was not revealed by the size of the secondary elements which arosc.
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523-2. The Work-Hardening Coefficient 

At tenperatures greater than about 0.4 Tn, the range covered 

by the C-type tests in this study, the work-hardening cocfficient 

appears to confirm the theoretical calculations for the stress to 

ay, 
move a dislocation. The non-significant contribution of GD, * 

end the negative value of the regression coefficient associated 

with this variable confirms that the process of diffusion has vory 

little influence on the rate of work-hardening. 

4 

The tern GbD * is associated with the concentration of strosscs 

by the presence of grain boundarics. The influence of stacking 

fault energy is also in agreement with that suggested by theoretical 
} 

nodels. 

The absence of any temperature dependence is an interesting 

feature of the relationship, and it suggests that the influence which 

is exerted by temperature is assoc inated with the lowering of the 

shear modulus (which has been conpensated for temperature in this 

study). 

At temperatures below 0.4 Tm with metals of low stacking 

fault energy it appears that deformation twinning can cause 

a considerable drop in the rate of work-hardcning, even in the 

absence of such overt signs of twinning as sudden load drops or 

cleavage fracture. Shortcomings in the experimental technique 

in this range of temperature prevent any quentitative estimate 

of the extent of the effect of twinning.
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See Summary 

It has been proposed in this study that the stress-strain 

relationship in single-phase f.c.c. metals and alloys nay be 

described by an equation of the forn: 

T = KfY« T, - (5.7) 

up to some limiting stresme —+.T 
m 

At tenperatures greater than about 0.4 Tf a further stage 

of deformation may occur during which the flow stress renains 

constant at a value T while the values of strain encountered are 

very high. 

The value of T) is suggested as an approximation to the 

critical stress for the onset of stage TIT deformation, with the 

reservation that inaccuracies can occur if the value of stacking 

fault energy is low. 

Regression analysis techniques have been used to provide 

a neans of predicting the values of the parameters of equation 

5./ on the basis of the chemical composition and grain size 

of the metal, and the experimental conditions of temperature 

and strain rate. The standard deviations of the predicted 

values of the stress paranecters have been estimated at 1.50, 1.26 

1.06 t.s.i. for I t and 7, respectively, which values should 

nornally be within the level of accuracy of experimental 

neasurcnent,.
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The value of the work-hardening coefficient -K may also 

be predicted with 2 standard deviation of the obscrveved values 

about the predicted value of 1.29 t.s.i. for temperatures greater 

then 0.4. Tm. At lower temperatures the influence of deformation 

twinning nay significantly lower the work-hardening rate of low 

stacking fault energy netals, but limitations in the experimental 

technique prevented any assessment of this effect. 

From an examination of the influence of stacking fault cncrgy, 

temperature and diffusion coefficient it appears that restoration 

depends upon similar mechanisms to those causing stage ie 

deformation, i.c. principally thermally activated dislocation 

cross—slip and climb. It also appears that this nechanisn 

plays an important role in stcady-state deformation, which is 

analogous to high-stress creep deformation.
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CONCLUSIONS 

Paranctors have been identified which enable the main 

features of the shear stress <shear strain relationship 

to be defined. 

The dependence of cach of the parameters on factors 

rolated to composition, structure and conditions of 

defornation have been investigated by multiple regression 

analysis. 

It is suggested that accurate predictions may be made 

of the likely behaviour of single phase f.c.c. netals 

fron equations derived by the anelysis. 

Evidence suggests that defornetion twinning may reduce 

work hardening rates in lower stacking fault energy 

naterials at temperatures below 0.4. Ty even in the 

absence of such indications as load drops or cleavage 

fracture. 

It appears that the predominant means of reducing the 

effects of work-hardening, within the range of temperatures 

and strain rates studied, is recovery by thermally 

assisted dislocation cross-slip and climb.
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APPENDIX A 

Modulus of Shear 

Any discussion of the relative bchaviour of diffcrent metals 

when subjected to various stresses or strains must take into 

account the clastic moduli of the motals concerncd. The clastic 

moduli give an indication of the basic resistance offered by a 

material to any attempt to displacc atoms of that material rcla- 

tive to one another. In fact the modulus of clasticity is so 

closely rclated to the interatomic binding forces that Born’? 

was able to predict moduli for simple ionic materials from a 

eonsideration of their attractive charges. Since bulk deforma- 

tion is the result of local shearing of atoms relative to one 

anothor)°?, the modulus of shear is of primc interest in deforma- 

tion studies, although this valuc is simply related to the tensile 

and bulk moduli via Poisson's rativ, thus: 

& = g 3.9 

2(1 +V ) 

oc * O3e) 
3(1 - 2) 

; ; 103 
For most metals is approximately 0.33 so that 

K~vE (A.3-) 

Gs (A.d- ) 
  

The lincar intcrdependanee of stress and strain according to 

Hooke's Law for clastically isotropic solids can be resolved 

into separate components to describe the behaviour of essentially 

104. 
anisotropic solids, such as the single crystals of metals e 

Using Cartesian co-ordinate rotation the six possible
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principal strain components can be expressed in terms of the six 

possible principal stress components (three acting normally and 

three acting 

Sx = $410 x 

“yy me: Ot e 

Coz = ®210x 

Oxy = 849% 

“yz, = o: 

‘-—<— 8619 ~ 
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are known as the clastic 

It follows, then that the stress components can be expressed 

as lincar functions of the strain components: 

G2? 

Oy = Cp 10, + 

os 037° * 

Tys sO) se + 

Te Cpe, + 

tee . 0,004 
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zx xy 

are known as the clastic 

It will be apparent that for any mctal any anis “copy of the 

single crystal will be transferred to the polycrystalline aggregate 

to an extent which is mainly dependent upon the degree of crystallo- 

graphic preferred orientation of the aggregate. Lt 1s partly for
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this reason that a number of workers have conducted measurements 

only on single crystals’ 3 The prediction of values of moduli of 

polycrystalline metals from the single crystal data is greatly 

simplifiod by thu symmetry within metal crystals. The thirty-six 

values of clastic compliances or of. elastic stiffness constants, 

therefore, can be reduced first to twenty-one by the symmetry of 

the matrix on the interchange of the dmible indices i.e. 

S82, ond C.. =6C A further reduction in the numbde. of Se va 
iJ Ji J Jt 

independant constarts may be possible duc to the physical symnetz, 

of particular crystal classes, so that there are nine independant 

annstants for oz tHortomhic crystals, five for hexagonal and three 

for cubic systems. 

The predictions from single crystal data, however, are 

complicated by the need to compromise between the assumptions of 

uniform local strain and uniform local stieas The forner 

assumption by Voigt?! and the latter by se giving rise to 

the following expressions, respectively: 

  

Voigt's Averages: K_ = 4 (F + 2G) 

G = +75. (eG + 38) (As Ts) 

= (F = G + 3H) (F.+ 26) 
(2F + 3G + H) 

whore F=¥4 (C5 + Cop + C35) 

SRS | Git (C5 + C.5 + C,5) 

H=% (C,) + Cee + Cee) 

3 (Ft + 2G') 

1/6 (8! - 46% + 3H) . (4.8) 

ths (3F' + 2G' + H') 

Reuss's Averages: (x) 

-~l 
& (c.) 
(@,) 

u
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where F'=4 (S.4 + S50 + Sz) 

Gt = (S35 + Soz + 8,3) 

Ht =4 (Sy), + Se + S66) 

In table Al. from Togart)%® the Voigt and Reuss averages 

for four cubic metals are compared with experimental values fron 

Hine’°7. Tt will be scen that the experimental values can usually 

be most closely estimated from the mean of the Voigt and Reuss 

values, and that in the case of aluminiun, which is nearly 

elastically isotropic, the two theoretical valucs agree very 

closcly. For most materials, however, the discrepancy between 

the Voigt and Reuss averages, end the rclationship of these to 

experimental values suggests that values of modulus determined 

fron polyerystalline specimens are no less reliable than those 

from single crystal data.
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Metal CReuss Voigt CRept 

Al 2.65 2.65 2.7e 

Cu 4.08 5.51 hype 6. 

Au 2.45 3.16 2.82 

Table Al. Comparison of Voigt and Reuss averages with 

experimental results.
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Effects of Temperature and Composition 

Since clastic moduli are closely related to atomic binding 

forces it follows that any factor having an influcnce on the 

binding forces will also affect the clastic properties. In prac~ 

tice the most important factors are tempcrature and composition, 

although any change in crystal structure, Ceg allotropic changes, 

phase changes, order - disorder reactions, leads to a discontinuity 

in the rate of change due to either of ties: 

In e review of the literature referring to this subject 

moet found that the most successful empirical formulac relating 

noduli to temperature were those of Portevin’ 's 

i= Kr a/ ve (A.9.) 

where K, a and b are constants and V is the specific volume and 

indrowss 3 

Rav deep Cp T/T) (A.10. ) 

Andrews suggested that in his formula the constants amd 

had two sets of values to take account of the increasing influence 

of grain boundary slip at values of T/fm greater than 0.5. 

In practice it is found that, for f.c.c. metals at least, this 

is a refinement of doubtful value since the extent to which 

the formula describes the experimental results is generally within 

the limits of experimental accuracy even when using only one set 

of constants. 

Koster and Rauscher*!? found that within the linits of solid 

solubility for binery systems Young's modulus at room temperature 

varied linearly with the atomic solute content. Following on 

this work Smith? showed that a close relationship exists
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between the rate of decrease of Young's modulus at roon temperature 

and the solidus temperature for a number of binary alloy systems 

based on Cu or Ag. 

An examination of the curves of modulus versus temperature, 

pao At shows that the produced by Koster and Koster and Rauscher 

moduli for f.c.c. metals at i = 1 usually occur in the order 

of their melting temperatures (or solidus temperatures for alloys). 

This may be appreciated, at least qualitatively, by assuming that 

when T/T is slightly greater than 1 the compressibility of the 

liquid metal is almost entirely dependent upon the temperature in 

°K, ioc. it is independent of the melting temperature. For any 

given metal, therefore, at T/t.. = 1 the thermal energy is still of 

considerable significance in comparison with the dminished influence 

of the metallic bond. It follows, then, that the modulus at a/t.. =1 

is closely related to the absolute value of TY 

In view of the demonstration by Koster"! and Smith? + that 

the modulus at room temperature varics approximately as the 

melting temperature it seems that the slope of the modulus/ 

temperature curve for any givon neotal must also vary with the 

nelting temperature. 

Following on from Andrews' formula therefore, Young's 

modulus for any f.c.c. metal at any temperature up to the melting 

temperature might be expected to follow a general formula of the 

type: 

B= f(T), exp (0) + # (2) (4.21. ) 

where f (Tt) ania” (t are functions of the melting temperature.
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On carrying out a linc-fitting exercise, by the method of 

least squares, on the results of Koster and Gausdhers Nishiyana~ 

and Smith? it appears that the clastic moduli of a number of 

f.c.c. mctals and alloys, over a wide range of temperatures, may 

be described by the formula: 

E = (A.exp (2 /10°) +c) exp (70) + (B.exp (_/10")) * a (418.9 
1000 ; 

From the constancy of the relationships expressed in equations 

(A.1.) and (4.2. ) it is evident that the same general formula applies 

for the bulk and shear moduli as for the modulus of tension. 

In Figure A.l. measured values of shear modulus are compared 

with those predicted by (A.12.) with the constants evaluated, thus: 

A = 0.625 

as. 1,0625 

BS #2169124 

ad = -2,),81 

Clearly the formula provides an accurate mothod of predicting 

the noduli of pure metals and alloys over a range of temperatures. 

fhe constants listed above do not cnable accurate predictions 

to be made for the noble metals, and this is in accord with the 

results of both Smith and Koster who found that the moduli of gold 

and silver were lower than expected. The bulk moduli for these 

metals are high in relation to their moduli in shear and in tension. 

An alternative way of expressing this is to say that Poisson's 

ratio for the noble metals is usually higher than for the more 

common metals, Hume=Rothery +! suggested that this was due to 

the ease with which the noble metals could be polarised, reducing
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the uniaxial strength. In any cvent, the accuracy of the fornula 

as a means of predicting moduli for metals with Poisson's ratio 

outside the range 0.31 - 0.35, may be improved by nultiplying 

the result by a correction factor equal to: 

Zhe oo (A.13) 
$C i Sy) 

Typically, these correction factors are: 

Au - (38 “= 0.42) 2.28 

PB. CVia 0139) 1.68 

fe (V = 0.37) 1.30 

Values of shear modulus for gold and for two platinun/copper 

alloys have been calculated for a range of temperatures and are 

shown plotted against the measured values in Figure A.2. Clearly, 

although the agreement is generally good, there is a systematic 

deviation with temperature, suggesting that Poisson's ratio is 

not independent of temperature for these materials. There is little 

published information on the temperature dependance of Poisson's 

ratio, but Harris and Watkins®’ showed that for steels the only 

effect of temperature was to increase the solubility of alloying 

elements present with a consequent increase in °
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APPENDIX B 

DATANAL 
BEGIN INTEGER TEMP, MIN, MAX, Q,A,NU,N' 
REAL REV,D,L,K, KAX, RATE, RADF, TORRF2, XSUM, YSUM, PROD, 

XSQ, YSQ, XMBAN, YMEAN,RT,M,CS,C,COR, DUMMY1,DIST,H' 
ARRAY STR(1:50),G,T(1:200)' 
SWITCH SW:=ONE! 
SAMELINE' 
ONE : PUNCH(1)* 
READ N,TEMP,REV, D, L,K,CS,KAX,READER(2), MIN, MAX' 
Quan: 
INSTRING(STR,Q)* 
RATE :=3.14159*REV*D/L' 
Oras 
PRINT ££R20157?! 
OUTSTRING(STR,Q)! 
PRINT PREFIX(££85??),TEMP,RATE! 
RADF: =2*3,14,159* (REV/60)/CS! 
TORRF2:=1/ (2*3.14159*( (D/2)**3)*221,0)! 
FOR A:=1STEP 1 UNTIL N DO 
BEGIN READ DIST,H, DUMMY1' 

IF A+] GREQ MIN AND A+1 LESSEQ (MAX+2) THEN 
BEGIN ae 

T(A):=K*H 
END 

END! 
XSUM: =YSUM: =PROD: =XSQ:=YSQ:=0.0! 
FOR Q:=MIN STEP 1 UNTIL MAX DO 
BEGIN RT:=TORRF2* (3*T(Q)+(G(Q)*((T(Q41)-T(Q-1) )/ 

(G(Q+1)-G(Q-1)))))! 
XSUM: =XSUM+SQRT(0.125*G(Q))* 
YSUM: =YSUM+RT* 
PROD: =PROD+SQRT(0.125*G(Q))*RT! 
XSQ :=XSQ+0.125*G(Q)! 
YSQ:=YSQ+RT*RT 

END' 
NU: =MAX-(MIN-1)' 
XMEAN: =XSUM/NU! 
YMEAN: =YSUM/NU" 
M:=(PROD-( (XSUM"YSUM)/NU) )/(XSQ-( (XSYM**2)/NU) )* 
CE ((XSUM**2 )~(NU*XSQ))! 
OR trie barnes Nu )/((SQRT(( (XSQ—(XMEAN**2 ) )/NU)) )* 

SQRT( ( (YSQ-(YMEAN**2))/NU))))' 
PRINT ££L27SLOPELS9?=£53 7? ,ALIGNED(3, 4.) ,M,££L1 TORR (GAMMA 0)=, 

££337?,C,SEL12GAMMA(TORR 0) = £8377, (0-C/M),££L17?, 
ECORRELATION£S3 7=£837?, COR, LES5?7DEG. FREE. =?,DIGITS(3). 

NU-1' 
READ DIST! 
PUNCH(3)* 
PRINT ££L1?7FINISHED ?' 
remake 
OUTSTRING(STR,Q)!' 
PRINT FREEPOINT(6), PREFIX(££S5??), TEMP,RATE' 
GOTO ONE 
END OF PROGRAM!



  

Appendix C 

In the following pages are presented the subroutines used 

in the regression analysis. 

The first section is the 'main' program used to produce 

the output in the Results section. 

The subroutines are in the EGTRAN dialect of FORTRAN 

and cach subroutine is followed by the number of computer 

words of instructions, and the names of the subroutines which 

are required from the EGTRAN library.



  

JOBHILL/ABIM/STATPAC4C/IMOO/10 

*XEG 

*CAROLIST 
*STORAGE//14000 

JOB ORGANISER ENTERED 

#CHAINI 
*FORTRAN 

94424040 

EGTRAN COMPILER MARK NO» 
PUBLIC CeNXSoNXeK 

DIMENSION 
READ 5-/1L IMs JLIM 

5 FORMAT(214) 
DO 100 IT#1leILIM 
CALL INPUT 

DO 90 JJeleJLIM 
CALL INREG 
CALL START 
NNXSsNXS 

NXS*0O 
DO 10 MB1ls,NNXS 
NXSSNXS*#1 
CALL ADDVAR(M) 
CALL COEFFS 
CALL ANOVA 
CALL ELANAL. 

CALL COVAR 
CONTINUE 
CONTINUE 
CALL EXIT 
END 

10 

90 

100 

ROUTINE COMPILED 

TIME LESS THAN 2 SECS 

NUMBER OF INSTRUCTION 

302 

22/10/70 

22/10/70 

DATE 

€(50,50),NxX(50)ePRI1(50),SEC(50) 

WORDS 26 
BORO Re BR BORER HS OH ROR BE ROM 

NUMBER OF INSTRUCTION WORDS 0025 

EXTERNAL ROUTINES REQU, 

WONT3O 
ELANAL COVAR 
*FORTRAN 

EGTRAN COMPILER MARK NOs 

SUBROUTINE INPUT1 

C TO READ IN NUMBER OF VARIABLES, 

WONT31 

392 

WONT32 INPUT] 

EXIT 

DATE 

NUMBER OF OBSERVATIONS, 

C DEVIATIONS AND CORRELATION MATRIX 

PUBLIC NVeNQsXBARs SXoR 

DIMENSION XBAR(50),.SX(50).2R(50,50) 
READ 101¢NV2NO0 
READ 102, (XBAR(I),Ta1,NV) 

READ 1022(°SXC])e121leNV) 

DO 99 IslsNVv 

READ 1034¢(RC I eJ) + Usle NV) 

99 CONTINUE 

101 FORMAT( 214) 

04424402 

22/10/70 

INREG 

22/10/70 

TIME 

START ADD 

TIME 

STANDARD



  

102 FORMAT(7F 1044) 
103 FORMATCIOF7¢4) 

RETURN 

END 

ROUTINE COMPILED 
TIME: LESS. THAN 2. SECS 
NUMBER OF INSTRUCTION WORDS 36 
te ee He HH HH HH HH 

NUMBER OF INSTRUCTION WORDS 0036 

EXTERNAL ROUTINES REQUs 
INPUTI WONT3O0 WONT31 WONT32 
*FORTRAN 

EGTRAN COMPILER MARK NOe 302 DATE 

SUBROUTINE INREG 
C TO READ IN PARAMETERS OF REGRESSION EQUATION 

PUBLIC NX» NYsNXS 
DIMENSION NX(5@Q) 
READ 401l*sNYsNXS 
READ 402s (NX(1)s121eNXS) 

401 FORMAT(214) 
402 FORMAT(1814) 

RETURN 
END 

ROUTINE COMPILED 
TIME LESS THAN 1 SEC 
NUMBER OF INSTRUCTION WORDS 15 

we ee ee ee re ee er ee 

NUMBER GF INSTRUCTION WORDS 0015 

EXTERNAL ROUTINES REQUe 

INREG WONT3O0 WONT31 WONT32 

*IDENTIFTERSTART 

*PUNCH 

*FORTRAN 

EGTRAN COMPILER MARK NOe 302 DATE 

SUBROUTINE START 
PUBLTE C 

DIMENSION €(50,50) 
Cle lI=1e0 

RETURN 

END 

ROUTINE COMPILED 
TIME: LESS: THAN 1] SEC 
NUMBER OF INSTRUCTION WORDS 4 

ek oe ee ee ee ee ee oe ee 

NUMBER OF INSTRUCTION WORDS 0004 

22/10/70 

22/10/70 

TIME 

TIME



EXTERNAL ROUTINES REQUe 

START 

*IDENTIFIERADDVAR 

*PUNCH 

*FORTRAN 

EGy7RAN COMPILER MARK NO, 302 DATE 22/10/70 TIME 

SUBRQUTINE ADDVAR(M) 
C To ADD VARIABLE L TO RECIPROCAL MATRIX OF ORDER Ke] 

PUBLIC KeNXe Pe Ceo Ra NY 

DIMENSION €(50,50),R( 50250) ,NX(50)2P(50),A(50) 

PK=M*1 

PL=NX(M) 
PNYSNY 

ZO7PA( 1) =ERCNYoL) 

2ZO9PIF(KeLEez2) GO TO 206 

DO 205 I=s2,.™ 

2Q0EPJENX(T=1) 

ZO5PACT)=sRC Jel) 

206 CONTINUE 

DO 200 N=l,™ 

P(NI=Oe0 

DO 201 IT=1,™ 
201 PCN) SPCN) FACT) *#C(ON,T) 

ZOOPP(N) SPC NI) #C—140) 

G=R(LeLl) 

DO 202 Is]. 

202 GeGtACI)#PC( 1) 

PC(KeK)=1¢0/G 

DO 204 I=],M 

PCCIeK) SPC I) *C(KeK) 

204 C(KeT)eC(1eK) 

PDO 203 IT=1,™ 

PDO 203 JsleM™ 

ZOSPCC Te JISCCTs JCC eK HPC) 

RETURN 

END 

ROUTINE COMPILED 
TIME LESS THAN 3 SECS 

NUMBER OF INSTRUCTION WORDS 99 
* & & & + © Hh he © © HH He H H HH 

NUMBER OF INSTRUCTION WORDS 0098 

EXTERNAL ROUTINES REQUe 

ADDVAR PONTQB 

*IDENTIFIERCOEFFS 
*PUNCH 

*FORTRAN 

  
EGTRAN COMPILER MARK NOe 302 DATE 22/10/70 TIME 

SUBROUTINE COFRFFS 

PUBLIC SXsCeXBARsNOsNxXSeNY¥,NX 

DIMENSTON €(50250),SX(50).XBAR(50)2NX(50) 

PRINT 601 

PRINT 602 

PRINT 603



  

PRINT 604 
BOSXBAR(NY) 

PRINT 6074¢NY 

DO 690 L=1,NXS 

JENXCL) 

PSCALE=SX(NY)/SX(U) 

PI=ZL*] 

PBIT=(Cer190eO*CCle1)/C0C121))*SCALE 

SEB=SQRTC(COlLe LCC Ts 1] )-CO1e1)4**2)/(NO-NXS—1))*SCALE/C(1,41) 

BOsBOR-BI*XBAR( J) 
690 PRINT 605,J2BI,SEB 

PRINT 606,80 

601 FORMNATCIH1.s50X%,20HREGRESSION EQUATION) 

602, RORNATUIH $c 80XK) 2ONseee~edees: -cuaeves -4 
603 FORMAT( 1LHOs35X» 8HVARIABLEs 16Xe LHBs 15X* 7HSeEe(B)) 
604 FORMATCIH »35X»8H~=-----= 116X*LH=2 15X09 THom nan ) 
605 FORMATCIHO+ 38XeT2e13Xe2ElL205e7XsE122e5) 

606 FORMATCIHOs 35X%,BHCONSTANT210X2E1205) 

607 FORMATCIHOs 38Xe12214Xe 9HDEPENDENT) 

RETURN 

END 

ROUTINE COMPILED 

TIME LESS THAN 3. SECS 

NUMBER OF INSTRUCTION WORDS 54 
RR BRE OH Oe REO ER BOSE SOHO MR O78 

NUMBER OF INSTRUCTION WORDS 0053 

EXTERNAL ROUTINES REQU. 

COEFF S WONT4Q WONT42 WONT4] SORT DONT83 

* IDENTIFTERANOQVA 
*#PUNCH 

*FORTRAN 

EGTRAN COMPILER MARK NOe 302 DATE 22/10/70 

SUBROUTINE ANOVA 

PUBLIC CeNxXSeNOeSX,NY 

DIMENSION C(50,50),S$x(50) 
REAL MULTR 

NTOTSNO—1 

NRESSNO-NXS=1] 

RSQF1LeO-1e0/C( 121) 

PMULTR=CSGRT(CRSQ)) 

SSTOTHSX(NY) **2*NTOT 

SSREGFRSQ*SSTOT 
SSRESSSSTOT=SSREG 

REGMSSSSREG/NXS 

RESMSSSSRES/NRES 

TOTMSSSSTOT/NTOT 

FsREGMS/RESMS 

PRINT 599 

599 FORMAT(CIHO) 

PRINT SQ] 

PRINT 502 

PRINT 503 

PRINT 504 

PRINT 505 

PRINT 506eSSREGsNXSsREGMS 

DONT53 

TIME



  

PRINT 507 
PRINT 506,SSRESe¢NRES,RESMS 

PRINT 508 

PRINT 506,SSTOTs¢NTOT,TOTMS 

501 FORMATCIHO,49X,22HANALYSIS oF VARIANCE) 

502 FORMATOIH 29 49X%s 22Hnn wenn nn eee eee eee a=) 
503 FORMATCIHOs34Xe+6GHSOURCEs 9Xe+21HSUM OF SQUARES DeFerSXe#lIHMEAN SQU 

LARE) 
504 FORMATCIH 234% 6He mn 29X21 Hemmer eter 7 omer eS Xe 1) Hew oe wm 

|---) 
505 FORMAT(1HO?34Xs 1GHREGRESSION ) 
506 FORMATO IH+s 50X20 E12 060 5Xe 129 5X8 E1206) 
507 FORMATCIH »#34X%s LOHRESIDUAL ) 
508 FORMATCIH 9 34Xs16HTOTAL ) 

PRINT 5S1i1sF 
PRINT 509,MULTR 
PRINT 510,RSQ0 

509 FORMATC1HOs34X,/10HMULTIPLE R,10X,F 604) 
510 FORMATCIH »34X,9HR SQUARED, 11XsF 604) 
511 FORMATCIH »#34X»s7HF VALUES 13XsF6e2) 

RETURN 
END 

ROUTINE COMPILED 
TIMELESS. THAN.4. SECS 
NUMBER OF INSTRUCTION WORDS 66 
BHR RM RE RHR OD Oo BO ea Oe 

NUMBER OF INSTRUCTION WORDS 0065 

EXTERNAL ROUTINES REQUe 
ANOVA SGRT DONT83 DONTS3 WONT40 WONT42 WONT4] 

*ITDENTIFTERELANAL 
*PUNCH 
*#FORTRAN 

EGTRAN COMPILER MARK NOe 302 DATE 22/10/70 TIME 
SUBROUTINE ELANAL 

PUBLIC KeC 

DIMENSTON CC(50250)2C(50,50),PRI(50)sSEC(50) 
PRINT 801 
CALL PRIMEL(C,PRI) 
DO 800 L=2-K 
CALL PRIMT(LsPRI) 
CALL REMVAR(L»CC) 
CALL PRIMEL(CC,SEC) 
CALL PREST(SEC»PRI»L) 

800 CONTINUE 
801 FORMAT(CIH1,54X, 1B8HELEMENT ANALYSIS/1H 254X091 BH ewe mee meme ee eee wn 

1) 
RETURN 
END 

ROUTINE COMPILED 
TIME. ~LESS. THAN 2°SECS 
NUMBER GF INSTRUCTION WORDS 16 
+ he ee ee OH OH



NUMBER GF INSTRUCTION WORDS 0016 

EXTERNAL RoUTINES REQUe 
ELANAL WONT40 WONT42 PRIMEL PRIMT REMVAR PREST 
*IDENTIFITERPRIMEL 
*PUNCH 
*FORTRAN 

EGTRAN CoMPILER MARK NO, 302 DATE 22/10/70 TIME 
SUBROUTINE PRIMEL(RMATSELT) 
PUBLIC SXeNYeoNOek 

DIMENSION SX(50),ELT(50),RMAT(50,50) 
SSY7SX(NY)**2*( NO] ) 

PM=K71 
DO 701 JeleM 

PIsJ*l 
PRMATTSRMAT(I,1) 

IF (CRMATTeGTe0200001) GO TO 700 
ELT( J) 7000 
Go To 701 

TOOPELTCU)ESSY/SORMATCI,T)/SORMATC is LI /SRMATCL 01) HH 2—-RMATCI1,1)) 
701 CONTINUE 

RETURN 
END 

ROUTINE COMPILED 

TIME. LESS THAN 2.SECS 

NUMBER OF INSTRUCTION WORDS 48 
Re RO He BB ee 

NUMBER OF INSTRUCTION WORDS 0048 

EXTERNAL ROUTINES REQU. 

PRIMEL DONT83 DONT53 DONTQ2 

*IDENTIFTERPRIMT 

*PUNCH 

*FORTRAN 

EGTRAN COMPILER MARK NOe 302 DATE 22/10/70 TIME 
SUBROUTINE PRIMTC(L,PRI) 
PUBLIC Co SXeNYpNOeNXsNXS 

DIMENSION PRI(50),S8X(50),NX(50),0(50,50) 

IsL*1] 
PPARTFSPRICT)/ (CC LeQO/OCC 121) #SX( NY) #e2e(NOR1) ZC NGHNXS=1)) 

PRINT 9002 NXC¢CT)sPRI(C I) ePARTF 

900 FORMATCIHO,16HPRIMARY ELEMENT,3X,13,3XeE15e5,37X,10HPARTIAL F,F] 

lle2) 

RETURN 

END 
  

ROUTINE COMPILED 
TIME. BSS > THAN 2 SECS 
NUMBER OF INSTRUCTION WORDS 32 
Re Re GOR ORES REO EE EVOKE OVE 

NUMBER OF INSTRUCTION WORDS 0031



EXTERNAL ROUTINES REQUe 
PRIMT PDONT63 DONTS53 WONT40 WONT41 WONT42 

*IDENTIFTERREMVAR 
*PUNCH 
*FORTRAN 

EGTRAN COMPILER MARK NOe 302 DATE 22/10/70 

SUBROUTINE REMVAR(L*CC) 
C TG REMOVE VARIABLE L FROM RECIPROCAL MATRIX OF ORDER kK 

PUBLIC ReCerK 
DIMENSION R(50,50),0(50250),C00(50,50)2P(50) 

DO 300 NeleK 

BZOOPP(N)SC(NeL)/C(LoL) 
DO 301 I#l,K 
DO 301 JeleK 

ZOIPCC(L» J) SClleJd=PC J) *#CC Te L) 
RETURN 
END 

ROUTINE COMPILED 

TIME: LESS’ THAN 2. SECS 
NUMBER GF INSTRUCTION WORDS 43 

He HH me 

NUMBER OF INSTRUCTION WORDS 0042 

EXTERNAL ROUTINES REQUe 

REMVAR 

*IDENTIFIERPREST 

*#PUNCH 

*FORTRAN 

EGTRAN COMPILER MARK NOe 392 DATE 92/10/7790 

SUBROUTINE PRESTCSEC,PRI,L) 

PUBLIC KeNx 

DIMENSION SEC(50)sPRI(50)2NX(50) 

PRINT 19000 

MsK~1 

I=] 

LIM=10 

1005 ITFC(LIMeLTeM) GO TO 1004 

LIMSM 
1004 PRINT 100152 (NX(N)sNeI-LIM) 

Jelel 

DO 1002 NeleLliIom 
PSEC(N) SSEC(N) PRI(N) 

IF(NeNEed) GO TO 1002 

SEC(N) 2000 
10902 CONTINUE 

PRINT 1003,¢°SEC(N),Na=IeL IM) 

IFCLIMeEQeM) GO TO 1006 

T2zIt10 

LIMSLIM+10 

GO TO 1005 

1006 CONTINUE 

1000 FORMATCIH ,»,I1SHSECONDARY ELEMENTS) 

1001 FORMATCIH »10¢1429x)) 

1003 FORMATCIH ,190E13e5) 

  

TIME 

TIME



  

RETURN 
END 

ROUTINE COMPILED 

NUMBER OF INSTRUCTION WORDS 62 
BB RR Re BBR OEE ET He OOD SES 

NUMBER GF INSTRUCTION WORDS 0062 

EXTERNAL ROUTINES REQU. 

PREST WONT4Q0 WONT42 DONTQ6 WONT41 

*FORTRAN 

DONTGS 

EGTRAN COMPILER MARK NO-e 302 DATE 22/10/70 

SUBRGUTINE COVAR 

PUBLIC CeNXSeNOe SX pNYaNXek 

DIMENSION €C(50,50),COV( 50250) 2NX(50)75X( 50) 

PRINT 902 

902 FORMAT(CIH]) 
DO 900 La2sKk 

LISNX( Let) 

SSQXTSSX(LID*SXC LID #( NOW] ) 
DO 900 LLF2eL 

LVeNX(LL@1) 

SSQXJ=SX(LUI#SXC LU) (NOMI) 
Tel 
Jacl 
COVC I,J) F(CCIsJ)/SQORT(SSQXIT#SSQXJ)) 

PRINT 9OLs (COV Tod) eJetel) 

901 FORMATCISF10¢5) 
900 CONTINUE 

RETURN 

END 

ROUTINE COMPILED 

TIME: LESS THAN 2 SECS 

NUMBER OF INSTRUCTION WORDS 42 
RR RT OE EEE BORER Be ee 

NUMBER OF INSTRUCTION WORDS 0042 

EXTERNAL ROUTINES REQU,s 

COVAR WONT4O WONT42 DONT83 SART 

*PREDATA 

JOB GRGANISED 04¢25,24 22/10/70 

COMPOSER VERSION POSEUPDATER4 DATED 17709770 

*PREDATA 

PUBLIC NVeNOsXBARe SXpRoNXeNYaNXSeCoKoP 

WONT41 

DIMENSION XBAR(50)-SX(50)2R( 50250) »NX(50)2C(50250)4P(50) 

DONTS7 

TIME
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GLOSSARY OF TERMS AND SYMBOLS 

N De cecsseescececsocccsesss Nickel 

A PTE TE ES CET Oe a eee eae bg 

C tM Se cab aha e Meee cee cies 5. Clee 

CZI Sines so ebb epee suerte: 2) Oe ing 

CZ2 ei dnviak eu pabae ties s «<u POR pemE RO ine 

C23 Ci Gai kg one e cane tess va OSbweI en” Binc 

CAL OE Soe eile Deas ee ey ety Copper/).% Aluniniun 

  

Q BiG Sis oiole Sip Go's bje Ore Slate 6 oop uis Tensile stress 

Buia y bce ered tee Ge eI Gait Be tensile strain 

Slat wider sip aie © Gia ee se owe & shear stress 
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shear strain at maximum 

shear stress 
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Betas bw rere Le creye ee a's s clarn intercept shear stress, 
i.e. shear stress at 

shear strain = 0 

tb arelie SE Te UNO viele bik. cub le bo ecele steady state shear stress 

shal isie odie spleieis ele alps wale 6 shear strain rate 

aa et biece tela ae ee’ oe eta. s- tax itie tensile strain rate 

Ses ume eo gcse pine rate of work hardening 

Ee sanine Greve gc cs eee a kote Young's modulus 

a Sede cee gw aca ete ake timer aeials nodulus of shear 

bie coche sie tees o¥ rs sue es temperature of test 

A slog c's do U.S St aise Sa oe nelting temperature 

Sea eets owes ash secs sees ae NOMOLOZOUS: temperature, 
ie Ce art. 

vietlvdee ce gpain sie6 (nean dinear 
intercept) 
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Vor C0 ede ees seeds evs ee vue va stacking fault energy 

Chcadeceeiotwiciabessaike  Sipctray ston resid 

degress of freedon 
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