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SUNMNMARY,

In this dissertation, the techniques of portfolio
analysishave been considered and the merits of the various
models found in the literature are discussed. Portfolio
analysis involves the determination of the most suitable
combination of specific shares that should be included in the
portfolio of an investor at any point in time.

The main purpose of this study has been to compare
the suitability of the following five methods of portfolio
selection:

1) The Filter Method

2) The Valuation Method

3) The Markowitz Model

4) The Sharpe Model

5) A Monte Carlo Technique.

Of these methods the Markowitz and the Sharpe approaches
might be termed as classical models - and the Valuation and
Monte Carlo methods as developments proposed and tested by the
author. The ad-hoc methois were used as a crude strategy against
which the efficiency of the more complex method could be measured
empirically.

Incidental +to the main study, an examination of cer—
tain of the constructs of Investment Analysis was necessary
(e.g. a test of the "Random walk hypothesis"),

The Markowitz and the Sharpe models have each been
developed into a composite routine. The algorithms were compared
with programmes utilising more general quadratic programming
routines.

The Markowitz and Sharpe models, as developed,

appeared to be consistently better than other methods. Since



the Sharpe model is considerably cheaper to operate than
Markowitz's model, it may be concluded that Sharpe's model

is the most efficient of those methods tested.
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"October., This is one of the peculiarly dangerous
months to speculate in stocks. The others are July, January,
September, April, November, May, March, June, December,

August and February" - Mark Twain,

A1l the models described in the literature for port-
folio investment analysis rely on historical data relation to
compare performance e.g. Share prices,

The term 'portfolio' means a list of "good" stocks
and shares. It is a balanced whole, and at the same time it
protects the investor in volatile situations. A portfolio
analyst generally starts with information concerning individual
shares, and he ends up with conclusions concerning portfolios.
The job of the portfolio analyst is to find that portfolio
which best meets the objectives of the investor.

The infomation regarding various types of shares
constitutes one of the most important raw materials of a
portfolio analyst. One source of such information is the
Stock Exchange. The Stock Exchange is the market in which
shares are bought and sold. It enables capital accumulation by
governments, municipalities and public companies., It is one
of the major institutions on which the national and the inter-
national economies are based, The Stock Exchange is notoriously
short sighted, and it is inclined to deal with the future
regardless of past experiences.

The price of a share, like the price of anything
else, depends on supply amldemand on a large number of
factors, for example, past performance of the company, rate
of dividend paid, long term prospects of the company and the
market in which it operates.

Many investors, both private and institutional, buy

and sell shares in the Stock Exchange through their brokers.
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contd.

The collection of shares that an investor owns at any time is
referred to as his portfolio. Owing to the wide diversity in per-
sonal and finaneial circumstances, the owners of portfolios have
diff'erent requirements. Some need high income and no capital
growth, while for others, it is the reverse. The optimum, however,
would require a mixture of these two extremes.

Whatever the investor's requirements may be regarding
the performance of his portfolio, it is certain that he will
wish to base his selection of shares on the fullest information
available., This information may take one of the following two
forms:

(1) Historical data
(ii) Personal assessment.

The theory of portfolio selection involves the precise
determination of the combination of specific shares that should
be in tke portfolio of an investor at any point in time.

In recent years, a great deal of theoretical and
empirical work has been done to formulate mathematical models
of portfolio behaviour. The objective of these models has been
to suggest specific ways of selecting the components of a share
portfolio for a given level of risk.

The aim of this dissertation is to find a suitable
forecasting technique and to develop computer application
programmes for the classical methods of portfolio selection.
This dissertation also deals with 'Investment Analysis' in which,
amongst other things, past annual rates of return are used for
forecasting the next year's performance of individual shares.

Chapters II and III describe the essentizl elements
of investment analysis. In the first part of Chapter II, the
use of multiple linear regression analysis for price fore-

casting is discussed. Later in the chapter, the validity of
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random walk hypothesis is examined.

Chapter III presents methods of portfolio selection
based on the consideration of a single share. For purposes
of comparison, several ad-hoc methods are proposed in the
first section. Alexander's'?) filter technique is reviewed
and applied in the second section. In the last part of the
chapter, a new model of portfolio selection, known as the
valuation method, is proposed.

Portfolio theory is concerned with decisions involving
outcomes that cannot be predicted with complete certainty.

The essential elements of portfolio theory were developed

by Markowitz(%®) in 1952, In 1958, Tobin{24) made the first
practicsl attempt to use the theory for a positive capital
matrket model, The actual method put forward by Markowitz was
not very practical. Sharpe's(aa) diagonal model was able to
overcome the computational problem that arose in the Markowitsz
model.

Since then, many others have contributed to this study.
It may be noted that Markowitz's contribution in this field is
fundamental in nature. Others have extended, modified and tested
his origihal theory, but the essence still remains unchanged.

In Chapter IV, the classical models of the Markowitz and
the Shamp e are discussed, and then,based on the above mode 13,
algorithms and computer programmes much more efficient than those
in existence, have been developed.

In Chapter V, a new simulation model (based on Sharpe's
model) has been developed. This hopefully will prove to be an
improvement on the classical methods.

Data collection techniques, empirical results and a
discussion of these are given in Chapter VI,

The algorithms of the Markowitz and the Sharpe models
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are developed in appendices Al and (A2,A3) respectively,

while appendices A4, A5 and A6 contain the flow charts of

the programmes used in the models of the Markowitz, Sharpe

and filter methods.

Appendix A7 contains the programme codes used in

this dissertation and the specimen outputs of the programmes.,

All the programmes are written in Fortran IV,

1.1) Achievements and Conclusions.,

a) Multiple Regression Analysis,

b)

d)

The use of general economic indicators such as
Gross National Product is not satisfactory. The share
index indicators are more useful,

The Random Walk Model ,

The random walk hypothesis appears to be valid
in the short term. An attempt was made to fit a normal
distribution to share price fluctuations, but the fit was
not good. The fit was improved by using logarithms of
share price fluctuations, but it still remains,in general,
unsatisfactory.

The Ad-hoc Methods,

The ad-hoc methods are used as crude measuring
device, against which the sophisticated methods could be
measured empirically. Results obtained are better than
expected,

The Filter Method.

The effectiveness of Filter Method depends upon the
transaction cost,.

The Valuation Method .

The Valuation Method is not yet fully developed

as regards the most appropriate combination of risk and
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e)

g)

contd.

growth factors. However, the present investigation
indicated the usefulness of this approach to further
research,

The Markowitz and the Sharpe Models.

The algorithms and computer programmes based
on the above models have been satisfactorily developed.
These programmes can also be employed as predictors of
share market.

A Monte Carlo Technique,

The Monte Carlo model is found to be a good
method of share selection. Its disadvantage lies
in its high cost.

Comparisons.

The empirical results show that the Sharpe and

the Markowitz models are the most efficient amongst

all the methods considered. The Sharpe model is preferred

to the Markowitz model because of its smaller computing

cost.



il o S II.

INVESTMENT  ANALYSIS




2.1) Investment Analysis.

2.1.1) Introduction.

As mentioned in the introduction, investment
analysis is concerned with studying the behaviour of
a single share. The history of investment analysis is some-
what simpler than that of portfolio analysis - where emphasis
is on the é;eraction between the component shares in the
portfolio.

The classic paper by Bachiler(®) is essentially
taken to be one of the pillars of the study—of investment
analysis. It is usual to consider investment analysis
prior to portfolio analysis. In the crude sense investment
analysis is used to censor individually each share that £06 8
on a broker's 'acceptable' list (e.g. only those shares with
a certain capital, dividend growth plus earnings may be
acceptable). In the more sophisticated models, investment
analysis may be used to calculate lagged regression forecasts
for input into Markowitz or Simulation analysés.

There are two main schools of thought amongst
investment analysts. Some beliewe that the share prices
may be predicted from a technical or mechanical study of
past prices. Others believe that share prices vary in a
random fashion.

In this chapter we shall attempt to present
evidence of both types of study and draw conclusions as
to the most acceptable on the basis of empirical verification.

The first part of the chapter will consider the
regression model of share prices and the second part will

deal with the random walk model.
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Economic and Sector Analysis - including some
evaluation of the equations as predictors.

In this section a statistical method of fore-
casting will be described. The analysis of the stock
market requires the study of an ordered sequence of share
data, The sequence of closing price daily, weekly,
monthly and quarterly intervals may be studied.

There are two types of forecasting indicator:-
a) General or economic relating to the whole of the

economy, for example forecasting the Gross National
Product (G.N.P) for the next year as a measure of the
economic climate in general.

b) Specific indicators relating to the particular sub-
division of the economy in which the share of interest
is to be found.

In order to predict the share prices, multiple
linear regression analysis is used. Cohen, Gomme and
Kendall¢®) used lagged economic relationships for fore-
casting future share prices. They used regression
analysis for varying time lags and calculated multiple
regression. They reported that the lagged relationships
produced a good forecast and concluded it deserved
serious consideration for short temm (one or two years)
economic forecasting.

Regression fit.

To fit the data in the equation
P =280 + 21X4 + eee + agXsg

where

g
]

Share price

Regression Constants

o
]

Different variables as described below

s
1
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The following data are used for x5

1)
2)
3)
L)
5)
6)

Gross National Product

The Unemployment Rate

United Kingdom Car Production

The Bank Rate

Financial Times Index (F.T.I)

Special Share Index (Industrial Share Price Index)

a)

b)

q)

Chemicals
Engineering
Insurance

Motor

Newspapers
Household Goods
Textiles

Tobacco

Investment Trust
Electrical

Food Manufacturing
Banks

Wines and Sprits
Stores

Oils

Electronics, Radio and T.V.

Machine Tools

The quarterly data of fifty equity shares for the years

1968 to 1970 were computed to get multiple correlation

coefficients and 't' statistics by using different

parameters. This is shown in Table 1.

The results will be discussed in Chapter VI.
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2.2) The Random Walk Theory of Stock Market Price.

2.2.1) Introduction.

For many years economic statisticians have
been interested in the subject of price fluctuations
in the stock market. One important model that has
recently evolved from this research in the theory of
random walks or the random walk-hypothesis. This
hypothesis supposes that stock prices respond quickly
to new information as it becomes available and that new
items of information enter the market place in a random
fashion. Specifically, periodic changes in price =
hourly, daily, weekly or monthly are independent of price
changes during equivalent preceding pericis. In other
words day to day fluctuations in stock market prices are
indistinguishable from numbers produced by some chance
process.

The random walk hypothesis does not deny the
possibility of correctly forecasting stock prices. It
accepts the principle that investment analysts who can
forecast company earning and dividends accurately should
do a fairly good job of forecasting stock prices. What it
denies is that the analysis of past data, particularly
past market price data, can produce better than chance
price forecasts. Most of the statistical investigations
of the random walk hypothesis confirm the belief that
successive price changes are statistically independent,

According to Lavey(la) there are several
methods of testing the random walk hypothesis to find

whether technical analysis is a desirable method of

earning income in the stock market, Two of these methods
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are statistical in nature, First, serial correlation
studies attempt to measure the relationship between
successive first difference in share prices, and second,
runs analyses attempt to compare actual lengths of runs
with mathematically determinable expected length. (Runs
anzlysis measure the number of steps (or changes) taken
in the same direction and compare this observed number
with the number that would have occurred if the process
is purely random). Academics who have performed these
two types of statistical investigation have been virtually
unanimous in their conclusions, They have contended that
stock market price variations do follow a random walk and thus
technical analysis cannot be used to produce a profit greater
than those which would be produced by random selection,
There are many serious weaknesses in statistical
test. There are as follows:-
a) They are not able to detect the nonlinear patterns
which the chartists claim exist,
b) In runs analyses, they are too inflexible,
c) Statistical tests are very difficult to interpret.
Just how large must a serial correlation coefficisnt
be to determine that technical analysis can produce
satisfactory profits? Just how much just the actual
length of run exceed the expected length of run to
determine that the market is sufficiently non-random
to allow a profitable forecasting of future prices
based upon past prices? (Indirectly connected with

this problem of interpretation is the inability of

the statistical tests to account for brokerage
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c) contd.
commissions, It would be far better to produce results
in terms of pounds and pence than in terms of serial
correlation coefficients and related statistical
measures) .

d) The statistical tests do not consider the element
of risk.

e) They fail to correct for the co-movement of stock
prices,

f) Statistical tests are often not understandable to
market practitioners who do not have any e xtensive
background in statistics and mathematics.

Levy suggested simulation method of testing
the random walk hypothesis that avoids these weaknesses
of statistical test. Simulation has these advantages:
it can detect nonlinear patterns, it can test for relative
strength (thus filtering out the co-movement of stock
prices), it can take into account brokerage commissions
and express results in terms of pounds and pence, and
it can measure ‘the risk of given investment strategies.
Very little work has been done in the area of simulation.
Cootner{4) has tested average trend indicators and
Alexander<?) has tested a device known as the filter
technique. .Their conclusions have been similar - that
these technical strategies can produce profits which are
greater than the profits which would be produced by naive
buy-and-hold policy but that the superior profits are
not sufficient to cover transaction costs. Cootner's and
Alexander's tests were certainly far from exhaustive. In

fact, whether one uses statistical testing or simulation,
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the random walk hypothesis cannot be proved. All that can
be indicated is that the specific strategies investigated
do not yield greater profits than those which would be

yielded by a random method of selection.

Serial Correlation of Price Difference.

The first and most obvious test of the random
walk model is to look at estimates of serial correlation
for various share prices and various values of time,

Let given price data be Py (t = 152 epestl)s
then estimates of serial correlations are found by forming

the expressions

=g,

o SR

o= n-1 ZE: :Xt
t=

t
1 1
P o= & Xt 4 t=s
8
L
. 2
2 (Xt)
where
Xt = price difference between the time
X = mean price difference
and Py o= serial correlation,

A number of writers have found estimates of
serial correlation coefficients for various values of
time.

The estimates are consistently near zero

and so are generally in accordance with the random walk
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model., It is rather difficult however to decide whether
the value obtained gives any indication of being
significantly non-zero. For every large sample, if the
true valwe is zero, every estimate should be approximately
normally distributed with mean zero and variance o %,
There is no consensus among the studies about
whether or not there is a predominance of estimates of
one sign. Fama‘'? (T = one day) and Kenda1l¢%®)
(T = one week) found the majority of their estimates to
be positive, whereas Cootner{*) and Moor(%?) (T = one week)
and King‘*®)(T = one month) as well as Fama-(T = four and
nine days) found negative estimates to be most common.
In our estimates we got four positives in
1959 and one positive in 1964 and one positive in 1968
out of nine shares, The average values of correlations

are shown in Table 2.

2.2.3) The Random Walk Model.,

This model originates from considerations
of short term change in share prices. %o illustrate,
suppose we wish to know tomorrow's price of common stocks.
To know tomorrow's price, it is sufficient to know what
particular increment (A) to add (or subtract from) today's

price, i.e.

PiraFoan
where Pt+1 = price as of time t+1
Py = price of time %
A = increment of change in price,

On the listed stock exchanges, prices are
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set by buyers and sellers. There are no secret deals,
Under these conditions, with the price (Pt) being set

in a free market, and with all interested parties knowing
P,, then the price (Pt) is used as a starting point

for negotiation of price of the next trade, P It 1g

t4a’
the change and not the absolute value, which constitutes
the fundamental element in price determination in the
short run. If the change (A) is known and is constant,
then since P, is always known, tomorrow's price (Pt+1)
is known,

Price change (A) can be measured in different
ways; for example:

a) Simple arithmetic change:A = Py il

t
b) Percentage change: A = (Pt+1 o) Pt) = (ft+1) i
Py Py

¢c) Relative change: A = (Pt+1/Pt)

d) Logarithm of relative changes

A = log(P,  /P.) = 1log(P, ) - log(P,)

It is also possible to vary the length of
the difference intervali-
(i) Daily changes
(ii) Weekly changes
(iii) Monthly changes.
The general random walk model involves three distinct
hypotheses:
1) Any given set of change in price conforms to some
probability distribution. The particular shape
of the distribution is not specified by the theory

but is supposed by many authorities to be normal.
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2) The probability distribution is stationary.
3) Successive price changes are independent of each other

Stationarity.

This implies that there is no trend in either
the mean or the variance of the distribution of change
over time. The total difference in price over some
time span (t - €) must equal the sum of the incremental

diff'erence of the span, i.e.

t

J=t=e+a

By stationarity we mean that if the process
generating the observed changes in price is stationary,
then neither the particular starting time (%) nor the
span of time (t-¢) is of particular significance in
determining either the mean or the variance distribution
of changes. If stock market prices do change in a purely
random way, then the average change over some time interval
(€) will be zero. The general consensus among authorities
is that the empirical distributions of short-term changes
in price of risky shares are in fact approximately
stationary.

Assumption of Independence,

In statistical terms.independence means that
the probability distribution for the price changes during
time period t is independent of the sequence of price
changes during the previous time periods. In other words,
independence means no serial correlation between successive

changes in price,
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Empirical Evidence.

Empirical evidence to support the assumption
of independence has been presented by many scholars.
Fama'®) for example examined independence between successive
price éhanges for each of the 30 stocks contained in the
Dow Jones Industrial average. For each individual stock
and for the group as a whole, Fama studied differencing
interval of 1,4,9 and 16 days using methods of

(1) Serial correlation measures
(2) Runs analysis
(3) Alexander's filter technique.

M.G.Kendall‘**) studied time series of
various At by applying standérd statistical procedures.

He used 22 different industry aggregate price series,
taken at weekly intervals from 486 to 2387 terms, to
study the behaviour of short term changes in price. He
concluded that there is no reason to hope to be able

to predict price movements on the exchange for a week
ahead, using historical price alone.

Further work by Osborne(2°) strengthens the
random walk hypothesis from a different boint of view,
While Kendall worked with serial correlations for each
series separately, Osborne worked with general effect of
price changes. Osborne, however, was concerned with
the logarithm at price differences. It must be noted
that the Osborne measurements do not concern trends in
prices of stocks but merely the statistical distribution
of the changes in the logarithms, which as Osborue pointed

out, correspond quite closely to percentage changes.,

Bachelier(3) | the pioneer in speculative



2.2.4)

2.2.5)

17

contd.

price behaviour as a random walk, derived the theoretical
properties of the distribution of changes in the prices.
Unfortunately Bachelier's work did not receive much
attention from economists, and in fact his model was in-
dependently derived by Osborne3%) oyver fifty years later.
The Bachelier-Osborne model assumes that price changes from
transaction to transaction in an individual share are in-
dependent, identically distributed random variables. It
assumes that transactions are fairly uniformly spread across
time, and that the distribution of price changes from trans-
action to transaction has finite variance. If the number of
transactions per day, week or month is very large, then price
changes across these differencing intervals will be sums of
many independent variables. Under these conditions the
central-limit theorem leads us to expect that the daily,
weekly and monthly price changes will each have normal

distribution.

The Stable Paretian Model,

A particularly interesting and contraversial
model of stock price changes is the Stable Paretian Model
in which log price is assumed to be a random walk but the
changes come from a distribution with infinite variance.
Mandelbort{*®) is the originator and chief protagonist of
this model and Fama‘®?®) has provided the best expositions
and empirical evidence in favour of it. The Stable Paretian
distribution was first studied by Levy‘*®) and arises in
stulies of some general forms of the central limit theorem.

It may be shown that if =x,,X; ceeyX, are

indepen.ently and identically distributed random variables
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then as n tends to infinity the distribution of their
sum,if it exists at all, will be a member of the stable
Paretian family.

The logarithm of the characteristic function

for the stable Paretian family of distributions is

log ¢(t) = log f exp(iut)dP (u < u)

= it = y|t|¥ [1+ ip(++|t|) tan(an/2)].

The above distributions have four parameters; e,B8,8 and y.
1) A measure of the height of the extreme tail areas
of the distribution which we shall call the characteristic
exponent a.
2) MAn index of skewness, B.
3) A location parameter which we shall call 8.
4) A scale parameter henceforth called y.
o is the most important among the four when the characteristic
exponent a is greater than 1, the location parameter §
is the expectation or mean of the distribution. The scale
parameter y can be any positive real number, but g, the
index of skewness, can take any value in the range
-1 g8 &1, When B = O the distribution is symmetric.
When g < 0 the distribution skewed to the left and when
g > 0 it is skewed to the right. The absolute value of
B is a measure of skewness,.
The characteristic exponent @ of a Stable
Paretian distribution determines the height of, or total
probability contained in the extreme tails of the distribution.

The values of & lies O < @ € 2. In the special case @ = 25
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the S8table Paretian distribution is normal. When o

is in the interval 0 < @ < 2, the extreme tails of the
Stable Paretian distributions are higher than those of

the normal distribution, and the total probability in

the extreme tails is larger than the smaller value of a.

The most important consequences of this is that the variance
exists (i.e. is finite) only the extreme case a = 2, The
mean, however, exists as long as a > 1.

Mandelbort's hypothesis states that for
distributions of price changes in speculative series,

@ is in the interval 1 < a < 2, so that the distributions
have means but their variances are infinite., The Gaussian
hypotheses, on the other hand, state that « is exactly
equal to 2. Thus both hypotheses assume that the dis-
tribution is Stable Paretian. The disagreement between
them concerns the value of a,

Then the general notation of the theory of
random walks in share prices is that the changes in price
conform to some probability distribution.

In conclusion we can say if a price series
obeys a random walk, it is statistically completely
characterized by the distribution of price differences.

It is, therefore, important to consider the properties
of this distribution.

The results will be discussed in Chapter VI.
Computer programmes numbers 2 and 3 are used in these models

and the specimen output of programme number 2 is given in

Appendix A7.



CHAPTER 5 B

METHODS OF PORTFOLIO CHOICE BASED ON SINGLE

SHARE CONSIDERATIONS .
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3) Introduction.

This chapter deals with the choice of portfolio
based on single share consideration (i.e. no correlations
taken into account). In Section 3.1 ad-hoc rules for comparison
purposes are noted, In Section 3.2 the optimum filter rule

has been discussed.

3.1) AD-HOC METHODS OF ASSESSMENT.

3.1.1) Introduction,

In order to measure portfolio performances
as well as to compare methods of analysis to see which is
best, some absolute standard is necessary. Therefore, ad-
hoc methods are suggested &s standards against which other
methods have been compared. In the ad-hoec method it is
assumed that mean and variance imply measures of groath and

risk respectively.

3.1.1.1) Proposed rules for investing in individual share.

a) Paying no attention to the risk the whole capital is
invested in the share with highest expected return,

b) Without any consideration to the risk the whole
capital is invested in a share with medium expected
return.

c) The whole capital invested in share with lowest
varience (no consideration for the expected returns).

d) The whole capital is invested in share with medium

variance,

3.1.1.2) Proposed rules for investing in more than one share,.

a) Invest equal proportions in each share,

b) Invest equally in three shares with highest rates of return,
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c) Rank the shares according to highest mean rates
of return and invest in the shares according to
their respective ranks.
d) Rank the shares according to lowest variance and
invest in share according to their respective
ranks.
e) Rank the shares according to mean rate of return/
standard deviation and invest in shares according

to their respective ranks,

The mean rate of return, variance and the
standard deviation is calculated for each of 50 and 9
shares on the basis of quarterly data for the years 1968
to 1970 and 1971.

The results and the comparison will be

discussed in Chapter VI.

3.2) Optimum Filter Rule,

Some people e.g. Alexander, Cootner believe
that share prices fluctuate randomly within certain limits.
Outside these limits abnormal and optimum variations may
be observed. Alexander investigated certain mechanical
methods of stock trading known as Filter rules, and suggested
that the use of such rules provided worthwhile profits greater
than those obtainable, on the average, by a simple buy-and-hold
policy.

The principal aim of investors dealing in stocks
and shares is to buy and sell the right shares at the right
time.

Alexander proposed and tested various filter rules

which can be described as follows:
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If the daily closing price of a share moves up
at least X percent, buy and hold the share until its
price moves down at least X percent from a subsequent high,
at which time simultaneously sell and go short. The short
position is maintained until the daily closing price rises
at least X percent above a subsequent low at which time one
covers and buys., Ignore moves of less than X percent.

The more stringent the filter, the fewer losses are made,

but the filter can be set with X = 5%, X = 10% and X = 2%, etc.
Alexéndar tested filters ranging from 5% to 50% over time
periods from 1897 to 1959. Alexander's conclusion was con-
sistent with belief's held by technical analysts of the market
and some specialists on the trading floor of the exchange:
trends do exist and, once started, tend to both challenge

the ability of traders to make profits by applying Alexander's
rules.

Now from the above set rule it is possible to wait
for a) rise for sell, wait for b) fall in price before buying.
If we have n numbers of values for financial index, we can
find the most profitable combinations of (a) and (b), based
on past experiences and see if these continue into the future.

Here we will investigate the combination for £ %

(where K = number of shares) available for investment and
must be realised on the last of the n days at the latest.
Figure (1) helps to explain our aim., The following
flow diagram [Appendix A5] explains the construction and
operation of the computer programming. The results obtained

are given in Tables [5-14].
The optimum filter rule method is carried out using

daily shares index of nine shares from 1959 to 1968. The results are

discussed in Chapter VI,
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3.3) A New Model for Portfolio Selection,

AJed)

3.3.2)

Introduction.

Company statistics give us some personal measure
of performance. Whereas share prices reflect to some extent
merket fluctuation - balance sheets do not.

Traditional methods of portfolio analysis use
functions of share price data to measure expected earnings
and risk. This "new" method of portfolio analysis extracts
measures of risk and growth from balance sheet data. A
criteria is then suggested for combining these measures into
a single measure of 'attractiveness'.

The Price/Earnings (P/E) ratio is sometimes used
by economists as a measure of a company's figure expectations.
If the P/E ratio is high one may argue that a firm is
relatively 'Safe' and hence the investor will have to wait
sometime before any profit is realised. Alternatively if the
P/E ratio is low the potential buyer expects to receive his
return quickly and this can be interpreted as a long temm
lack of confidence.

If the above reasoning is accepted then it follows
that the inverse of P/E ratio may be used as a measure of
risk, This in itself is not meaningful but we shall show in
the following sections that the inverse of P/E may be used to
compute a discount rate which will effectively quantify the

rigsk associated with a share.

Digression in Present Value,

Mos® people would choose without difficulty the
options between £5 and £10 now - but they might have some
difficulties in choosing between receiving £5 now and £10

in five years time.
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If they were rational they would argue that
since the going rate at which they could invest was 100i%
then £X invested now would then yield a sum of £X(1+i)®

in five years time. If this X(1+i)® = £10 then we might

say that X = was the discounted present value of

(1+41)%
£10 in five years time.
The rational person would then compare £5 and

£10
(1+ 1)°

in order to decide between the alternatives.

Suppose two shares A and B have cash flow
pattern (a1,aa <s.,a ) and (ba,ba eeesb ) for the time
intervals t = 1,2, ...,n respectively. Then the discounted

present value (D.P.V) of the above shares cash flowwill

be n
a
(D.P.V), = 2{: WM
A (1+1)t
t=1
n
b
and (D.P.V)B = Z £
1+i)t
t=1

The actual value of i is important. The
following table notes the present values of £100 receivable

in 10 years time for various values of i.

Rate of i £100 receivable in 10 years time.
0.05 61.39
0.10 38455
0.15 2h.72
0.20 16.15
0.25 10.74

0.50 1.73
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The Valuation Method.

The standard economic theory of share valuation
suggests that the present value of a share is equivalent
to the discounted present value of all its future earnings.
If we make the assumption that the value of a
share is simply its market price and that earnings are going

to stay constant, then the following holds:

BE
P =5 m) + T4d + ssee

where V = is the discount rate and i is the 'Interest

1+i
rate',
It is reasonable to assume in general that

0 < V<l so that

E e
A sl B/E= Gt

The discount rate, or measure of risk is then
simply the inverse of P/E ratio, subtracted from unity.
As a measure of growth it was decided to use the average

price growth rate over the last three years combined.

Combining the Growth Rate with Risk factor.

If ig is the growth rate of g th share,
(g = 1,2, osen) and Vé is the risk factor for the g th
share (g = 1,2, ...n) an acceptable measure is given by
their product (1 + ig)vg. The n shares should be ranked
according to this criteria (the g th share receiving rank

Kg). The proportions of capital Xg(g » 12 ey ) theR
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the proportion is

For the above analysis quarterly data of nine shares
from 1968 to 1971 was used. The results and the comparison

will be discussed in Chapter VI.
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Introduction,

This Chapter reviews the practical concepts of
portfolio analysis. Sections 4.l and 4.2 summarise the
work of Markowitz and Sharpe in portfolio analysis. Appendices
AL, A2, and A3 give detailed proof of algorithms of the
Markowitz and the Sharpe models developed. Appendices AL, A5
and A7 give the flow charts and the computing codes with the
specimen outputs respectively for making the computations
involved in Markowitz's quadratic programming and Sharpe's

simplified diagonal models in this investigation.

4.1,1) Economic Model of Portfolio Selection.

The share prices fluctuate in such a random
fashion that it is almost impossible to formmulate any
kind of rigid mathematical model. The aim of the mathe-
matical formulations so far attempted was to get a procedure
to predict maximum expected gain and minimum risk in a
certain portfolio.

The portfolio analyst has to deal with clients
looking for varied financial goals, Some clients want
large capital growth, some high dividend return whilst
the majority settle for a combination. The analyst,
therefore, has to find a suitable utility function capable
of combining capital, time, risk and return to suit the
investors' particular circumstances.

Let R be a random variable with mean y and
variance o2,

Let the utility function be u(R), Then by

Taylor's theorem:

u(®) = ulp) + Row) wr(e) + @D gy o L
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Taking expectations on sides and ignoring term

greater than the second order we obtain
o® o
E[u(R)] = Elu(w)] + 5 u"(w) = u(w) +3 u"(u)

[Since utility is unique up to a linear transformation
we can put u(u) = p and E(R-u)® = o®, since E(R-u) = 0]
putting u"(u) = = «

and E[u(R)] = M (say)
we have M=yuy=-a %2.

The value of the constant @ reflects the
individual's attitule to risk.(i.e. The rate of change
of marginal utility). Determining the form of the
objective function and assuming o to be known the task
is to find expression for p and o,

Let the meansand variances of the n rates of
return, Ri(i 515250 veos ) Bo p; and pii and the co-
variances are c&j. The rate of retumm Ri of the i th share

is def'ined as

Rl = Pt+; e Pt
P
t
where
Pe = price at time %
n
u = E(R) =E< Z XiRi)
i=y
n

1
]
%o
=

=
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The problem therefore reduces to one of
quadratic programming, i.e. to maximise M(X) subject
to the constraints

n
EZ: X; =1 (Since the total investment is unity)

A=,

and X, 20 (One cannot invest a negative amount)

The above maximization of expected utility was presented
by D.E.Farrar(®),

This is the same formula that Markowitz derived independently.
He assumed that an investor wanted to have maximum return
with minimum risk,

Let My be the expected rate of return, for
each share i, where i = 1,2 ,,. n and the covariances of
rate of return, cij’ for each pair of shares i and j.
(1505 132, seign)s

The rate of return of a share is the same as
defined above. The expected rate of return for the portfolio
is the weighted sum of the expected rates of return for

each share comprising the portfolio, the weight for the i th
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share is the proportion of the total investment invested
in that share. Thus, if Xi is invested in the i th

share and Hy is the expected rate of return for that

share and if Ri is the true rate of return we have that

n

E[Ril = p; and hence R = ZE: Ri Ki

i=1

Thus the expected value of the true rate of return is

E[R] = E Z R, X,

1
el
b
=
=)
=

i=a 3=

n n

Ey
ZZ % X o

i=1 j=a
if)
Now the efficient portfolios [the expected
rate of return of any portfolio with the lowest possible

standard deviation for its return is said to be efficient]
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which provide the maximum expected return for each level

of variance can be obtained by maximising

Sub je

n n ey
N X. % o
i=a T=g =1
n
ct to Z Xi=la.nd Xi?O (i:l,Z’ --.n)
i=

which is obviously a quadratic programming problem,

J.Lintner

whe re

(14) suggested an alternative

M(x) = £
vE
U = Expected rate of return

1

V? = Standard deviation

32,

whereas the Markowitz function is of the form M(X) = y - av.

Optimization Methods.

The optimizations can be done by the following

methods:

(1)

(i) Efficient sets
il Quadratic Pro ramming
24

Efficient Set.

For the two variable case the relationship between

the expected rate of return and the variances may be

plotted by considering various values of p, where we

have that the covariance between share 1 and 2, say, are

as follows:
2

2 2
O13 = (0‘1-%) P13

where piz is the coefficient of correlation, and o3
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4.1.2) contd.
(i) contd.
and 03° are known.
To establish the method, from two variable
case

po=Xaps + (1-Xy)pa

and V = X4203%+2X4(1~X1) 0102 p13 + (1-X1)? 0®

a) For the case when piz = 1 we get
= Xa?03%+2X, (1-X1) 0205+(1~-X4)? o3

= [X101 + (1-Xg)0s]?

V=0 =+ [Xi0; + (1-X4) 03]
and represents a straight line,

b) Also, for psa = - 1,

V = X1?03°-2X4(1-X4) 03 0a+ (1-X P 032

I

[X10n - (1-Xy)0a]?
or V2 = o =+ [X201 = (1-X1)03]
which also represents a straight line,
¢) For paa = 0,
T=X "+ (1-2)° »°
For the minimum risk (variance) therefore, we may

differentiate with respect to Xy to give

& - ox:® + 2(Xa-1)®> = 0
dXa
3
Xy = —2 - [g{vd O Minimum]
0'121-0'3 %

d) For piz = 0.5

V o= X2?03%4X4 (1-X1 ) 0203 + (1-X,)? °

Now, supposing we allocabe the following hypothetical

2
values for pi,us,0n08°
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(1)

(i1)

contd.
pHe =m , uz = 4m
gy =28, 02 = 48
Then in the case (a) to (d) we are able to plot
the following graph Figure (2) from y = Xam+l4(1-Xy)m

Hence ﬁ = i - 3%,

and from
5 s
a) V°(paa=l) = o %+ (4S-2X48)
1
= e
= T (b-2x)

As 0 £ X4 £ 1 then

N

T =4 - o2x

1
b) Llpuss ~1) =7 (6 = 1) 50

1

Ve & 4
c) 3 (p1a = 0) = (20 X, - 32 X3 + 16)2

1

Ve y :
d) 7 (paa = 0.5) = (12 X.® - 24, X, + 16)2

From Figure (2) we see that the efficient sets are
bounded, that triangle with boundaries paz = 1 and

pia = -1 i.e. the triangle ABC.

Markowitz{*3) gave a method called the critical line
method to solve his quadratic programming, by which
the set of efficient portfolio could be calculated,

If a is zero, the programming will select the

_ portfolio with the largest rate of return. Intermediate

values of « will return in portfolios that have lower
than maximum expected return and higher then minimum

variance. The objective function permits the selection



35.

n| <
ool
=Y
i

v

Y

3y

Figure -2



hol.2)

36.
contd.

(ii) contd.

of efficient portfolios only. The complete set of
efficient portfolios is obtained, therefore, simply by
solving quadratic programming problems for all values of
o between zero and inflinity. The selection of a by the
investor is equivalent to specifying the form of his
utility function i.e. his attitude towards risk.

For the analysis of the developed Markowitz's
model, different sets of data are wed and results

obtained will be discussed in Chapter VI.

4.2) The Sharpe Diagonal Portfolio Selection Model.

e2:1)

12.2)

Introduction.

Markowitz{*?) himself was well aware of the
impracticality of trying to collect data directly on all
the zn(n+l) distinct entries in the covariance matrix.

He (1959 p.56) acknowledged these difficulties and proposed
an alternative simplified procedure which relates to the
return and risk of individual shares to an overall market
index. His sketch of this new model was developed by
Sharpe®2222) ynich is known as the "Simplified diagonal
model",

The "Simplified diagonal model™ is so called because
its covariance matrix is diagonal, Sharpe showed that this
model simplifies the computational process leading to

solution.

Formulation of the model for n Shares.

Let the rate of return of the i th share be Ri

where Ry = a; +b; I + u, (4e242:1)
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Constants of regression

aj and bi

Market index

A

Uy

Random variables Q N(O,oia)

Let the expected value of I = an+1

2
and variance of I = o .
N+a

The diagonal model assumes that shares are un—
related except through their common dependence on the
market index (I); further, the random elements (E;)
are not related to the level of the index (I).

This is expressed by

Covariance (ui, uj)

1

Covariance (ui, I)=0

Taking the expected value of both sides of (4.2.2.1) we
obtain

A

E(Ri) =a +b, I

The return of a portfolio is

1=4
where x; are proportion.,
The expected return of the portfolio R may be

obtained from

E(R) = Z‘ B(R,)x
= (ai + by ;)x

The variance of the rate of return of share i is

O for 8llind amd J « 1) 21,2, senstt
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2
N 2 i
V(Ri) =g® +b.% o . [a-2]

Thus the portfolio selection problem is now to maximise

M(X) = E(R) - aV(R)

where a = The rate of change of marginal utility or
risk measure

Subject to the constraints

n
z X =L
b I
=
[a-2]
g =< for all i
- j. = 1,2 lnt,n
xibi - 0 [A=3]
i=g

Thus the only data required are the n values for each
2
as, bi and O For the analysis of n skares requires

(n+l)m+2 items of input data, where m is the number of
periods.

The diagonal model is particularly useful for
working with large numbers of shares and hence for practical
applications Sharpe performed initial test of both

performance and efficiency.

Graphical representation of the model.

In Figure (3) a, and b, serve to locate the line
relating the expected value of R, to the market index (I).
o; indicates the variance of R, around the expected
relationship (this variance is assumed to be the same at
each point along the line),

Finally, a . indicates the expected value of I
1



39

4e2.3) contd.
and o;+1 the variance around the expected value.

Two sets of data are used for this analysis, the

results will be discussed in Chapter VI.
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A MONTE CARLO TECHNIQUE.
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Introduction.

The simulation model is basically an extension
of Sharpe's model. The model purports to make future pre-
dictions (other models rely on historic estimates). Simulation
models are particularly interesting because of their basic

appeal to management.

The Share price regression model.

The model assumes that the rate of return of
Share prices and the rate of return of Financial Times
Index (RFTI) for the same period are related by linear

relationship of the form:

P.==8a. +b. I, s aligll
J J d d i dJd (5 )

where Pj = Rate of return of Share prices

A3

Rate of return of FTI

aj and bli are regression constants and E& is a random

variable which is distributed normally with mean zero

and variance o® where o® is the variance obtained from
the regression analysis.

The rate of return of share prices and RFTI
are calculated as defined in Chipter IV Section 4.1.1.

In this model 50 shares are selected. By using programme
number 6 the rate of return of 50 shares and FTI for the
years 1968 to 1970 are calculated on the basis of quarterly
data.

The correlation coefficients (r) between the
rate of return of share prices and RFTI are found to have
a range of -0.029 to 0.96 (with 11 degrees of freedom).
Out of the 50 correlation coefficients about two-thirds

of the shares showed 'good' correlation (above 0.65) with
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the corresponding RFTI as shown in Table 37. It seemed
to indicate that the assumption of linearity is not un-

reasonable.

5.2) Regression line for the FTI against time lagged U.K.
car production.

"For some years econometricians have been aware
of the critical dependence of economic systems on the lag
between cause and effect"(4), Thus, in this model we
assumed the FTI is linearly_related to UK. car production
lagged by six quarters. Quarterly data for FTI and U.K.
car production for the years 1968 to 1970 were used to fit

a regression line of the form

I.=8 4+ b K

T e o (5.2.1)

where a and b = are regression constants

Kt = UK. car production at the end of t th period
It = FTI at the end of t th period
u =0 N0, So?)

Using application programme‘2®) the following

250492

I

a

b

Il

0.0004
r(correlation coefficient) = 0.673 (9 degrees of freedom)

So® (variance) = .0065.

5.3) Simulation Model.

A value of quarterly U.K. car production six
quarters before the end of the simulation year (two quarters
before beginning of the simulation year) is obtained.This

is used to simulate a first value of FTI by using equation (5.2.1)
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u is assumed to be distributed normally with mean zero
and constant variance. The variance (€®) of a further

reading about the line is estimated as:

\0
e = So* 1+ % + (xi x) (5.4.1)
n
TS
s i=1 ]
where

Z (E. _})3 = [2 (xl "E) (yl-})]a
S i=g 2 (x;-x)?

n-2

where n = number of points taken to calculate the
regression coefficients

Value of FTI at time i

(%
1

Value quarterly U.JK. car productibn
between periods i-7 and i-6,

ol
-
1]

The random distrubance term G; was simulated
in the first instance, by generating a uniform random
variate in the interval generation[0,1]. (A standard I.C.L.
facility was used for this purpose). This uniform variate

(RN say) was then 'normalised’ by using the transformations:

N1=USinT (542)
Nz =ucos T ]

where u = J=2 log 'RN
T =

27 RN

Ny and Ny are the required random unit normal variates.

Thus for each uniform random variate generated
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two 'normal' variates are obtained. The values of N, and
Nz are multiplied by € and the simulated values of FTI are
given by

T =a+bK, + €N,
- e (5.4.3)

H
1"

t a+bKt_6+eN3

as shown in Figure (4).

Two values of RFTI say RFTI' and RFTI" are
then calculated.

Then another unfiorm random number is generated
to give two more unit random normal variates, These values
are multiplied by the s tandard error cj of 35 and the results

are substituted for I{j in the following equation

. =a, +Db, u, s
R ay - ; RFTI + ua (5elalt)

j = 1,2 LR ] 50

=]
n

Rate of return of share j

~
U, is random normal variate with mean 0 variance og

2 s
03 =0 1+3 (xi-x) (5e445)
i n L
3 (x,-x)
i=a1 = }
n
n = = N4
h - 2 - .~V
where El' (yij_yi)a = [-=1( :{J x) (YlJ .'Yl)]
=1 —-‘l—n
2 S
o‘o = § (xj-x)
i =4
n- 2

where n = number of points taken in calculating the regression
coefficients

value of rate of return of share i for j th quarter

e
1

ij
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contd.
xj = value of rate of return of FTI for j th quarter
x, = value of rate of returm of FTI predicted

this gives RN; and RNb as in Figure (5). Similarly 49 mare
random numbers are generated and used to simulate rates

of returns for other L9 Shares. These give two sets of
rates of returns for the 50 Shares analysed.

Bach set is ranked and the highest (Best)
and Lowest (Worst) shares noted.

This whole procedure is repeated a thousand
times, after which the procedure terminates. The number
of times each share is highest Hj(j = 1,2 ¢euy50) and
the number of times is lowest Lj(j = 1,2 soe 50) is
counted.

Then the proportion invested in the i th

shares Pi is then given by:-

Pi = G 4 (5.4.6)
50
[
Jeu Y
where
H
K, = 4 (1- L ) (5.447)
1000 1000

The formula (5.4.7) is just one of many strategies that
can be considered for ranking the shares. It is sensible
because it gives a portfolio with most funds invested in
a share which has most recorded highest and least recorded
lowest in the simulation,

Block diagram Figure (6) explains the structure

of the sbove simulation. The computer programmes and their
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specimen outputs can be found in Appendix A7.

Using programmes numbers 6 and 7 the
results are presented in Tables 38 and 39.

A discussion of the results, together with
a comparison against other models can be found in

Chapter VI .
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BLOCK DIAGRAM FOR MONT'E CARLO SIMULATION

Predict two values of fugure PTI

Calculate Rate of Returmn of FTI

v

Predict two sets of rate of return of
shares

Y

Find the highest and lowest values of
rate of return of shares

N

"

For each set count the number of times
highest and lowest

Calculate proportions invested

FIGIRE 6.

49.



CHAPTER VI

DATA COLLECTION, RESULTS AND DISCUSSION,
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6.1) Data Collection.

For this study two samples of closing share
prices were selected. Sample 'X' consists of a detailed
daily price study of nine equity shares over the period
1959 to 1968. Sample 'Y' consists of a wider study of
quarterly price data relating 50 equity shares for the
years 1968 to 1971. The Financial Times Index (F.T.I)
was recorded quarterly for the period 1968 to 1971. The
shares in samples 'X' and 'Y' were chosen randomly, A

list of the sample members is given below.

Sample 'X',

Serial number Name of Company
s Barclays Bank Limited
2 Distillers Co.,Ltd.
3 Imperial Chemical Industries Ltd.,
L Marks & Spencer Limited.
5 British Insulated Callender Cables Ltd.
6 Prudential Assurance Co.Ltd. 'A'
i Rolls-Royce Limited.
8 W.H.Smith & Son Ltd.,
9 Alfred Dunhill Ltd.,

Sample 'Y!

Serial number Name of Company
1l Glaxo Group
2 Hoover Ltd.,
3 Robert Moss Ltd.,
4 Wilkinson Sword Ltd.,
5 Economic Insurance Go.,Ltd.
6 Guardian Royal Exchange Assurance Ltd.,
7 Pearl Assurance Co.,Ltd.
8 Royal Insurance Co.,Ltd.
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Sample 'Y' (contd)

9 Sun Lif'e Assurance Society Ltd.,
10 Prudential Assurance Co.Ltd.,'A'
11 Victory Insurance Co.,Ltd.
12 The British Motor Corporation Ltd.
13 Ford Motor Co.,
14 Dunlop Co.,Ltd.
&5 The Zenith Carburetter Co.,Ltd. 'A!
16 Bristol Street Group Ltd.,
157 Penguin Publishing Co.,Ltd.
18 W.H.Smith & Son.,Ltd.
19 Dixon Peter & Son.,Ltd.
20 University Printers
21 Brixton Estate Ltd.,
22 Great Portland Estates Ltd.,
23 St.Martin's Property Corporation Ltd.,
2l James Fisher & Sons Ltd.,
25 Church & Co.,Ltd.
26 'K' Shoes Ltd.,
27 Thos.Frith & John Brown Ltd.,
28 Bear Brand Ltd.,
29 G.H.Heath & Co.,Ltd.
30 Shaw Carpets Ltd.,
31 Alfred Dunhill Ltd.,
32 Derby Trust Ltd.,
33 British Investment Trust Ltd.,
3l The Calcutta Electric Supply Corporation Lt
35 f British Petroleum Co.,Ltd.
36 The Darjealing Co.,Ltd.

57 The Ceylon Tea Plantation Holdings Ltd.,
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Sample 'Y' (contd).

38 Barclays Bank Limited.

39 Bank of Ireland.

L0 Bank of Scotland

41 Lloyds Bank Limited.

42 Midland Bank Limited.

43 The Distillers Co.,Limited.

Ly Arthur Guinness Son & Co.,Ltd.

45 Imperial Chemical Industries Ltd.,
L6 Marks & Spencer Ltd.,

L7 British Insulated Callender Cables Ltd.,
L8 Decca Ltd.,

L9 Telefusion Ltd.,

50 Alfred Herbert Ltd.,

In subsequent tables shares are noted by their
respective serial numbers, TFor consistency we have collected
the data at the middle of each quarter, when data is not
available on this date, the price on the 'nearest' day is
used.

In order to reduce data collection to a minimum
when applying Markowitz's and Sharpe's Models to the data
from sample 'Y', the sample of 50 shares was 'censored' down
to 10 shares.

The 50 shares were screened according to the
following criteria:

1) Average total capital employed.

2) Average pre-tax profit.,

3) Average earnings.

Data obtained from the Moody cards‘®®) was used as a basis

for finding the ten most promising shares., It was interesting
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to note that they were all well-known companies which,
in a way, Jjustified the method of selection employed.
The monthly share prices and the F.T.I. were subsequently
collected from the Financial Times for the years 1968 to
197
The 10 companies left after completing

the censor exercise were:

Serial Number Name of Company

1 Glaxo Group.

2 Hoover Ltd.,

3 The British Motor Corporation Ltd.,
L Dunlop Co.,Ltd.

5 British Petroleum Co.,Ltd.

6 The Distillers Co.,Ltd.

7 Arthur Guinness Son & Co.,Ltd.

8 Imperial Chemical Industries Ltd.,
9 Marks & Spencer Ltd.,
10 British Insulated Callender Cables Ltd.

For the multiple regression alaysis, a special share index
(the industrial share price index) was used. The name of
the various economic indicators used are given in Chapter II
Section 2.1.2. Data were collected for the years 1968 to
1970. The data of Sample 'X' for Price/Earnings (P/E)
ratio was obtained for the years 1968 to 1970.

The data for United Kingdom car production,
Gross National Product (G.N.P) Bank rate, and the unemployment
rate was obtained from the Monthly Digest of Statistics(®?)
for the years 1968 to 1971.

Minor adjustments to the share prices were
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made when there was a "scrip issue" or a "rights issue”.

All the above share prices are recorded in units of 5p.
For the ease of analysis the different

share data are lettered as given below:

Nine Shares daily data - 1A?
Nine Shares quarterly data - L5,
Ten Shares monthly data - rga
Fifty Shares quarterly data - it
Various economic indicators ~ ‘B!

Price changes of nine shares daily data - Ly

Results and Discussion.

6.2.1) Multiple Regression Analysis.

The ICL statistical analysis package XDL3
is used to calculate the the multiple regression lines
for different sets of economic indicators (as described
in Section 2.,1.2 Chapter II)

The results obtained from the multiple re-
regression analysis of the 'D' and 'E' data from the
periods 1968 to 1970 are given in Table 1.

The prediction of share prices using ordinary
economic indicators, is not satisfactory because the
tests of significance of the correlation coefficients
by 't' statistics indicated that they were insignificant
at both the 5% and 1% levels (with 9 degrees of freedom
correlation should be greater than or equal to 0.65 in

order to be significant but they are in fact much below

0.65 whereas using share indices the predictions improved

considerably, the correlation being above 0.65.)

The '#' marks shares are thus found to be
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good predictors and as such can be used as a basis for

next or subsequent years investment performance.

6.2.2) The Random Walk Hypothesis.

The hypothesis developed in Section 2.2

Chapter II are tested with respect to

(a) Serial correlation
(b) The normality assumption,

a) TFor the serial correlation, data 'A' was analysed by
using programme number 3, for three different years
1959, 1964 and 1968. The average value of correlations
are shown in Table 2, None of the correlations are
gignifiicant.

b) Data 'A' was analysed for the years 1959 to 1968. By
using programme number 4 empirical distributions of
daily changes in logarithms of share prices for the
year 1959 were obtained. One share (I.C.I) was in-
vestigated on the basis of 10 years data.

An attempt was made to fit a normal distribution
to the share price fluctuations, but the fit was not good.
Then logarithm of share price fluctuations are used for the
year 1959. The Chi-square test was then used to check the
goodness of it. The results are given in Table 3, The fit
was improved by using logarithms of share price fluctuations.
In general the fit was not satisfactory.

An analysis over an extended period (10 years)
was carried out for one share (I.C.I). This again did not
improve the fit. Results are shown in Table 4., Histogram
of logarithm share price fluctuations for the year 1959
using data 'A' are shown in Figures (7) to"(15). The logarithms of

price fluctuations are found not to be normally distributed.
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Results for the above analysis are believed to be more

extensive than any previous study.

6+2.3) Ad-hoc methods.

Using the rules suggested in Section 3.1
Chapter IIT the following results are obtained with data
'B' and 'D' for the years 1968 to 1971.

Proportion of investment in each share is
obtained from the data 'D' for the years 1968 to 1970.
Using the same proportion in 1971 the actual rate of return
obtained is given in the following tables,

Using rules 3.l1.l1.1 results obtained are
given in Table 41. Using rules 3.,l1.l1.2 the results are
given in Tables 40 to 45.

Comparison with the Markowitz, Sharpe
and Monte Carlo models are shown in Table 52,

A comparison between the rate of return of
share prices using data 'B' for the periods (1968 to 1970)
and 1971 are given in Figure 16,

It is observed that rule (e), Section 3.1.1.2
gives the best result followed by rule (b) in the same

section.

6.2.4) Optimum Filter Rule.

This is a method of hindsight and it is simply
a buying and holding policy. Data 'A' is used to calculate
the optimum filter sizes as described in Section 3.2
Chapter III.

The results obtained using programme number 5
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are given in Tables (5) to (1l4) and the Tables are self-
explanatory. Programme code and their output are given
in Appendix A7.

The above method could be used as a pre-

dictor if the transaction cost is less than 2%,

Valuation Method.

Using data 'B' for the period 1968 to 1971
and ranking the corresponding products of risk and growth
factors according to their ranks proportion invested, and
the actual rate of return obtained on the basis of predictions
from the previous years are shown in Tables 50 and 51.

As an empirical yardstick ad-hoc methods
are used for purposes of comparison. Results obtained using
data 'B' and ad-hoc rules suggested in Section 3.1 Chapter III
are shovn in Tables 46 to 49. The results by the valuation
method are not satisfactory in comparison with ad-hoec

methods.

The Markowitz Model .

The results obtained from the Markowitz analysis
of the 'A', 'B', 'C' and 'D' sets of data by using programme
number 1 are given in Tables 15 to 26, 27 to 28, 29 to 30
and 31 to 32 respectively.

In Tables 15 to 24 results are given for data
'A' computed year by year and compared each year for different
values of @. The expected rate of return obtained on the
basis of predictions from the previous year per day from
1959 to 1968 are shown in Figure (17). The graph Shows that

the degree of predictability will go up when @ increases,



N
- 10 L




69.
6.2.6) contd.

A comparison is made in Table 25-26 for
different values of @ between the expected rate of return
and the actual rate of return per day using data 'A' for
the period 1959 to 1967 and the year 1968. The expected and
actual rates of return obtained on the basis of predictions
from the previous years per day are nearly the same even
for the small values of a.

In Tables 27-28 a comparison is made using
data 'B' for different values of a between the quarterly
expected rate of return and actual rate of return for the
period 1959 to 1970 and the year 1968.

The proportion investment figures for different
values of a for the years 1968-1970 using data 'C' are used
in Table 30 to calculate the actual rate of return per
month for the year 1971. The above results (Table 30) are
compared with the Sharpe model in Table 53,

Tables 31-32 are processed likewise using
data 'D'. The results are compared with Ad-hoc, Sharpe and
Monte Carlo methods in Table 52,

Table 54 shows the corresponding computer mill
times for the different methods.

From the empirical results it may be con-
cluded that in using a long time period and more detailed
data prediction improves., This model gives the most satis-

factory results of all the methods considered.

6.2.7) Sharpe model.

The results obtained from the Sharpe analysis
of the 'C' and 'D' sets of data by using programme number 2,

are given in Tables 33-36.



6.2.7)

6-2.8)

6.2.9)

704

contd.

A comparison between the Sharpe and Markowitz
models is .shown in Table 53 and with other models in
Table 52. From the empirical evidence it seems that
more accurate predictions are obtained from higher values
of a.

This model also gives the satisfactory results
of all the methods considered. It takes less time in com-

puting than Markowitz's, shown in Table 54.

The Monte Carlo Model.,

The Monte Carlo model is tested using data
'D! for the periods 1968 to 1971.

The results obtained by using programmes
numbers 6 and 7 are shown in Tables 38 and 39 respectively.
Comparison with other methods are shown in Table 52.

From the empirical results it seems that
the Monte Carlo model is a good predictor of rate of
return of the shares, but it is costly in comparison with

other methods as shown in Table 54.

Conclusion,
Of the models discussed in this investigation,
it may be concluded that the following three stand out as
the most powerful ones:
1) The Sharpe model
2) The Markowitz model
3) A Monte Carlo Technique

Empirical comparisons suggested that the
other methods were either inefficient or too 'sensitive!

f'or use.
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The advantage of tne ad-hoc methods is
their simplicity. Originally suggested as a crude
strategy against which the more sophisticated methods
might be measured, empirical comparisons showed them to be
as good as a number of the other methods.

The random walk hypothesis is valid only
in the short term. An attempt was made to fit a normal
distribution to logarithms of share price fluctuations, but
in general the fit was not satisfactory.

The Monte Carlo model is found to be a
good predictor of the rate of return of the shares, whereas
the Sharpe and the Markowitz process only showed historical
data. The advantage of simulation is that some attempt is
made to predict the future behaviour of the share market.

Moreover, the simulation approach has a
wide appeal to the managers. The major disadvantage of
this model is its high cost.

The modified Markowitz model gives satis-
factory results. In this model data input requires:

(1) Risk measures (one value)
(2) Share prices (m periods)

The difficulty is that the running time is
inereased since this model requires the complete covariance
matrix as described in Appendix Al.

The Sharpe model helps to alleviate this
difficulty. It reduces computing time by a half, In this
model data input requires:

(1) Risk measure (one value)
(2) Share prices (m periods)

(3) Market index (m periods)
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The storage requirement for the Sharpe model
is considerably less than that for the Markowitz model.

The Markowitz and Sharpe models are modified
in such a fashion that any one wanting to use the pro-
grammes as a share market predictor simply has to input
the official share price list (together with risk coefficient)
to get the investment programmes straight away as output.

The Markowitz and the Sharpe models are
comparable and show an improvement over the ad-hoc methods.
Of the two the Sharpe is preferred because of its smaller
computing cost. The Monte Carlo method is useful though
expensive., However, it is believed that the approaches
developed in the present dissertation for:

(i) The Monte Carlo Method
(ii) The Valuation Method
will open up a new area of research for producing more

reliable methods of portfolio selection.
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TIABLE 1
Degree of freedom 9 Independent Variables at significant level 99.00%
Variables Regression Constants t
Share Multiple 8 S
btatistics
No. ao as, as asa aq Correlation
L5l %] L 1004 | 104 ho®
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1 2 3 4 { 99.06] 21 - 211 | =2 18,07 0.860 0.17
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2 3 4 =30.42] 52 538 |20 |-2.40 0.628 0.49
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3 2 -22,681 34 514 0.509 0.81
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2 13 1 4 B31.971~-59 | 270 | 5 k2,91 0.u45 0.36
7 5 {6(e) - 1.30 | 545 5149 0.915 3.26
it 2 109.87 - 58 298 0.418 0.28
: 2 3 | & |55.721 - 53 |1201 20 -2,79 0.780 0.81
2 3 4 |253.51 43 |-1662 {-50 R6.04 0.585 0447
9 5 P(c) 93.68 -1415 {10049 0.479 1.53
1 . 91,12 121 }-1399 0.433 0.77
SIS UL IRt e s it A s ot s B e e 1t A A i EP =
10 5 gé(c) ~4e93 | 557 409 0494 Sel2
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Degree of freedom 9 Independent Variables at significant level 99.00%

Variables Regression Constants t
Share Multiple 5 s
Statistics
No ao as as as a4 Correlation
Y LT e 10”4 g po
1 2 3 98.76 | =23 -189 |-30 |-0.15 0.700 0.08
11 5 |6(c) 43,75 | =173 | 1819 0464 1.52
1 2 51e3) 9 106 0.156 0.27
. 1 2 3 41,11 | =37 | -18 2 P 0.907 0.09
12 5 16(d) 8.61 | 143 1702 04964 Jol2
1 2 55.09 | = 42 -39 0.898 0.21
* 2 3 162,950 = 63 |-733 |-18 {-3.21 0.843 1.16
13 5 {6(d) 2.11 664 |-185 0.788 0.14
2 98.02 | =34 631 0.651 1.51
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16 5 f6(e) 9426 | 932 |-1441 0.855 1,32
1 2 5146 | = 45 170 0.660 0.40
1 o1 3 -56.26 83 7 4 |1.04 0.853 0.02
17 | 5 [6é(e) 55.74 -25 |-2362 0.490 0.51
1 2 -38.54 76 |- 20 0.849 0.05
a s 6ied a0l o buol s 0.23
18 5 [6(e) 70.894 21 |-3758 0.469 0.67
1 2 -60.094 76 600 0.793 1.06
i~ | 2 3 228.200 -80 =1 177 0.798 0.02
19 5 {6(e) -3.77 | -822 0.710 1ok
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1 2 3 -50 -124 -16 Fha53 0.616 0.23
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Degree of freedom 9 Independent Variables at significant level 99.00%

Variables Regression Constants t
Share Multiple k L
Btatistics
o ao a4 az ag ag Correlation
] %] % Bt L3S pot®
5 § 5 6(1) 5.77| =40 | 1764 0.789 195
1 2 26,03 =4 |- 67 0.187 0.28
3 2 3 =14 32 52 | =388 |-=4 [1.39 0.645 0.21
22 5 |}6(1) 32,88 | -827 | 5109 0.515 1.60
S 1 2 3 -134,31 116 89 |10 | 5.44 0.906 0.20
235 |5 [6(1) 48.5d -1680 | 6662 04700 1.70
1 9 =49 .04 85 -4l 0.832 0.08
5 2 3 -3L..67 8 175 | =1 .73 0.550 0.05
2y |5 16(F) 10.42 | =120 | 1443 0.256 0449
: 2 14.391- 2 106 0.071 0.13
4 2 3 -10.24 10 27 7 | 2.3 0.785 0.21
25 5 |6(f) 17.29| - 19 38l 0.209 0.31
1 2 25,40 - 4 |- 27 0.219 0.16
TR S R 82,42 | = 51 |-4h0 |~10[3.54] 0.888 1.12
26 15 [J6(f) L.82] 755 |-811 0.789 0.31
3 2 99.27 | =45 | =456 0.782 133
2 3 8.30 N 420 {10 F1.96] 0.608 0.20
27 5 |6(b) 20.79 | =526 | 3209 0.420 1.2
1 2 % 18.73) =10 =31 0 |03  0.696 0.02
28 5 16(g) 0.95 90 26 0.579 0.03
i 2 15.25 -9 -26 0.680 0.28
29 5 16(g) - 2.85| =169 | 3267 0.800 I,
E 2 41,33~ 16 |-160 0.282 045
i S R ST

# 2 3 LO4=14 | = 97 | =207 }-10 949 0.953 0.7k
30 5 16(g) 25,55 | 1311 | -2095 0.818 0.57
il 2 73.84 | =62 - 31 0.719 0.06
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TABLE 1 (oontd)

Degree of freedom 9 Independent Variables at significant level 99,00%

Variables Regression Constants t
Share Multiple : L
Statistics
No ag a4 as as aq Correlation
xi XQ xa de 10" 4 10" 4 10“ 6
1 2 3 4 199.31 |- 55 1 =10 +3.00 0.809 0.00
315 elh) -2.81 | 539 |=28) 0.879 0.17
1 2 41.57 | =30 91 0.613 0.27
ih 2 3 L |18.4 20 =73 10 }1.59] 0.543 0.23
32 |5 JBli) 28.56 | 389 |-2100 0.500 - 155
1 2 24..49 8 -90 0.201 0.30
2 3 L |65.35 | =15 |[=393 |=6 |0.15 0.421 0.05
3 |5 [6la) 1.84 [ =124 | 4046 0.865 v 2,99
2 56.59 -8 =377 0.289 0.90
2 3 4 | 5755 | =17 121 |=2 =L.25 0.465 0.26
3l 5 6(3) 12,31 | 104 171 0.403 0.12
2 20,33 | =11 147 0.320 0.64
2 3 4 +79.18 13 |-2186 | 10 |38.8| 0.738 0.09
35 5 (0) 23,2, | =1205 |22845 0.916 5.63
36 |5 B(k) , 0.89 | 307 392 04654 0.17
1 2 50.21 | =45 196 0.855 0.88
3 & 3 L r18.10 38. =77 | 20 $2.66] 0.667 0.13
3 15 Pk 29.71 |-113 | =556 0.483 0.26
1 2 8.00 20 124 0.451 0.39
1 2 3 4 |173.13]=111 517 |=10 +1.85] 0.640 0.2
33 |5 PB(e) -1.94f 734 | 5389 0.898 1.89
51 2 127.84}=90 590 0.600 0.62
o 212 |3 |4 |T9435|-4blk | 669 =40 +338] 0.851 0.28
39 5 5(¢) +144.93) 321 |13978 0.959 2e52
« 2 |2 |3 & [390.22]-237 | 30 |-u0 t10.5L o0.911 0.40
4 |5 6(e) ~29.9411567 | 5496 0.927 1e75
i § 2 202,771=161 631 0.800 0.62
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Degree of freedom 9 Independent Variables at significant level 99,00%

Variables Regression Constants t
Share Multiple s A
btatistics
No ag a4 ag ag aq Correlation
Xi XQ X3 x4 10‘ 4 10"' 4 10"‘ 6
2 3 L4 | 93.98] =19 430 | =9 4.9 0.470 0.36
41 5 |6(e) 26.3 | 2389 | 5153 0.613 1.97
1 2 26.45] 3 530 04145 0.77
L 2 3 4 |232,66] -137 421 |20 46.37 0.787 0.42
42 |5 l6(e) -11.14| 674 | 5799 0.948 2.96
1 2 125.84| =96 585 0.682 0.71
L3 5 {6(m) -5.21| 109 | 2765 0.901 L4460
l 2 ‘!-{-2-9? _1 _506 0-3?5 0.10
1 2 3 4 |-12.66 20 | -205 | =6 |4.59 0.790 0472
Ly 5 |6(m) 13,52 | =192 | 2424 0.550 1.89
5 5 2 25.79 17 § =285 0.334 0.82
= T 2 3 4 {197.60| =108 | =334 |-9 ~4L.64 0.791 0.28
¥ |5 {6(a) =11.76 | 454 | 5674 0.951 1.91
i 2 165,37 =94 |-283 0.779 0.40
* 2 3 L | 95.98 43 | =640 | =3 46,50 0.783 0.18
4% |5 [6(n) 0.05 | =746 | 8970 0.895 5497
) 2 46,73 26 | =539 0.693 175
# |1 |2 |3 | 4 185.63] -86 |=272 |-5 40.36 0.897 0,13
X7 15 (6(d) 49.48 356 |2698 0.728 0.73
1 2 172.54 =79 |-250 0.889 0.66
1 2 3 4 | 377.08 =172 |-906 |=5 11.% 0924 0422
48 5 {6(p) -14.18 2137 |-609 0.960 0.27
24849 -140 =722 04440 0.86
1 2 3 4k |102.47 =71 830 |10 46.79 0.846 0.85
¥ 15 () -6.920 142 [14173 0.726 1.49
i 2 54,89 =72 888 0.637 1.57
+ |1 2 3 b | 7193 75 (1429 20 6.28 0.972 3.28
50 5 6(q) 40,76} =684 {4010 0.690 1.73
o Bl 47.34 -89 {1449 0.676 3435 {
L. ] l
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TABLE 2

Time interval one day

Average correlations for the
Share Year
Number ?
1959 1964 ; 1968
1 ~0.50 x 10°3 —0.50 x 17 * | -0.8¢ x 10°®
2 0.85 x 1072 =0.57 x 100® | =0.41 x 1072
|
3 0.40 x 10°% =0459 x 107 -0.36 x 10°2
;
5 i
L -0.84 x 1072 -0.33 x 1072 l -0.16 % 102
i
|
5 ~0.45 x 10”3 -0.33 x 102 =0.22 x 10”2
6 0.29 x 10°% -0.70 x 10”2 -0.34 x 10”2
1
T 0,18 x 10°% ~-0.12 x 10°% | =0.35 x 102
1
|
8 ~0.32 x 1073 0.66 x 10”2 0.83 x 10”2
9 0.15 x 10°* =0.46 x 10°° -0,16 x 10°%
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TABLE 3
Year 1959 | Price Degree bovel ot
Ghanges p of Significance
Share number freedom
Number of days 5% v
1 170 17«19 b 0.711 0.297
2 158 16.63 5 1.15 0554
3 215 16.41 7 2.17 1.2,
L 210 23.16 7 2el¥ Tell
5 171 1h.21 5 1.15 0.554
6 105 4.6l 2 0.103 0.0201
7 192 22,55 5 Lol 0.554
8 86 19,60 1 0.0039 0.002
9 42 8474 3 0.352 0,115
TABLE
HIGC e Price
Shape® changes Ll Levgingfi cance
number s Bk
Year of days S 5% 1%
1960 226 2.92 7 2412 1.2,
61 219 2,82 5 1+15 055
62 242 10.17 7 2412 L2l
63 199 11.93 5 1.5 04554
64 220 11.11 6 1.64 0.872
65 228 12,73 7 2,12 1.2k
66 195 14.5h 6 1.6k 0.872
67 208 21.16 7 2,12 1.2k
68 257 24428 8 2.73 1.65
59-68 2189 11l.42 9 3433 2.09
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TABLE 5

T denctes 'Number of Transactions"

Yei;59 Share Statistics Maﬁ;mum
No % % Profit
Share No.| Rises | Falls | change | Falls | Rises & Achieved
1 103 87 116 1 7 9 90412
2 95 5 136 d; 10 3 23433
3 110 110 86 2 8 L 36.48
4 128 88 90 6 ! 5 62.85
5 89 92 125 8 9 5 45 Ly
6 71 22 183 2 8 5 145 .62
7 94 107 105 5 5 2 - 2.26
8 55 36 215 2 6 3 15.89
9 35 T 264 1 10 3 24,86
TABLE 6.

T denotes "Number of Transactions"

Year % %
1960 Share Statistics Maximum Forecasted
Profit protis
No % % achieved
Share No|Rises Falls |change| Falls | Rises T Achieved from previous
year
1 101 107 97 3 1 6 142 1.52
2 9L 102 | 109 5 9 3 10.96 1.83
2 iy 123 7L 2 2 8 17.86 8ol
L 127 120 58 i L 2 157 RIS
5 83 98 | 124 3 1 12 18.96 10.03
6 63 63 179 2 o) 6 10.97 -0434
7 99 123 83 5 2 6 20.87 -10.63
8 L)y L1 220 1 10 3 12 6.92
9 14 15 | 276 4 6 3 14.79 11.54




TABLE

7.

T denotes "Number of Transactions"

82,

% Maximum |% Forecasted
16%5561 Share Statistics Profit profit
> Achieved . 3 {
No % achieved frouw :
Share Nod Rises | Falls |change | Falls Rises P previous year |
14 114 102 87 2 10 5 WS on B % 941
2 104 98 | 101 6 10 ] 38494 37497
3 109 {1194 7 100 1 3By 15.52 ~7.93
L 121 107 5 & 6 5 20.92 10.41
L] 102 86 115 5 9 2 10,90 Le52
6 99 85 | 119 2 8 6 56.78 2.16
7 87 | 107 | 109 |10 9 5 122,59 ~5.51
8 gl 52 ] 108 0 3 4 10.07 -0.38
9 b i 15 57 5 8 2 1071 10.71
TABLE _ 8.
T denotes "Number of Transactions" e
i Share Statistics % % Forecasted
1962 o Maximum profit
No % % Profit achieved from
Share Nq Rises | Falls |change [Falls | Rises T Achieved |previous year |
;8 101 | 113 | %5 9 4 4 22,14 2.70
2 87 96 | 124 10 5 5 27.09 -6.23
3 109 119 79 4 4 ) 2044 Ball
L 100 122 85 5 5 2 =-16.71 -16.71
L] 96 90 | 121 4 8 5 29.87 22052
6 69 79 |159 7 6 5 33.77 0.18
7 " 80 | 105 |122 7 1 10 37.35 -20.98
k Ly 53 | 210 2 3 7 28.07 4.78
2 30 2y 253 5 3 3 14.73 8470




TABLE

9e

83-

T denotes "Number of Transactions"
% Maximum |% Forecashad
Year Share Statistics Profit 4
1963 P . profit
Nﬁ % % Gl achieved from
Share Nod Rises | Falls |change | Falls [Rises 2 previous year
1 80 105 | 122 3 A S %y 8.73
2 86 106 | 115 2 7 6 45.38 6450
% 109 104 94 2 10 5 32.90 11.36
b 115 100 92 3 9 6 46.05 5.13
5 110 80 | 117 1 f 7 52.73 2942}
6 46 55 | 206 10 L 5 27.38 -3.65
R 73 94 | 140 6 10 4 35439 3.37
8 50 L2 | 215 b 8 4 27.91 23.27
9 37 9.1 261 5 9 2 13.58 3.70
TABLE _ 10,
T denotes "Number of Transactions" g
]
Vi Share Statistics % % Forecastad
1964 Maximum profit
No % % Profit achieved from
Share Ng Rises | Falls |[change [Falls | Rises T Achieved |previous year
1 88 106 112 2 L 6 26,13 14.87
2 89 115 104 6 3 7 22,76 -14.50
3 99 | 121 86 9 2 L 11.70 -12,26
4 89 123 94 9 2 6 12,77 =24.405
5 85 107 114 1 2 8 13.86 - 524
6 70 13 163 5 5 7 36.67 7.28
7 9% 96 | 115 2 8 I 33.48 11.30
8 50 56 200 T 2 L 11.62 -2,31
9 39 40 227 L 10 b4 30.61 9.24




TABLE

1l,

T denotes "Number of Transactions"

8,

% Maximum |% Forecasted
Yea§965 Share Statistics Pr?fit arofis
Nd % Ahieved achieved from
Share No{ Rises | Falls [change | Falls [Rises i previous year
1 93 86 129 1 5 6 30.79 26.01
2 90 98 120 E 20 5 18.43 17.01
0 104 | 100 104 1 3 8 16.91 10.09
L 97 92 119 3 5 b 15.24 247
5 100 | 106 102 9 7 5 32,34 22,15
6 81 61 166 1 7 7 38495 9.05
7 93 96 119 5 10 5 - 42,46 9.20
8 60 | 49 199 2 4 5 18.58 546
9 55 | 43 210 5 10 2 11.76 11.76
TABLE 12,
T denotes "Number of Transactions™
Tany Share Statistics % % Forecasted
1966 s Maximum profit
No % % Profit achieved from
Share Ng Rises | Falls |change [Falls | Rises T Achieved |previous year
1 80 9l 128 10 2 3 4.81 2.79
2 85 | 114 103 10 1 4 -20,.31 -28.87
o 95 | 106 103 4 2 12 93.98 -14,68
L 97 99 106 L i 8 11,96 -10.20
5 104 89 109 1 L 3 25446 9.17
6 81 81 104 2 6 5 30.05 4.57
T 115 | 103 8L i 8 8 89.57 10.05
9 25 51 246 10 2 L 753 -17.28




TABLE

13

T denotes "Number of Eransuctions"

85

% Maximum |% Forecashad
Yea.x:i_967 Share Statistics Pr:jfit profit
Nc; % Achisyed achieved from
Share No4 Rises | Falls |change | Falls [Rises i previous year
1 108 9L 105 it 5 6 33,06 L.76
2 93 91 123 i 5 10 56,91 34,12
3 123 98 86 s R ik 6 48.83 8.32
N 108 | 105 Oy 2 g 6 37.86 3.53
2 99 101 107 0 5 7 3374 23470
6 92 87 128 2 4 8 23.61 6437
7 108 | 110 89 | 10 9 5 35,30 24,15
8 68 43 196 5 8 5 33435 5.16
9 33 32 242 2 2 8 23420 2499
TABLE 14,
T denotes "Number of Transactions™
Yous Share Sfa‘tis tics % % Forecasted
1968 Maximum profit
No % % Profit achieved from
Share Nq Rises | Falls [change Falls | Rises T Achieved |previous year
4 103 112 89 5 10 L 36.51 3043
z 102 13 91 L 10 6 49.19 37.06
3 3127 113 6ly i 4 13 69.82 50454
4 126 106 72 AL 8 4 30.54 12.62
5 102 94 108 2 i b 22.16 3.62
6 106 90 {108 5 10 2 11.3%0 L7
Ti 108 104 D2 2 2 i 30426 9.50
8 82 65 |157 6 9 6 66430 12.50
3 0 29 98 18 9 o 28.79 5.52
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TABLE E.
Year 1959 % Percentage Invested
Mean rate
Share No. of réturn g =1 @ =10 g =25 a = 50 @ = 100
1 D7 10.92 15 .84 11.86 9.80 834
2 0.13 0 0 0.91 3.90 3.98
3 [ e By 5.8 13.08 1 5e51 12,24 i bt s
L 0.23 21.16 2.69 a [ Sk 0.60 0.35
5] 0.05 0 0 0 2.95 5ed2
6 0.17 4.18 Te 7l 5.80 S.L7 L.61
7 0.004 0 0 0 0 2.62
9 0.17 57490 55.05 47.20 41,78 38429
% Expected rate of
“atupn ser day 1183 0.17 0.163 0,155 0.147
TABLE 16
Year 1960 % Percentage Invested
Mean rate
Share No. B o= & = 10 g =25 g = Hi g= 100
d OL0L 0 4.10 L..82 4,93
2 0.01 0 0.13 1.41 2.05
3 0.03 0.51 3464 3.96 4,03
L 0.08 100 26.53 14.83 QeI 5.87
5 -0.06 0 0 LESh 8.90
6 0.004 0 0 Tl 5.63
7 -0.02 0 1.47 3435 4,20
8 0.0 47 by 45.56 | 40.4k  |37.11
9 0.03 2552 30.27 28.73 27.25
% Expected rate of
retnrn petiday 0.077 0.054 0.038 0.028 0.022
Z Actual rate of re-
turn per day from 0.037 0.027 0.028 0.026 0.023
% Awnwol Yot of Aeturn I at 312 848 788 €91
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TABLE 17
Year 1961 % Mean Percentage Invested
rate of
Share No. return o =1 ¢ = 10 ta =25 &= 50 ha = 100
1 0.13 0.98 20.15 10.03 5.06 2.57
2 0.05 0 0 6433 6.27 642l
3 -0.03 0 0 0 0 0
L 0.05 0 4493 21,12 | 204 12101
5 0.08 0 10.75 17590 17.18 16.82
6 0414 0 19,94 9.39 LTl 2,42
7 -0.05 0 0 105 . 'f 10,52 |15.25
8 0.02 0 0 28 11239 |16.1k%
9 0.17 99.02  44.23 29.89 | 22,99 |19.54
% Expected rate of re- 0.173 Oell 0.105 | 0.074 | 0.058
turn per day
* tf:ntu:jz‘, ‘d;;tﬁrgﬁ ;Z_ 0.050 | 0.066 | o0.072 | 0.075 | 0.076
°_,:.A~mm Yok of Yermaw i5 20 75" o6 7 39 73 80 7z 00 |
TABLE 18
Year 1962 |% Mean rate Percentage Invested
of
Share No. | return @=1l |a=10 |a=25 | a=50 |(¢=100
1 ~-0.004 0 0.64 2420 2.67
2 -0.05 0 0 0 0
3 0.02 0 6.68 .61 2.79
L -0.05 0 0.01 12,61  |19.4h4
5 0.07 43.57 36,10 27.76 22.92
6 -0.00k 0 0 0 0
7 -0.10 0 0 0 2.14
8 0.03 12.81  |22.95 2537 |2h.22
9 0.10 100 43.62 33.62 28.37 25.81
% Bxpected rate of return 0.100 0.07 0.063 0.046 0.034
! per_day
| fum ‘;Zi“iyrggmc’;z;m F 0.099 | o.ou1 | 0.028 | 0.024 | 0.007
[ Year. "
| AT e of e 30°lo 1246 25l 730 2418




88.

TABLE 19.
Year 1963 % Mean Percentage Invested
rate of
Share No, return o=k o = 10 = 25 a= 50 |a= 100
i\ -0.004 0 0 0 2.19
2 0.09 Lo52 4,06 2.91
5 0.08 0 Jis:ol 3.64
i 0.08 7.04 | 10.93  [11.84
5 Q15 100 L7.84 |28.17 19.56 © 114.18
6 -0.03 0 0 0
7 0.06 315 4456 5.08
8 0.05 13.68 22,53 26.61
9 0.12 52.16 |43.43 37.06 3354
& Topeated wate off st SIS LB 00130 1 ot ] 0age ol Bt
turn per day . 5 -t
% . Actual pate of re-
turn per day from pre- | 0.120 0.124 0.110 0.100 0.090
~ vj,;?,fm{sﬂf;u gy YA T 82 335s o 5o - Y
TABLE 20
Year 1964 |% Mean rate Percentage Invested
of' -
Share No. ki o =1 =10 a = 25 =50 |a=100
1 0.03 2152 A B 16,12 14.08
2 -0.04 0 0 0 0
3 =0.04 0 0 0.85 3435
L -0.08 0 0 0.07 9elb
5 -0.01 135.50 23.71 2646 26.71
6 0.02 7.06 6.16 547 Loi8
7 0.10 86.32 29.40 1734 13.01 10.32
8 -0.02 0 14,51 20,54 22.67
9 0.06 13.68 28.72 20.55 1747 |15.23
% Expected rate of return 0.09 0.05 0.03 0.02 0.01
. per. day.
% dctual rate of re-
turn per day from previous ~0+0L 0.03 0.016 0.009 | 0.007
Jear,
O Bvrcmall, weit: vl = 8 | q-1g L -qo Pl 214
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T ABLE i
Year 1965 % Mean Percentage Invested
rate of
Share No. return 7 =5 o = 10" | =25 a=50 |a=100
11 0.06 19.98 18.30 16.25 14.91
2 0.02 0 0 0 0
2 0.004 0 0 0.27 2.60
4 0.03 0 2.01 W5 . o5
5 -0.01 0 1.72 4.9k 6.28
6 0.07 25.00 19.27 16.84 15551
7 0.07 6.76 7.16 6.35 5.73
8 0.03 2448 38.54  141.45 42,36
9 0.07 100 23.79 |12.99 9ith - s
% Loected vate ol pes  1u9a65 | e.085 | 0.065 |o.wse | vlom _
% Actual  rate of re-
turn per day from pre- | 0.08 0.086 0.064 | 0.056 0.050
nfiﬁfj;ea;;b R TfALJ‘SI?’; ) 2L 14 R 7 62 IS 20
Year 1966 |% Mean rate Percentage Invested
of :
Share No. | return = gi= 10 =75 a= 50 ¢ = 100
i -0.03 4.08 23.42 26.32 26.96
2 ~0.10 0 0 0 1.68
3 -0.03 4.20 Sell 3,04 2.80
4 -0.04 0 0 343 5.72
5 0.05 Bl 20 30.93 21.90 17.19
6 0.02 14,22 12,45 9.91 8.16
7 0.16 100 26,29 11.97 6.90 4.25
8 -0.06 0 8.75 14,34 16.80
9 -0.06 0 9.06 113 16.42
% Pepeeted mewe bt retuny o a6 loouey “lacoly. |-oadh Loioe
”;'é Actual - rate of re-
turn per day from Dr‘evious-o‘oe -0,002 ~0,02 -0,019 -0.022
JEar, o :
(7o Aremwsl ol of vehow |- /828 |—o06/ |-66/ | —0'59 | ~0EF
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TABLE _ 23.
Year 1967 % Mean Percentage Invested
rate of '
Share No. return gi=h g s 10 Gi= 25 e¢= 50" | o= 100
1  0.10 25.31 29.79 | 16.55 | 12.43 | 10.56
2 0.08 0 5.02 6.15 6.39 6455
3 0.11 7467 22,23 | 16.01 6.82 4.28
4 0.07 L.67 5.40 5439~ 4.52
5 0.07 22,46 | 20.04 | 18.95 |17.52
6 0.04 0.09 14.07 18.89 20.95
7 -0.01 0 0 0 3.50
8 0.04 9.88 | 16.96 | 19.03 |19.72
9 0.04 5.80 | 10.22 {1210 §12.90
% Expected rate of re- 0.108 0.08 0.069 0.063 0.058
turn per day : e
R e oy awe o ro- loo | 0.05 | o.0m | o.062 | o.08
3 TABLE 2L
Year 1968 |% Mean rate Percentage Invested
of
Share No. | return e =1 ¢=10 |a=25 a=50 |a=100
1 0.06 0. 0.91 8411 9.15 9.68
2 0.08 0 0 0 0 0
3 0.11 0 19.80 |13.53 9.55 7.56
b 0,23 0 10.75 9.05 795 7439
5 0.004 0 0 12,12 24.31 | 30.40
6 0.1k 27456 2l .2l 14.50 9715 .37
7 0.0k 0 0 5.67 7.28 8.09
8 0.15 7244 36.30 26.71 21.95 19.57
9 0.07 0 8.00 10.30 10.05 9.93
7 Expe"tz‘;f::i of returtl o 047 | 0.13 0.100 | 0.082 | 0.073
% - AGtuBl.. rate of re-
turn ;er day from previouk 010 0.71 0.085 0.09 0.091
A Klliﬁrlau of vehww | 305 2k 260 | 23k 278




TABLE 25.
| Year 1959-67 % NMdan Fate Percentage Invested
S TR I, T
_ Share No, | vreturn =1 |@=25 |a&=50 |a=100 |
| 1  0.02 0 5.01 1a29 gl |
! 2 0.00 0 0 1.2 | 1.95 |
| 3 0.02 0 .68 la 38 ol o |
' b 0.01 0 0424 0.75 100 |
5 0.02 0 21,06 23.49 203,01 |
6 0.06 78.85 22.40 20,17 19.04
| 7 0.01 0 12.88 1577 | 213
| 8 -0.00 0 112.64 114.59 15.57 |
| 9 004 21,15 {18.09  |17.37 17.00 |
| | | |
% Bxpected rate of i |
Vie- i g 0.06 | 0.03 | 0.03 0.03 |
TABLE _ 26,
i: s £ - e
| Year 1968 Maan PEts Percentage Invested
LA ;.
Share No. return ¢=1 ol e &= o8 .oc =_EL90 i
PV . i [ENE |
i 0.06 ! 0 8.11 ‘ 9.15 9.68
2 | 0.08 0 | 0 0 0
3 | @11 0 | 13.53 9455 7456
N B AL 0 | 9.05 7.95 7439
5 | 0.00L4 0 112,12 24,31 30.40 |
6 | 0. | 27.56 1450 | 9.75 e
i | 0.04 | © 5.67 | 7.78 8.09 :
8 . 0.15 72 Juky 26,71 : 21.95 19.57
9 i 0.07 S 10,30 | 10.05 9.93
| |
| | Pl .
% Expscted rate of 0,25 ' | 00 Jru.e8 5 607
| return per day [ "‘“'i'ﬁ |
'|- e —— T — = f— t
% Actual: rate of return ! |
Per‘ da.y from previous years 0.13 0-08 ! 0.08 I 0.08
’fo A vwnwal :‘_m\?n_ Oss yeturw 293 ;”-{Ll t 2 Ky | Al ke

9L,
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TABLE

Your 195567 | ftoun rate Bexoastign Tuvestad
of' _
Share No, ', rotwn _ a=1 J@=2 |a=5_ |a=3100 |
1 2.97 f 0 0 0 0
2 1.39 L0 0 0 0
3 137 b 26.36 27.30 27.78
i
" 3.12 0 0 0 0
5 1,85 Pe Vg 1650 17.11 17.40
6 5T 86.16 17.08 13.89 1230
7 0552 0 1944 20.40 20.87
9 3.76 13.8: |15.48  |1ha19 13.55
% ExpectEd rate of 5.06 ! 2.33 2.1? 2.09
|__retura per quarter -y ok o,
TABLE 28,
! |
Year 1968 Yein rate Percentage Invested t
of l :
Share No. return @ =1 o =25 a = 50 @ = 100
Ji 2.65 0 0 0 E
2 i il 0 0 0 0.65 ]
3 1577 0 25 454 25.97 26,02 !
L 2.59 0 0 0 0 !
5 2.07 0 15.93 16.10 16.10
6 503 8. 71 17.89 15.06 13.39
T 0.40 0 19,82 bkl 8 T
8 1.58 0 55.29 799 9.08
9 395 21.29 15.29 ‘ 13.78 12.99
% Expected rate of
L 1480 2,45 2.30 2,22
% SActiad. . pate of return pex
quarter from previous years 4.65 2435 2.29 2.22
P TRCR S, :; nefnhan (A9 % s B - VTo Qe




TABLE 29,

95

Year 1968-70 % Mean rate Percentage Invested
of
Share No. return B - 9 =508 le =400 4
1 0.66 0 13.92 ; LT 14.30
.2 1.25 39.59 16.13 . 14.70 13.98
3 =0.23 0 0 0 0
L =0 ¢ 2L 0 0 0 0
5 0.02 0 el 10.73 11,035
6 0.60 (0] 0 0 0
7 185 19.03 20.62 19,61 19.10
8 0.20 0 0 0 0
9 1.38 41,38 17.33 16.78 16.51
10 -0.19 0 21 .87 24..01 25.08
TABLE 30.
ASEY R i et T 1
Year 1971 % Mean rate Percentage Invested !
, of E T
Share No,. retun g =1 g =R a = 50 @ =160
i 2.91 0 592 11 i 14.30
2 5elidy 39.59 16,13 14.70 13,98
3 e 0 0 B 0
K 2.03 0 0 0 0
7] -0,.10 0 1015 1075 11.035
6 2.38 0 0 0 g
7 2.05 19.03 20.62 19.61 19,10 -
8 1.58 0 ! 0 0 0.0 i
9 0.0L .38 | 17.33 16.78 16.51
10 Seli3 0 21.87 24,01 25.08
! %~ hctual rate of 2.56 J 2.45 gl 2,42 f
return per month, i :
N it madi of nehwom | 355 | 327 4 59
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Year 1968-70 | % Mzzn rave Percentage Invested
Share No. return dte 1 a =25 o = 50 o = 100
T -0.35 0 0 0 0
2 3.2} 0 0 0 38.75
3 2.70 0 0 0 0
b -0.31 0 0 0 0
5 4. 32 0 0 0 0
s =2 hE 0 0 Ll 7 0
7 1.09 0 0 v 2
8 -0.43 0 0 0 0
9 5.62 0 0 0 0
10 1.36 0 0 0 0
11 2.14 0 0 0 0
12 -6.73 0 0 0 0
13 0.73 0 0 1)..68 0
14 -2.07 0 0 0 0
15 -0.67 0 0 0 0
16 -1.18 0 0 0 0
17 6.97 0 0 0 0
18 5.40 0 0 0 0
19 =0.73 0 0 36.07 0
20 0.56 0 0 0 0
21 2.85 0 10.50 0 0
22 5.22 0 0 0 0
23 8.22 0 0 0 0
2l 4.01 0 0 0 0
25 -0.48 0 0 0 Ly 25
26 -1,38 0 0 0 0
27 0.83 0 0 0 0
28 -1.09 0 0 0 0
29 3.08 0 0 4. 70 0
30 .38 0 0 9
31 0.39 0 0 0
32 0.92 0 0 0




TABLE 31 (contd)

Year 1968-70 |% Mean Percentage Invested
rate of -

Share No. return R ¢ = 25 & = 50 g = 100
33 3.25 0 0 0
34 -0.15 0 0 0
35 1.54 0 11.60 0
36 5292 0 g 0 16.97
37 2.87 2135 34..68 0 0
38 0.35 0. 0 0 0
39 -2,61 0 0 0 0
40 -2.07 0 0 0 0
41 gl L 0 L3.22 0 0
L2 -0.51 0 0 0 0
L3 1.82 0 0 0 0
Ll 3.09 0 0 0 0
45 =1l.46 0 0 0 0
L6 L4.67 78.85 0 0 0
L7 -1.22 0 0 0 0
48 -2.62 0 0 0 0
49 -5.21 0 0 0 0
50 -4.60 0 0 0 0




TABLE 32

96.

Year 1971 % Mean rate Percentage Invested
of
Share No. LT @=1 a =25 a= 50 @ = 100
1 1,91 0 0 0 0
2 9.97 0 0 0 38.75
3 ~1.61 0 0 0 0
4 674 0 0 0 0
5 1.40 0 0 0 0
6 0.26 0 0 Ll L7 0
7 Lot 0 0 0 0
8 5.03 0 0 0 0
9 2.77 0 0 0 0
10 1.47 0 0 0 0
11 5479 0 0 0 0
12 0.01 0 0 0 0
13 -1.12 0 0 14..68 0
14 0.71 0 0 0 0
15 e 51 0 0 0 0
16 -0.004 0 0 0 0
17 2.04 0 0 0 0
18 2.69 0 -0 0 0
19 3425 0 0 36.07 0
20 4.03 0 0 0 0
21 6.07 0 10.50 0 0
22 7.98 0 0 0 0
23 2,72 0 0 0 0
2l 2.42 0 0 0 0
25 11,53 0 0 0 425
26 271 0 0 0 0
27 L.77 0 0 0 0
28 -3.84 0 0 0 0
29 427 0 0 4,70 0
30 2.53 0 0 0 0
31 1.09 0 0 0 0
32 -0.20 0 0 0 0
33 4.55 0 0 0 0




TABLE 32 (contd)

97

Year 1971 %Mean rate Percentage Invested
of

Share No. return g =1 & =25 a = 50 @ = 100
34 5.78 0 0 0
35 s 11.60 0 0
36 6.03 0 0 16.97
37 1.62 21.15 34,68 0 0
38 1,01 0 0 0
39 3.73 0 0 0
40 -1.86 0 0 0
41 L.22 0 43,22 0 0
42 .41 0 0 0 .0
43 -2,02 0 0 e 0
Ly 0.40 0 0 0 0
45 -8.01 0 0 0 0
46 54l 78.85 0 0 0
47 Jalie 0 0 0 0
48 3.87 0 0 0 0
49 9.94 o) 0 0 0
50 2.78 0 0 0 0

% Actual return
S e L3537 3417 1,32 6.04
/o Awnuwok nale of Matwwn | /874 133 5k 26k
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TABLE 33
Year 1968-70 % Mean rate Percentage Invested
e of
Share No, return @ =1 a= 25 = 50 « = 100
0.66 0 9.98 9.87 9.82
2 1.25 37.94 15.61  |14.17 13.45
3 -0.23 0 0.51 0.66 0.73
5 0.02 0 8.28 9.00 9.36
6 0.60 0 11.03 11,02 11,61
7 1.03 18.70 18.83 17.72 17.15
8 0.20 0 7.79 8.41 8.72
9 1.38 43,36 13.46 12.05 11 3% !
10 -0.19 0 10.71 12.48 13.45
TABLE 3)
2 i |
Year 1971 % Mean rate Percentage Invested ;
, of y .!‘
Share No. return a=1 Q=25 @ = 50 e = 100
| :
1 2.91 0 9.98 5.61 5.33 |
2 5.4 37.94 15.61 9.36 7465 |
3 5.22 0 0.51 3.21 2l "N
) 2.03 0 3,80 8.52 8.60 f
5 -0.10 0 8.28 8.72 11.33 .f
6 2.38 0 11.03 2.45 2.36 *
7 2.05 18.70 18.83 7.96 8.02 |
8 1.58 0 7.79 491 Gl
9 0.0k 43,36 13.46 10.75 13.47 :
10 3443 0 10.71 38.52 35.80 |
|
% < Actual rate of 2.46 2,38 2,37 2.37
return per month,
bA Bvn wol %ok ag nek o 2952 28 5L g kb 28 hHty
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TABIE 35
Year 1968-70 | Mean Percentage Invested
rate of.
it % =1 @ = 25 & = 50 a= 100

1 -0.35 0 1.08 3.25 3.88
2 3e24 0 3.8 349 2.78
3 2.70 0 9.67 7.87 6449
N -0.31 0 0 0.88 154
5 I 32 0 1.56 1.22 0.92
6 -246 0. 0 0 0.27
7 1.09 0 0.82 1357 l.42
8 =043 0 0 0.69 132
9 5.62 0 Fe12 " 2.20 1.56
10 1.36 0 1.26 3 Bl 1.68
11 2.14 0 4.28 4,58 Lel3
12 ~6.753 0 0 0 0.41
13 0.73 0 0.22 1.11 1.29
14 -2.07 0 0 0 1.07
.15 -0.67 0 0 0.05 0.32
16 -1.18 0 0 0 0.21
it 6.97 ° 22,01 6.21 4,06 2.76
18 540 0 lro86 3,41 2.45
19 -0.73 0 0.72 1.46 1.69
20 0.56 0 0.29 1.38 1.63
21 2.85 0 1.78 1.80 1454
22 5.22 0. 11.14 To Tk 5.62
23 8.22 {199 12,16 7.62 5.05
IN 401 0 2.30 L7k 1355
25 -0.48 0 Sedd 6.1 7.02
26 ~-1.38 0 0 1.78 2578
27 0.83 0 0.52 0.96 1.02
28 -1.09 0 0 0.08 0.27
29 3.08 0 1425 0.98 0.79

30 -+ 38 0 0 0 0
31 0.39 0 0 0.51 0.78
32 0.92 0 2447 3e53 ZeD 3




TABLE 35 (contd)
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Year 1968-70 |Mean rate Percentage Invested
of .
return % @ = a =25 a= 50 e = 100
33 3.25 0 2.99 251 2.03
34 -0.15 0 0.65 1.58 1,8
35 1.54 0 2.90 2.32 1,98
36 3.39 0 0 0 0okl
37 2,87 0 2.30 LoTT 1.43
38 0.55 5 0.43 0.64
39 ~-2.61 0 0 0.31
40 -2,07 0 0 1.04
3. 2,13 0 1.08 Tl 1.35
42 -0.51 0 0 0.19 0.63
43 1.89 0 1483 1,88 L L0
4ty 3.09 0 6Tl 5.37 Lo 3l
45 ~1.46 0 0 0.92 1.63
L6 L.67 0 5.85 Lo 3l 3422
L7 ~1.22 0 0 2.62 5.25
483 ~-2.62 0 0 0 1433
49 =3.21 0 0 0 0.07
50 ~4.60 0 0 0 0434
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TABLE 36
Year 1971 % Wean Percentage Invested
rate of .

Share No. shbhud A= i @ = 25 a = 50 a = 100
£ 1.91 0 1.08 Ss2n 3.88
2 997 0 3.84 349 2.78
3 ~1.61 0 9.67 7.87 6.49
4 647k 0 0 0.88 1.54
5 1.40 0 '1.56 1,22 0.92
6 0.26 0 0 0 0.27
7 Lok5 0 0.82 1.37 1.42
8 5.03 0 0 0.69 1.32
9 2ol 0 312 2.20 1.56

10 147 0 1.26 s 1.68
i 5.79 0 4.28 458 4,13
12 0.01 0 0 0 0.4
13 -1.12 0 0.22 Teii 1.29
1 0.71 0 0 0 1.07
15 4431 0 0 0.05 0.52
16 -0.004 0 0 0 0.21
17 2.0k 22.01 6.21 4..06 2.76
18 2.69 0 4.86 34l 2.45
19 325 0 0.72 YA 1.69
20 4,03 0 0.29 1.38 1.63
21 6.07 0 Lelt 180 1.5
22 7.98 0 11.14 7Tk 5.62
23 2.72 77.99 12,16 762 5.05
2 2,42 0 2430 L.74 1,33
25 11,33 0 s & 6elly 7-02
26 270 0 0 1.78 2.78
27 il f 0 0,52 0.96 1.02
28 =384 0 0 0.08 0.27
29 427 0 1.25 0.98 0.79
30 2455 0 0 0 0

31 1.09 0 0 0.51 0.78
32 -0.20 0 247 3453 3459




TABLE 36 (contd)
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% Mean rate

Percentage Invested

Year 1971
of

Share No. sabisn @=L &= 25 g = 50 a = 100
33 4.55 0 2499 2,51 2.03
3h 5.78 0 0.65 1.58 1.84
35 1.25 0 2.90 2432 1.98
36 6.03 0 0 0 Ouliy
57 1.62 0 2.30 177 L.43
38 1.01 0 0 0.43 0.64
39 3473 0 0 0.31
40 -1.86 0 0 1.04
41 .22 0 1.08 1.4 1.55
42 341 0 0 0.19 0.63
L3 -2,02 0 L.83 4,88 4 40
Ly 0.40 0 647k 537 L3k
45 =8.01 0 0 0.92 1.63
46 54l 0 5.85 Leo3lh 3.22
47 3.12 0 0 2.62 5e25
48 3.87 0 0 0 L5
49 9 ¢ 9l 0 0 0 0.07
50 2.78 0 0 0 0.34

% Actual rate of 2.50 3.30 3.39 ' 3.95

return per quarter

% Annuwal hoe of netusm| f0°00 1320 1356 1300




Confidence Limit

TABLE 3
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Regression Constants Correlation
Share . b Coefficients
Number i J o AL
1 0.0063 0.6199 0.711
2 0.0422 | 0.6165 -0.110
3 0.0301 0.1983 -0.151
b -0.0229 0.5079 0.608
5 0.0649 1.3674 -0.269
6 -0.0191 0.3410 0.720
7 0.0233 0.7820 0.840
8 -0.0030 ! 0.0764 -0.027
9 0.0777 1.3536 -0.029
10 0.0324 1.1834 0.850 i
11 0.0270 0.3534 0.129
12 -0.0510 1.0267 0.893
13 0.0202 0.8111 0.820
14 -0.0032 1.1006 0.955
15 -0.0023 0.278) 0.826
16 0.0079 1.2385 0.824
17 0.0870 1.0925 -0.466
18 0.0678 0.8673 -0.425
19 0.0053 0.7903 0.854
20 -0.0358 0.1192 0.523 !
21 0.0511 - 1.4233 0.683
22 0.0674 0.929) -0.156
23 0.0971 1.2006 -0.570
2l 0.0597 1.2341 0.194
25 -0.0023 0.1574 0.184
26 -0.0072 0.4130 0.787
27 0.0227 0.9069 0.187
28 -0.0168 -0.3714 0.679
29 0.0551 1.5333 0.765
30 -0.0085 2.2147 0.811
31 0.0231 -~ 1.0809 0.878
32 0.0089 0.260

-0.0189




TABLE 37 (contd)

SHaTe Regression Constants Correl ation
Coefficients
Number a, J b, r
33 0.0556 1.4551 0.706
3l -0.0012 0.0173 0.482
35 0.0281 ' 0.8037 0.633
36 -0.0339 -0.0116 0.653
37 0.0420 -0.0002 -0.462
38 0.0252 1.3672 0.855
39 -0.0033 14377 0.933
40 -0.0077 0.8193 0.901
41 , 0.0378 1.0396 0.328
42 I 0.0148 1.2507 0.895
L3 i 0.0292 0.6497 0.607
4y - | 0.0389 0.5007 ~0.164
45 j -0.0010 0.8540 0.930
46 i 0.0509 0.6124 -0.129
47 | -0.0073 0.3122 0.707
L8 i -0.0118 0.9041 0.960
49 | 0.0478 1.4304 0.642
50 -0.0463 0.0447 0.576

et il
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TABLE 38

Number of times in P et f%ganf
thousand simulations HECRBRAGR 4 SHRT :
2 return Weighted
Share using stream X, Invested £
or the
year rate of
Number
Best Worst 1971 retura
5 18 0 2.16 1.40 3.02
29 iy 0 5.63 L.27 2h..04
30 193 0 23.12 253 58.49
49 232 0 27.79 994 276.23
50 510 524 41,30 2.78 114.81
%  Actual pate of return per quarter LkoT7
;A Kwaicot: ot o_g' e b usan 15 08
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TABLE 3
Number of times in
thousand simulations Percen— faf:aﬁf Weighted
Share using, strean I tage return for

Numb er Invested e yeus ]
Best Worst 1971 return
5 36 0 Lo 31 1.1 6.08
7 2 0 0.2 Loli5 2307
9 i & 0 1.32 21T 3.66
12 4 0 0.12 0.01 0.00
13 y 0 0.12 -1.12 -0.13
15 9 0 1.08 L.31 L.65
16 8 0 0.96 -0.004 -0.00
17 2 0 0.2) 204 0.49
2l E 0 1.08 242 2.61
27 5 2 0.60 L.77 2.86
28 157/ & 1.98 -3.84 ~-7.60
29 53 0 6434 L.27 27.07
30 101 12.08 2.53 30.56
31 2 0.24 1.09 0.26
20 5 19 0.59 1.29 0.76
36 6 133 0.62 6.03 374
37 13 223 121 1.62 1.96
38 7 0 0.84 1.01 1.8
39 16 0 1.91 373 7512
41 2 0 0.24 by 2 1501
L2 L 0 0.48 3.1 1.63
49 302 0 36.13 9 9% 359.13
50 388 412 27.29 2.78 75.87
% Actual rate of return of the portfolio per quarter 5wl
%  Awnuwal Aol of raburim 2920




TABLE 40
e
Rank Share % Mean rate Share
Number Number of return Niika Variance(10™4)
1 25 8.22 33 21
2 17 6.97 22 26
3 9 5.62 23 30
b 18 5.40 21 36
2 22 5.22 47 36
é 46 4267 40 48
7 5 La32 1k 48
8 2l 4.01 48 50
9 33 25 25 50
10 2 3,24 1 51
it b 3.09 43 52
12 29 3.08 3 73
13 L7 2.87 10 73
14 21 2.85 11 7
15 3 2.70 26 88
16 il 2.14 Ly 91
17 41 2.13 2 92
18 43 1.89 32 96
19 35 1.54 45 96
A 10 1.36 46 106
2 i 1.09 17 111
= 52 0.92 U2 119
23 27 0.83 L1 122
2k 13 0.73 18 Tidy
25 20 0.56 9 145
£6 31 0.39 39 148
3 38 0.35 13 148
28 3l -0.15 8 156
29 L -0.31 31 158
30 1 -0.35 20 166
& & ~0.43 38 166

107.



TABLE 40 (contd)
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Rank Share % Mean rate Share Variance
Number Number of return Number (107%)
32 25 ~0.48 7 166
33 42 -0.51 12 167
Zh 15 -0.67 19 167
35 19 -0.73 Sk 181
36 28 -1.09 50 193
37 16 -1.18 L 198
38 L7 -1,22 6 203
39 26 ~-1.38 16 223
40 45 -1.46 27 233
11 1l -2.07 2l 237
L2 4O -2.07 35 253
43 6 ~2.46 5 "
i 39 ~2.61 49 518
45 L8 -2,62 30 ‘. 332
46 49 -3.21 37 fie 380
U7 36 -3.39 36 | 385
48 28 -4.38 15 449
49 50 -4.60 29 LEL
50 12 -6.73 28 672
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TABLE 41
% Actual rate of return
Rules Share No obtained on the basis of
1 predictions from the
previous years,
3-1.101 (a) 23 2-72
(b) 20 4.03
(c) 33 le55
() 9 2471
5112 (a) 1 to 50 2.7
TABLE 42
Rule 3.1.1.2(b) % Mean Rate
Share No. of return Weightea mean
rate of retumm
Rank No. 1971
1 23 2ef2 90.66
2 147 2.04 67.99
3 9 2.77 92490
% Actual rate of return obtained
on theb asis of predictions Sl
from the previous years
1392

'/a Annual nealbs o% Naf v
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TABLE 43
Rule 3.l.1l.2(c)
Rank Share | Proportion | % Mean rate of _' Weighted
Number Number Invested return of 1971 | rate of return
1 23 10.35 2,72 28.15
2 17 8.77 2.0k 17.89
: 3 9 7.07 277 19.58
e 18 6.80 2.69 18.27
5 22 6.57 7.78 52.43
6 46 5.88 | 5.41 31.81
7 5 5.4 [ 7.62
8 2 5.05 | R 12,22
g 33 409 | 455 18.61
10 2 4.08 9.97 40.68
1L Ll 3.89 0.40 1.56
12 29 3.88 | .27 16.57
13 57 3.61 | e 5.85
14 21 3.59 \ 6.07 21.79
15 3 3.40 | Yeta - 5.7
16 11 2.69 ‘ 5.79 15.58
17 41 2.68 ! 4,22 11.31
18 43 2.38 | -2.02 - 481
19 35 1.9% L ey 2.50
20 10 LTk | 147 2.51
21 7 1.37 i s 6.10
22 32 1.16 | -o0.20 -~ 0,32
23 27 1.04 | L 77 4.96
2l 13 0.92 =1.12 - 1.03
25 20 0.70 %4.03 2.82
26 31 0.49 1.09 0.53
27 38 0.4k 1.01 0Lk
% Actual rate of return per gquarter 3.26
- °J" S e 1% 04




TABLE
Rule 3.1.1.2 (d)
% Mean rate Weighted
Rank Share Proportion of return rate of
Numb er Number Invested 1971 return
1 33 2.0296 5.55 9.23
2 22 2.0286 7.98 16.19
3 23 2.0278 2.72 e
L 21 2.0265 6.07 12.30
5 47 2.0265 3.12 6.32
6 40 2.0241 -1.86 -3.76
7 14 2.02,1 0.71 14
8 L8 2.0237 3.87 783
9 25 2.0257 11.33 22,93
10 3 2.0235 1,91 3.86
2 § L3 2.0233 -2.02 -4.09
12 3 2.0190 ~-1.61 -3.25
13 10 2.0190 147 2.97
14 11 2.0188 0.01 0.02
15 26 2.0160 2,71 546
16 Ly 220155 0.40 0.81
Al 2 2,0151 997 20.09
18 32 2.0143 -0.20 - 0.40
19 L5 2.0143 -8.01 -16.13
20 46 2.0123 5.41 10.87
21 dof 2.0113 2.04 4.10
22 L2 2.,0100 34l 6.85
23 41 2.0090 4e22 8.48
2 18 2.0046 2.68 537
25 9 2.0043 277 5.55
26 39 2.0038 3473 747
27 1 2.0038 -1,12 -2.24
28 8 2.0021 5.03 10.07
29 31 2.0017 1.09 2.18
30 20 2.0001 4.03 8.06
31 38 2.0001 1.01 2.02
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TABLE 44 (contd)

% Mean rate Weighted
Rank Share Proportion of return rate of
Number Number Invested 1971 return
32 7 2.0001 L5 8.90
33 12 1.9999 0.01 0.02
34 19 1.9999 3+25 6.50
35 34 1.9970 5.78 11.54
36 50 1.9946 2.78 5454
37 4 1.9936 6o T 13.404
38 6 1.9926 0.26 0.52
39 16 1.9885 -0.004 - 0.01
L0 27 1.9865 477 9.48
41 2k 1.9857 2.42 4.81
42 35 1.9824 1.40 2456
43 5 1.9761 99 19,57
Ly L9 1.9691 2.53 4.97
45 30 1.9663 1.62 31T
46 37 1.9564 6.03 11,79
L7 36 1.9555 4.31 8.02
48 15 1.9425 3.87 751
49 29 1.9401 L4o27 8.28
50 28 1.8972 -3.84 -7+29
% Actual rate of return obtained on the basis
of predictors from the previous years A
% Annuwal ok of hetuvn 10°8%
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TABLE L/
Rule 3.4.2(e)
Rank Share z Proportion fggzaﬁf fgighﬁgd
Number Numb er log Invested {ggﬁrn et
14 23 1.50 16.91 2472 46.00
2 22 1.02 11.50 7.98 91.71
3 33 0.71 8.00 4.55 36.40
4 17 0.66 Tobids 2.04 15.18
5 21 0.48 5.41 6.07 32,8
6 9 0.47 5.30 2.77 14,68
7 18 0.45 5.07 2.69 13.64
8 L6 0.45 5.07 541 27 43
9 2 0.34 3.83 9.97 38.19
10 IV 0.32 3.61 0.40 Lokl
1 5 0.32 3.61 -1.61 - 5.81
12 5 0.26 2.93 1.40 4.10
13 2k 0.26 2.93 2.42 7.09
14 43 0.26 2.93 ~2.02 - 5.92
15 11 0«25 2.82 579 16,33
16 41 0.19 2,14 Le22 10.17
17 10 0.16 1.80 Lelif 2.65
18 37 0.15 1.69 1.62 274
19 29 0.14 1.59 4,27 679
20 35 0.10 1.13 1.29 1.46
21 32 0.09 1.01 - .20 -2.02
22 7 0.08 0.90 L5 4,01
23 13 0.06 0.68 -1.12 -0.76
2l 27 0.05 0.56 471 2.67
25 20 0.04 0.45 403 1.83
26 31 0.03 0434 1.09 0.37
27 38 0.03 04354 1.01 0.12
% Actual rate of return obtained on the basis
of prediction from the previous years 3463
% Anmuwol Noke ng heXuxre Ik §2




TABLE 46
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Rules 3500152

a) Invested equal proportion in all shares = =0.97
b) Invested equally in three shares with

highest rate of return = =1.73
TABLE /4
Rule 3.1.1.2(c)
% zeanf % Mean Weighted
Share rate z £ Rank Proportion | rate of rate of
Number |Forara © Number Invested returm of | return
1968-70 1971
il 0.35 5 2.50 1.01 2453
3 =1.46 8 0 -8.01 0
6 1.36 L Qi3 2l 26.95
¥ -1.78 9 0 -1,3%2 0
8 540 . 38.63 2.69 103.91
9 0.51 6 2.22 -1.09 -2.93
% Actual rate of return obtained on the
basis of prediction from the previous -0.95
years.
% Annuwsl raob a_} Fatuen ~3:8
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TABLE 48
Rule 3.1.1.2 (d)
% Mean Weighted
Share Variance Rank Proportion | rate of rate of
Number 1968-70 Number Invested return of | return
1971
1 0.065 8 10.09 1.01 10.19
2 e 2 11.87 -2.02 -23.98
3 0.031 4 11,95 -8.01 -90.91
5 0.009 i 1237 Hali2 Sta9y
6 0.039 6 11.05 277 30.61
T 0.072 9 9.87 -1.32 -13.03
8 0.041 7 10.98 2.69 29.51%
9 0.036 5 11.16 -1.09 -12.16
% Actual rate of return obtained on the
basis of prediction from the previous = 1,00
years.
o Awnwwal yot ofs ~ekuvn — koo
TABLE 49
Rule 3.1.1.2 (e)
Share X Rank Proportion |% Mean Weighted
Number o Number Invested rate of rate of
return return
1 1.37 6 1.7k 1.01 1.76
2 1449 3 18.35 -2,02 ~57.07
3 -8.29 8 0 -0,01 0
4 27.91 X 35435 =5.93 -209.63
5 -12.86 9 0 Sel2 0
6 6.89 4 8.73 2407 24.18
7 -6.63 7 0 -1.32 0
8 26.67 2 251t 2.69 90 .84
9 1.63 5 2.06 -1.09 -2.25
% Actual rate of return cbtained on the
basis of prediction from the previous years. -1.32
% Ryrmual $ali OJI Nektuym = S"H3
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TABLE 50
Growth rate
Weighted
Share |P/E S Y (8)
Number |Ratio i §7§ (l+ig)% gv Fate
1 2heE 0.95885 12996 1.4372 0.1702
2 16.6 0.93976 1.2392 1.1645 0.1379
3 14.6 0.93151 11,1261 1.0490 0.1242
Iy 2k 4 0.95902 1.3548 1.2993 0.1539
5 15.6 0.93590 1.0774 1.0083 0.1194
6
s
8 16.6 0.93976 L 52k 1.4326 0.1696
9 1125 0.91 504 1.1547 1.0545% 0,1248
Total 8.4452 1.0000
TABLE 51
% Mean Weighted
Rank Share Growth and | Proportion rate of rate
Number Number Risk Invested return of
1971 return
i 1 1.4357 L7.02 140k 0 L
2 8 1.433 16.96 2.69 45.62
> L 1.299 15.39 ~5.93 -91.26
L 2 1.165 13.79 -2.02 -27 .86
6 o 1.049 12.42 -8.01 -99,48
7 5 1.008 11.,9% Inle Jf25
8 6 2l
9 7 =1.32
% Actual rate of return obtained on the
basis of predictions from the previous years o2
"/a Annunel yoli og e uvn =5 R




TABLE 52 117.

'ARR' denotes Actual rate of return obtained on the
basis of predictions from the previous years.

Ad-Hoc Methods Models
Values % ARR per quarter
% ARR of Monte Carlo
Rule 5
5.9.1.9 per a Markowitz | Sharpe Stream
e e quarter
X Y
(a) 2.7 1 437 2.50
(b) 3,45 25 317 3.30 boTT | 5424
(e) 3.26 50 132 3439
(a) 2. 72 100 6.04 3.25
(e) 3.63
TABLE 53
Models
Values
of % ARR per month
* Markowitz Sharpe
1 2.56 2.46
25 245 2.38
50 2.43 2,37
100 2.42 2.37




118.

TABLE Dl
Programme Name of Mill time
Number the Model Data Used Seconds
1 Markowitz's Al 45
'R 76
g 29
2 Sharpe's LA 25
ct 18
o Filter ) 213,
7 Monte Carlo rB1 350
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Markowitz's model of the portfolio problem as
developed in Section L4.l.1 Chapter IV reduces to the

problem of optmising the quadratic form

(A1-1)

134

MD - pX-§ X C

Sub ject to the constraints
(A1-2)

and Z: 20 for all i

a>0 i=l,2, ...,Il
In equation (Al-1)

P is a (1 x n) column vector (the expected rate of return of the share)
X is a (1 x n) column vector (proportion invested in each share)
C is a (n x n) matrix (the covariance matrix of the rate of return of share:

@ is a risk measure (the rate of change of marginal utility)

The dash represents the matrix transpose. The sum of the
proportions Xy invested in each share must equal unity and only
positive amounts can be invested as expressed in (41-2).

1) Existence of Cptimum.

We need to show that a maximum exists at a point X say,
and to examine what constraints, if any, there are on the
form of p and C in equation (Al-1).

Consider a neighbourhood point of the point X, X + &X

in equation (Al-1)

W(X+8X)= p'(X+8X) - 5(X + &X' C(X + &X) (A1-1.1)
= M(X) + p'8X -5 X'C X -3, &'C & (£1-1.2)

[since € symmetric]

for a stationary point at X the coefficient of X must vanish
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l) contd-

at

I~

- e . L
M(E + 5;) = M(QD 5 X' C &X (A1-1.3)
Condition for maximum is
M(X + 8X) < M(X) for 211 8X (A1-1.4)

in neighbourhood and hence

3 &' C 8X > 0 for all &X (A1-1.5)
A matrix C for which this is true and is called positive
definite, [Note that a > 0].
1.1) Theorem.
Consider the symmetric matrix C = GA'A 6 > O
where A is a m xn matrix with column 'rank ne ' Then if

m > n C is positive definite otherwise it is positive semidefinite,

We need to show that A'A is positive definite
if m 2 n, We give only a heuristic discussion of the properties
of A'A, A matrix B is said to be positive definite if for all X

in Rn(g £ 0) where Rn is the n dimension Euclidian space

X' BX > 0 for all X € R (A1-1.1.1)
cace when B = 6A'A
Let p = @X' A'AX = 6(AX)'(AX) (A1-1.1.2)
A
Let ¥ = 6% AX (A1-1.1.3)
Jo p=T'T 30 (A1-1.1.4)

The size of X in (A1-1.1.2)isnx| and the column
vector AX will be m x 1 and each element will be a vector of
dimension mn with the basis (xi,xs, ...,xn).

If m 2 n it is impossible to choose the n xi's 50
that AX = 0 and hencefrom equation (Al-1.1.k)

P > 0 and A'A is positive definite,

If m < n it is possible to choose at least one



1)

2)
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contd.
set of xi's 8o that AX = 0 and so
p = 0 for some x
(Note p £ for all x)
Then
(1) if m > n A'A is positive definite

(2) if m < n A'A is positive semi definite.

AX = [3%a + %3 There exist no vector / x1\ £ /0
= X4 + X3 X3 0

2
LW g0 that AX = 0

Example

.
1l
1

1l

2
1 l)n 2m>h
2 2 m

and hence
X'A'AX = (3xa+%a)®+(x14%a)?® + (2 x1+2x3)2 > 0

«e A'A is positive definite
In this problem m and n are the number of periods and shares
respectively. Thus providing we ensure that m 2 n the matrix

C is positive definite, the maximum exists and is unique.

Setting up the equations:

n
Incorporating the constraint Z s e il
I=a
we can write the equation (Al-1l) in the more convenient form

n

n n n
o . 3 _ =
M(X) = Z P;% =3 Z Ciixi a Z Z Cij XX (A1-2.1)

i:;]_ i=1 o= - E j=1
143
If we consider a delta variation of equation

(A1-2.1) we obtain
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2) contd.
n n n N
—
8 (X) = L py &, - 3 { Zcii 2x, 8x, + Z Z S &xi] (A1-2.2)
i=1 d=a J=q/F Jag

i#j

Consider a delta variation of (Al-2.2) such that

0= Z bx, (A1-2.3)

Equation (A1-2.2) and (A1-2.3) are two equatione relating the
8xi =1 2, ...,0 and hence they are linearly dependent.

In other words at lsast one axi can be formed
by a linear combination of the rest.

Let there exist a constant A called a Lagrange
multiplier such that equation (Al-2.2) and (Al-2.3) can be
combined in a symmetric manner to form cne equation in which
the Exi's can pe considered linearly independent. The justification
f'or the process is that we should be able to determire a "unique
value" of A.

Thus equation (A1-2.2) ard (A1-2.3) are combined

To form the equation

{c (5 * Z{: Eij C; 5% ] + 8, (A1-2.4)

i#j

The stationary point is given by &M(X) = 0 and so eguation (Al-2.4)

n

() =) [

i=1

nﬂn

becomes
n

0=Z [ %{c %, +Z Z 14 ,J ] 8x, (A1-2.5)
i=a i=g j=a

i3
Hence with the assume A the Sxi can now be

assumed linesarly independent.
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) contd.
Thus from equation (Al-2.5) we say that
nl
P. —E{C..X. -!-Z Z C..X.}-i- A =@ Pori gl i
HESERSI T Sg e T s
i=1 j=i i = 1,2, seay n

it

If we combine the n equations of (Al-2.6)
n
with the constraint Z x; =1, we have (n + 1) equations

i=1

for the n xi's and one A.
Rewriting (A1-2.6) and (Al-2.1) in a more

convenient form we obtain

n n
a —
s [ Y P g, ] Fopt,

i=1 " J=d
it
for all i
n
and -Z Xi=—l T 132, seeyll
1=4

Equations (Al-2.7) are set up in the form
* *
AX =p
*
where X is X augmented by A
%
and p is p augmented by -1
A is of the form

n-+1

I

«C |

n-+41 :
i

(A1-2.6)

(8-2.7)

(A1-2.8)
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12k,

contd.
where a is the risk measure

and C is the covariance matrix.

Iterative process.

a) Solve the matrix equation (Al-2.8) for éf
b) As we have not yet imposed the constraint that all the
x; >0 for alli i= 1,2, eee yn we may (and probably
will) get some X, < O.
The algorithm states that any Xy £ 0 is set
to zero and plays no further part in the problem., The
justification can be easily seen in the case of the two
shares Xq and Xa.
In Figure [18] PQ is the maximum of M with
X, and Xa. It is seen that X; < O, since the shortest
distance between P and valid domain is PS we set X3 = O.
¢) Set up the reduced matrix system

A*R fo X EfR (A1-3.1)

where information regarding those xi's set to zero is
ignored.

d) We then return to (a) and resolve continuing the process
until all the xi's in a particular iteration satisfying
the constraint Xy z 0.

The two constraints impose O < x. €1 for all i
1 =212 sienilytl
e) When the iteration is complete the optimum value can be

calculated from (i.e. the utility).

HEH =p " X -

" L (41-3.2)

N

1
where p % EF = the expected rate of return.
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contd.
f) If at any stage of the process all the x; 's are found
to be £ 0 then no soclution exists, though in this

application it probably means that the data is incorrect.

A numerical example:

Optimize
1 / 1 *
M(X) =p X - 3a XCX (A1-1)
sub ject to
3
:Ej i
i
*
i=1 (A1-2)
xi30 1=l, -10,3
a>0
Let C = 20 i 2 P_ = 5
1 10 L 6
2 e o 3P £
and e

from (Al-2.8) we get

20 1 e Y Il 5
It N 1 L =1 X3| = 6
2 L 30 =1 X3 1
i M i -1 0 A -1
* *
A X el
* *
i.e. AX =p
E* _ it Et
LR S T S R S S
= & =T89 l'ss,. K o 496| | 6
2 7 21 -28 105 a5
246 496 105 5626 -1
L *
e X = [ 249/847
626/8L7
-28/847
1415/847

Since Xg € 0 it is set to zero
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contd.

A=[ 2 1 2 -1] [ 5
st X6 N - 6
2 L 30 T 8 )
o IO MRS | ol |-1

b 4 [ 20 1 - 5]

N N - 6

oy o| |-1

*®
Then X = A" 2% p

el 5k LB
- 28| 1 -1 19 [6 5/7
9 19 - -1
Then iterative process ends,

Here the Lagrange multiplier is 10/7. Therefore
in this example our share investment policy is to invest 2/7
of our capital in share one, 5/7 in share two and none in
share three. With the policy our expected rate of return,
expected utility are given by

| 1
W) =pFx-tax Py

[5 6] 2/?] - %[5/ 5/7] 45/?]

/7 L 2/7
_ 40 1+ 350, _ 105
=TT RIS 49

The expected rate of return is ﬁ? and the

expected utility is %—?5.

Method used to solve the linear matrix equation
AX= b (Al-4.1)
where A,X and b are real
A is an n x n matrix
X is an n x 1 vector
b is an n x 1 vector

The method used is similar to Crout factorisation (10)
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contd.
using partial pivoting.
We split the matrix into the form
A=1U
where L is lower triangular and U is upper triangular.
Hence we can write (Al-4.l) in the form

LUX=50b (Al-4.2)

Let UX = Y (Al-4.3)
Thus (Al-4.2) reduces to

LY =

Io

(Al-k.l)
UX = Y (A1l-4.5)

We can now solve (Al-4.4) for Y from L and b using forward
substitution. Then we solve (Al-4.5) for X from U and Y usi g
backward substitution.

The splitting of A into L and U is not unique,
The method of solving (Al-4.4) and (Al-4.5) suggests that we
may reduce the rounding errors if we form L and U so that
u,, are as large as possible and ﬁii = unity. These conditions
imply that &ij < unity i ¥ j. U is formed such that u,, are
as large as possible, Since &ii are assumed unity, we do not
store them and so it is possible to store a representation of
LU on A. Computation uses double precision in the scalar products
to help prevent a growth of rounding errors. The total matrix

storage space is n® + n where n is the size of A.
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THE SHARPE DIAGONAL MODEL,
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This Appendix describes in detail the portfolio
selection procedure which may be used when "Sharpe's" assumptions
are acceptable.

The solution technique is developed as follows:-

1) Formulation of Problem:

n
Let R = Z xR, (42-1.1)
i=g
where
R = The total return of portfolio
X, = The proportion in vested in each share
Ri = The average return of share i
n = The number of shares considered.

Suppose also that
Ry =a; +Db,I+u (a2-1.2)
13 1,2, sseshl

where

a; and b, = Constants of regression [see Appendix - A3]

I = Market index (e.g. Financial Times Index)

Il

u; = Error term N_N(0,01%)

Where it is assumed that uy is independent of u, and I this

is expressed as

Cov(uiuj)

i } (A2-1.3)

0

I

Cov(uil)
Taking the expected value of both sides of (A2-1.2) we obtain

n n
N
E(Ri)=Zai+z b, J

i=1 q=a

The expected return of the portfolio may be obtained as
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130.

Contdc

E = E(R) = Z E(Ri)

Il
—
o
e
o'
[
H
S
M

where the matrices A,B, Q and X are given by

é = ai E = [ bi
aa ba
: 2
n [ Pn |
_O‘ = r()'ia 0 g =t |_Xg_
0 o; *n

The variance of ths rate of return of share i iz

V(R,) = E(R]) - [E(R))]®
From equation (A2-1.2)

R?® = a,
1

+ 52 P pu® s 2a.bI » 2e.v, + 2b.Ju.
s -5 i C e e R

2) =0".2+

N
2 2
4 i a;” +2ab, I+ b, E(I®)

2

a.. V(R-) = 0.-.3 + h.a 0-'

i i i “n4a (A2-1.4)

[Note that there is no covariance term in this expression owing
to the independence assumptions of the diagonal model
expressed in (A2-1.3)].

The covariances between the rates of retura for the portfolio

may be obtained as follows:

We have

Cov(RiRj) = E(RiRj) - E(Ri)E(Rj)

Thus from (A2-1,2)
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1) contd.
Cov(Rjﬁj) = E[(ai+bil+ui)(aj+bjl+uj)
A A
_(ai+biI)(ai+bjI)]
A A x
=a.a. +abl +bbI+bbEI)?
- R IS i3
A N A
-a.a. - a.b.I-bb,I->DbI?
-9 S & - A i

Cov(RiRj) = bibj; var(I) = bibj o;

Then from equation (A2-1.1)

v-v(ZR::) Z v(R)+Z Zxx Cov(R,R,)

i;éj

Using (A2-1.4), this gives

(Z =) - Z 50 + by’ >Z ) oy

fi=a J=x

i#j

V= x QX + (X B)2 .

where Q is an (n x n) diagonal matrix with element cia along the
diagonal,

Following Stiarpe's suggestion we may obtain a more
compact expression for E and V by defining a hypothetical (n+1)St

share such that
a
N+4
n+1

=
Nea 2

]
[
7

Xnea
Then
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2)

contd.

*
. o '
E = ...A.. E + a'n_'_i xﬂ'i'j_ é

*
i — 1
V=XQX+o) = =X'Q

from Section 4422 Chapter IV.

Now the problem is to maximise
%
u(x")

or M(}f)

E(R) - a V(R)

* *® * *
A'X -aX' QX

subject to the constraints

Solution of problem,

*
p¢

#*

(A2-1.5)

In this Section '*' has been omitted for the sake of

clarity.

We seek to maximize the objective function

E(R) - a V(R)

M(X)
or ME) =AX - a X'

sub ject to the constraints

]
I=

n
(1) Z xi =1
i=1
(ii) x, 20
n
(iii) Z x;b, - X4 =0
i=1

(A2-2.1)

(A2-2,2)

(A2-2,3)

for all i

1.5 1525 singh

Docs a maximum exist at the point X?

L3525
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contd.

Consider a neighbourhood point of X, X + &X

M(2+8X) = A (X + 8%) - a(X+3X) Q(X + 8X) (A2-2.4)
1 1 o 1
= M(X)+A 8X - aX Q8X - 5, 38X Q8X (A2-2.5)

for a staticnary point at X the coefficient of &X

(A'—a g’Q) 8X must vanishat X and hence
M(X+8X) = M(X) - a 8% Q 8X + 0(8X)® (A2-2.6)

Condition for maximum is
M(X + 8X) < M(X) for all & in the neighbourhood (A2-2.7)
from equations (A2-2.6) and (A2-2.7) a maximum requires

1
a8X Q& >0 (A2-2.8)
for all 8X in the neighbourhood.

The condition for a maximum, since a > 0 is that
Q is positive definite. The matrix Q is positive definite
because it is a diagonal matrix whose diagonal elements are
all positive hewefor our problem a unique maximum exists,

Let us define the Lagrangian function to incorporate

our constraints

Il+1 n+a
XY= s
M(X) Z g% X MZ x, w(Z Jb.- n+1) (A2-2.9)
1_1 i=d
where A and u are two Lagrangian multipliers at a stationary
point-%g- =0 forall i 1= 1,25 sesshl
i
E = —
7% - ay a20; X, + A+ by (A2-2,10)
% _ & = 2
., " Phea a20§+1 # (A2-2.11)

We may reformulate the above equations (i,ii) of (A2-2.3),(A2-1.10)
and (A2-1.11) in matrix form as:

2.3 =0
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contd.
i
a0y ? 0 0 1 b1 |
0 2“‘3—32 a1 ba
0 2a0 2 15 bn
3
0 LN BN N 0 2“011+1 0 "l
1 1 1 0 0
i By Ba B, -1 0 0 ]

I

Xq

HHH

n+4

Bk

Equation (A2-2,12) may then be rewritten in partitioned form

A1 > —2 >

r1+1l E {
3 T
I E 0
= 1 =
where
E = (n+l) x 2 = matrix
X = (n+l) x 1 = vector
L=2x1 = vector

expanding the above system

QX + EL=4A

5 -()

We may rewrite equation (A2-2.14) as

X=Q0A-QEL

Substituting (A2-2.15) into (A2-2.12) yields

[

[Note L £ E %A - E*QX because B is not square]

Rearranging the equation (A2-2,17)
E'Q %A - (l) = (E'Q"*E)L
q 0

solving for L we obtain

o Hix

15k,

(A2-2,12)

(A2-2,13)

(A2-2.,12)

(A2-2,15)

(A2-2,16)

(A2-2,17)

(A2-2,18)
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2) contd.

L= (E'Q'iE)“iiE'Q'fg - (1‘> } (A2-2.19)
e
Q= 20012 0 Q-i = Ca
2003 Ca
2ao’n Cn
2ac;+ 0 Cn+1
0

wk R
wrnere i = m

C; are identified with Covar(I) in the subsequent program

- l 5 ssesew l 0 Cj_ 2] bd_
e |
-bi ba..lotl bn b Ca 1 -bﬂ. (A2-2‘20)
N4a, 0 c :
n .
C-ﬂ’!’i :
5 o
n+41
E'Q-i - ( ci C2 LR ] c}]. O ) (A2“2.21)
bicy Dbaba eeswes b bn+1 -

(A2-2,22)

i=g

Using the notation of the program

Let

=1

n

SUMB = Z Cibi

i=g



136,

2) contd.

SIMC = cib.2
Ly ;

n
=
A\
)
i=

B

Now from equation (A2-2,21)

4G

= (ci CS sewe Cl'l 0 ) a4 (1
b1Cq baCa bC_ b aga ji

C
n'n n+1 n+a

M seee

n

o

n+4

1]
2
.
il
.
1
[

whe re

Let

SUMD

il
S
o

I

[

SUME

1l
'_In

o’
e

[
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contd.
SUMA B> SUMD
TN R
SUMC ~SUMB SUM
( ) Detem (—SUMB SUM (srm
where
Determ = SUMC.SUMA - (SUMB)?
A = SUMC.SUMD - SUME SUMD/Determ
u = (SUMA.SUME - SUMB SUMD)/Determ

We have solved for L, now we are in a position

to solve for X using (A2-2,16) we have to form E L where

E -Ii % i 5 bi 4 & ;\. + [..[bj_
1 ba ' A+ uba
U
it B .
0 & ”bn+1
n+a
We have to solve
X =Q*A~-EL) fron (A-2.16)
= &g - A+ H by S 84 = A= [ by
iF ag A+ ubg ag = A= U bg
a, A+ U bn &, = A= bn
e H bn+:. fnt H bn+1

We have not yet incorporated the positivity constraints
in (A2-2,16).

Thig can be effected in a gimilar menner to
that used in the Markowitz model [A1].

At this point another advantage of the Sharpe

model is highlighted in that matrix reduction is relatively

137.
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contd.
simple. As before we iterate until the reduced set of x's are
positive. When the iteration is ccmplete the optimum value

can be calculated from (A2-1.5) (i.e. the expected utility)

n@') = E(R) - a V(R)
where

E(R) = The expected rate of return of the portfolio

a V(R)

i

The varience of the portfolio

The Iterative process.

a) Solve the matrix equation as described above.

b) If the proportion invested in share (xi) is found to be
negative or zero, we shall remove the share from the
portfolios. These shares are listed bty the program as zero
percentage invested.

c) The matrix equation is reformulated omitting the shares
eliminated by (b).

d) We then returm to (2) and continue the iterative cycle
until no share proportions are found negative.

When the iterative is complete we calculate
1) The expected rate of return and

2) The utility

138,
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THE LEAST SQUARES LINEAR REGRESSTON MODEL.,
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Consider the linear model

R=Xf+y4 (a3-1)
where
E: Rq X Is & E:(b) and u = uq (.&3—2)
. . . a .
D e ;
where uy N(o, o’)

The least squares criterion chooses the f such that u'u is

ninimized with respect to g

NOW
uy = ®-%8) @-Xp)
= @' -£%)R-28
= R'E-R' - f'XR + fXIX
0u'y) _ _ (pex)? « IR + X' = O Por minimm
%

S X138 = X'R (A3-3)
Substituting (A3-2) in (AJ-3) we obtain in extenso

G o By o)

(A3-L)

Hesowos H
Hasseowo

n

:";d -.-E‘U

Tor ease of printing the limits are omitted

51T i -5

Then from (A3-5)

R TR



1.0,

(A3-7)

3=
n

INTSRNOIE

i=4
=4

b =

more p2n 3 52- (371)

(43-8)



APPE NDIX Al

FLOW CHART OF MARKOWITZ'S MODEL




START

MASTER MARKOWITZ

-

N = Number of Shares

Kount = N+1

Kount must be daclared size
of arrays

CALL COVARIANCE SUEBROUTINE
(X,B,A, IROW, ALPHA, BB)
Subroutine process share information and calculates mean rate
of share return and covariance matrix
KA = Number of Shares
LAL= H " periods

IA,JA is declared size of X, AR ATE
IROW = It associates with number of each share and keeping the

same humber
ALPHA= The rate of change of marginal utility
BB = Reads and writes the share names

( Do 2

\-I = 1,Kount

D(I) = B(I)
Loop copies A,B into C,D
because RMLUSOL desgtroys
both C and D

[ Do2

\ d = 1,Kount

c(1,d) = A(IL,d)

e

llil-
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CALL RMLUSOL (C, KOUNT, N+1, ISING,D)
Ising tests the matrix singular

¥

No FEASIBLE
SOLUTION

CALL SUBROUTINE REDUCE s
(a,D,B,IROW, N+1,KOUNT,K)

KOUNT = K1

N J=1,KM1

WRITE IROW (J), D(J)
FINAL PRINT' OF NON-
ZERO X's

A~

KM1 = KOUNT-1
SUM=0,

DO 8
I=1,KM1

h 4

SUM=SUM+B( I)*D(I)

A




ERR= SUM

N

WRITE
THE EXPECTED RATE OF RETURN

N

SUM = A(1,1) * D(1) * D(1) * 0.5

SUM = SUM + A(I,J) * D(I)* D(J)

10

11

-

SUM = ERR=SUM

143,



WRITE
THE UTILITY

h

WRITE
KEY TO SHARE NAMES

14

Lhdie



lll—5 .

START

d

SUBROUTINE COVART ANCE
(X, ARATE, COVAR, IROW, IA, JA,KA,LA,LAP1,ALPHA, BB)
IAP1 = IA+l,

Y

READ
(BB(IJJ)’ J=1:2’4}

A

AILPHA = ALPHA % 2
ALPHA = The rate of change of Marginal Utility

W

/‘"
|
"
[_]
-
g

READ SHARE DATA
(X(I:J)s J =1, LA)

M

b 4

WRITE

SHARE INVESTMENT PROGRAM
INITIAL DATA MATRIX

0%

IROW(I) = I l
4

N WRITE
I:(BB(I:J):ZJ319243:(X(I:J)1J=1:
7

< 2

N~




Y

v

TERM, X(I,Jd-1) = X(I,J)/X(I,J-1) -1

-

SUM = SUM + TERM

SUM = SUM+X(K,J) & X(I,J)

Bl
ARATE (I) = SUM/(LA-1)
L Iy
/ DO 12
[ K = l’ K.A.
2 \ I=K, KA
suM = 0.0
>
11 z

COVAR(K,I),COVAR(I,K)= ALPHA % (SUM-ARATE(K) 4 ARATE (1)

+(LA-1)/(LA-2)

J2

N

6.

Y



13

Y

COVAR(IAP1,I), COVAR(I,IAP1l) = =1

A

ARATE (IAP1) = -1
ALPHA = ALPHA 4 0.5

15

Y

WRITE
TROW(I), ARATE(I)
(COVAR(I,J), J = 1, KA)

F 8

RETTRN
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SUBROUTINE REDWCE
(4,B,C,IROW, JA, IA, KI)

JA = Declared size

IA = Used size

Y

YES
KI =KL +1
Y
WRITE
IROV (L)
C ONT INUE
2 i
¢ 1
KI = IA bl RETTRN

NO




DO 4

|

J= 1, IA-1

YES

W

L 4

A(L,K) = A(L, J)

IS

IROW(K) = IROW(J)

K=K+ 1

A

CONTINUE

149,



Y

YES

Y

l

A(K,L) = A(J,L)

"~

- A

c(x) = ¢(J)

K = K+l

Y

M

A(IK),A(K,I) = =1

ra
.

C(K) = -1
A(K,K) =0
El =K

K size of reduced A

RETURN

150,



START

SUBROUTINE RMLUSOL (A,N,IA, ISING, B)
Subroutine replaces A by LU with unit
diagonal on L omitted

IA is the declared size of A

N is the size of A used

Subroutine solves AX = Bwith A = LU

on R.H.S. in the fom LY =B UX =Y
ISING = 0 Matrix Singuler routine ignored
ISING = 1 inverse exists

Y

Pl
M1
AMAX

naon
o H H

Y

Finds Maximum u..
ii

DP = A(K,I)

YES

Y

Y

DP = IP - A(K,J) = A(J,I)

=
A(K,I) = IP

v

151,



152,

¥

ANMOD = DABS (DP)
DP DOUBLE PRECISION

@ms

v

v
AMAX = AMOD
IPIVROW = K
CONTINUE
5 -~
= WRITE
MATRIX SINGULAR
i TPIVROW= I
3 ISING = 0
DO 4 |
RETURN
2 = A(L,L)
B A
§ A(I,L) = A(IPIVROW, L)
. A(IPIVROW,L) = 2
Ws
Z = B(I)
B(I) = B(IPIROW)
B(IPIVROW) = Z.

q

Z2 = 1/A(1,3)

Y
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Y

v

Computes a double precision scalar product

P = DP - A(I,L) s A(L,K)

A

F 3

-
A(I,K) = IP
CONTINUE




Solves LY = B Store Y in B

DP = B(JR)

K] =JR =1
/ DO 9
J=1, KJ

DP = DP - A(JR,J) » B(J)

10

B(JR) = DP

A

151{--



B(N) = B(N)/A(N, N)

Y

/ DO 12

L 4

\JL_

Solve UX = ¥ Store X in B
JIR = N+l - JL

JLRP1 = JIR+1

DP = B(JLR)

A4

W

IP = DP - A(JLR,J) * B(J)

12

A~

B(JLR) = DP/A(JIR, JLR)

N

ISING = 1 J

RETURN

155.



APRPENDIX A5

FLON CHART OF SHARPE DIAGONAL MODEL.




ST ART

MASTER SHARPE

N = Number of Shares and F.T,.I

CALL SUBROUTINE LEAST SQUARES
(X,A,B, AMEAN,COVAR, ALPHA, IROW)
Subroutine Least Squares does regression analysis
ageinst F,T.I.

X = Array of number of periods and number of shares
and F.T.I.
A and B = Regression constants

AMEAN = The shares mean rate of return

COVAR = 1/Variance

ALPHA = The rate of change of marginal utility
IROW = It associates with number of each share

and keeping same number

CALL SUBROUTINE SOLVE
(B, COVAR,A,Y,N, IROW, ALPHA)

Subroutine solves set of
Linear equations subject to
positivity

( o G 2 )
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(START )

4

IX
JX

1

SUBROUTINE LEAST SQUARES
(X,A,B, AMEAN, COVAR, IX, JX, ALPHA, IROW)

Number of periods

Number of shares and F.T.I.

Share data and F.T.I.
(BT ) 250 I%)

y

SUMISQ, SUMI = 0.0

|

D03I=1,I}{Ml)

i)

SUMI =
SUMISQ

SUMI + X(I,JX)
= SUMISQ .+ X(I,JK) x X(I,JX)

|

—

DETERM = IXML
JXM1 =JX - 1

» SUMISQ-SUMI % SUMI

157



{DO 53 = 1,m)

IROW(J) =
SUMR, SUMIR, SUMRSQ =

%(Do b I=1,I )

TERM,X(I,J) = -£1i1;§) e

X(1
SUMRSQ = SUMRSQ + TERM®*TERM
SUMR = SUMR + TERM
SUMIR = SUMIR + TERM*X(I,JX)

158,

AMEAN(J) = SUMR/IXM1
A(J) = (IXM1*SUMIR - SUMI*SUMR/DETERM

B(J) = (SUMISQ*SUMR - SUMI*SUMIR)/DETERM

COVAR( I ) nme—tnsmm (1x-3) 3
((SUMRSQ - B(J)*SUMIR—A(J)*SUMR)*Q*ALPHA)

Y

A(JX) ,AMEAN(JX) = SUMI/IXM1

COVAR(JX) = (IX-2)/((SUMISQ - IXM1 *AMEAN(JX)
*AMEAN(JX)) * 2 * ALPHA)

.

WRITE

SHARE INVESTMENT PROGRAMME USING
THE SHARPE DIAGONAL MODEL




WRITE
JXM1, ALPHA, IX
SHARPE DIAGONAL MODEL PROBLEM
THE NUMBER OF SHARES
THE RATE OF CHANGE OF MARGINAL
UTILITY
THE NUMBER OF PERIODS

RETURN
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( START )

SUBROUTINE SOLVE

(B, COVAR, A, X, M, N, IROW, ALPHA)

Subroutine solves the matrix equation when
determinant = 0, there will be no feasible

solution

DETERM = Determinant of E'D *E
AMU AND ALAM are Lagrange multipliers

SUMA, SUMB, SUME, SUMD, SUME = 0.0

J\ D01 I=1,N~-1 )
SUMA = SUMA + COVAR (I)
SUMB = SUMB + GOVAR(Ig # B(I
SUMC = SUMC + COVAR(I) # B(I) & B(I)
SUMD = SUMD + COVAR(I)  A(I
SUME = SUME + COVAR(I) = A(I) » B(I)
SUMC = SUMC + COVAR(N)
SUMD = SUMD - 1.
SUME = SUME - COVAR(N) % A(N)

|

ENTRY RESOLVE (B, COVAR, A, X, M, N)

!

DETERM = SUMC * SUMA - SUMB , SUMB
AMU = (SUMA * SUME - SUMB & SUMD)/DETERM

ALAM = (SUMC#SUMD

- SUMEsSUMB)/DETERM

160.



'( PO 2L =1, K1 )

-

X(I) = COVAR(I) % (A(I)-(ALAMsx AMU4B(I)))

5

CALL SUBROUTINE REDUCE
(COVAR, IROW, X, B, A, M, N, ALPHA)

RETURN

‘ START )

SUBROUTINE REDUCE
(COVAR, IROW,X,B,A,M,N, ALPHA)

Subroutine reduces matrix problem

161.



162,

DO 2 I=1,N-1

YES &
Amendment of vector storage
SUMA = SUMA - COVER?I%
SUMB = SUMB - COVAR(I) # B(I)
SUMC = SUMC = COVAR(I) % B(I) % B(I) \'%
SUMD = SUMD -~ COVAR(I) = bEI
SUME = SWME - COVAR(I) » A(I) s B(I)

,

WRITE IROW (I)

IROW(J) = IROW(I)

COVAR(J) = COVAR(I)

a(3) 2 3

<™

X(I) >0 | J = J+1




&

IROW(J) = IROW(N)
A(T) = A(N)
COVAR(J) = COVAR(N)

d is number of positive X's + 1

163.

TAN YES
(B, COVAR, A,X, M, J)

CALL RESOLVE

WRITE
(IROW(I)X(I), I =1,3,1)

SUMA = The expected rate of return
SUMB = The utility
SUMA,SUMB = 0.0

DO 4 I =1,J

~ v

SUMA=SUMA+X(I)#( A(L)+A[(N)*B(1))
SUMB = SUMB + X(I)/(2 COVAR(I)

o as
SUMB = SUMB *  ALPHA
SUMB = SUMA -  SUMB
WIRTE
SUMA, SUMB

et

RETTRN




APPENDIX A6

FLOW CHART OF FILTER METHOD.




START

Read
Index data P(I)

|

fall = 01

L
Fie 15 Y

P

is

fall Yes

NO

Rise = .01

is

——— \\\\iise

Fall = Fall + 0.1

rise = rise +.01 P

NO

Y

Set starting values of
investment day and buy
A price

Increase day by 1

©



Sell
loop NO

ndex reach
required

day reached

YES

Y

Realise investment
Record selling price

Print
transaction

Realise investment

2

Transaction = 1

1

Increase day by 1

No

vy reach YES

Buy
loop

index reached

=NV
Print rise, fail,
profit achieved

l

Add .01 to rise

rise > 1

Purchase investment
Record buying price

Transaction=Transaction+l

Add .01 to fall




YES

it > 0

[ Same = Same + 1

Up =Tp +1

{ Down = Down + 1

e =s Ty

l A

Is
L> N

A

NO

Y

YES

STOP



APPENDTIX A/

CODES (OF COMPUTER PROGRAMME S AND
THE SPECIMEN QUTPUTS




a

C

C

3 0

n

)

N

14
15

PROGRAMME NUMBER - 1,

MASTER MARKOLITZ

DIMENSION AC115113,BC112sCCL1,11)0,IROCELDSTC11Y2NMC10556))

1BRC10s24)
N 1§ NUMBER 0OF SHARES
N=10
YOUNT=N+1
KOUNT MUST BF DECLARED SIZE OF A,B,C,IROW,D

CALL COVARIANCE(X,B,A5IR0%,10,30,10,36,11,ALFHA,RD)

pO 2 I=1,¥0UNT

LOOP COPIES £, INTO C,D

BECAUSE RBMLUSOL DESTORYS ROTY C AND B
DCIY=R(1)

DO 2 J=1,¥0UNT

CCIoI)=2CT,0)

ISING TRSETE THE MATRIX SINGULAR

CALL ENMLUSOL (C.KOUNT»N+1ISING:D)
IFCISING«FR1)GOTO 2

YRITREO253)

FORMAT(1H0,208N0 FEASIRBLE SOLUTION)
STOPOI

CALL REDUCE (2,DsBsIROL,N+1,XOUNT,KI)
IF (YOUNTL.EC.KI) GOTO 5

KOUNT=XI

GOTO 1

DO € J=1,KE0UNT-1

VEITEC2 7 YT RO CJYsBC D

FINAL PRINT OF NON-ZERDO X'S

FORMATC1H0, ' SHARE( ', 12, 2M)=,8PF€+2,°2")
K1 IS NUMBER OF SHARES WHICH ARE NOT NEGATIVE
KM 1 =EOUNT- )

DO 8 I=1,KM1
SUN=SUM4+R(TI*DCI)
FRR= Sl

WRITEC(D,9)ESR

167.

FORMATC1HO, ' THE EXPECTED RATE OF RETURN=',2PF5.2,'%%)

SME=ACL, 1)*DN(1)*DC1)%0.5

IF el Ts2) 60 TO 11

PO 11 J=p,¥M1

SUNM=SM+2C s JI=DII*NCI) %06 5

LOOP CALCULATES THE UTILITY
MITILITY = FeRell = [.5<ALPHAxD'CD
Ml 1aQ I=1,J=-1

SUM=SUNMEACT > JI*DC T Y=DCT)
SUM=EIR- SN

WRITECR, 12YSUM

FORMATCIHO, " THE UTILITY=? s BGa4)
VRITECR, 13)

FORMATCIHA, "¥EY T SHARE NAMES:=1')
N IS NUMBEER (JF SHARES

LOOP ¥RITES THE TITLES

DO 14 I=1,N

VRITEC2: 151 (BRET 3d)»d=1,24)
FORMATCL1H0, "SHAREC ' 518, 9H)=,24A3)
STOP

END



aaoaaagaann

14

1)
16

168,

PROGRAMME 1 (contd)

SUBROUTINE COVARIANCE(XsARATE, CUVAR, IRUW-IA,JA>KASLA,IAP],ALPHA,
1BB)

SUBROUTINE PROCESS SHARE INFORMATION
OUTPUTS MEAN RATE 0OF SHARE RETURN
OUTPUTS COVARIANCE MATRIX IN
FORM SUITARLE FOR OUADRATIC PROGRAMMING
KA NUMBER OF SHARES
LA NUMEFER OF PERIODS
IA,J8 1S DECLARED SIZE OF X,ARATE,COVAR IN CALLING SEGMENT
KA,LA 1S USED SIZE 0OF ABOVE
IMPORTANT IAPl=1A+]
DIMENSION X(IA,JA),ARATE(IAP1),COVARCIAPI,IAP1),IROLCIA)SBB(IA,24)
READC1,1)ALPHA
FORMAT(F0.0)
LODOPS BEADS THE TITLE
PO 2 I=1,kKa
REQD(1;3)(?B(IJJ)JJ=1J243
FORMAT(24A3)
ALPHA IS8 RISK MEASURE
ALFHA=ALPHAX2.
READ IN SHARE DATA
DO 4 I=1,KA
BEADC15s5)(¥(15J)5Jd=1,LA)
FORMATC10F0«0)
YRITE(2,6)
FORMATC(1H1, 'SHARE INVESTMENT PROGRAM ', /1H0, "INITIAL DATA MATRIX')
PO 7 I=1,KA
IROWCI)=]
WRITECR,B8)I5(BRCISJ)»Jd=1,524)5CXC1J)sJ=1,L0)
FORMATC1HO, 'SHARE(C "5 12,2H) »3Xs24A3,/C1H0,10FT7«2))
DO 10 I=1,KA
Stiti=0e
DO 9 J=2,LA
TERM M (IsJ=1)=XCT, D /X¢1sd-1)=1+
SUM=SUM+TERM
ATATECI)=SIM/C(LA~-1)
Dl 12 ¥=1,KA
DO 12 I=K,¥A
ST =0,
g 11 J‘l;Ln 1
SUM=ST4+] f*;J)M.’(I;J)
cauvas ’(r s D)L COUAR(I K )=ALPHAX(SINM=-ABATE(KI*ARATEC(I ) *(LA=-1)) /(LA=2)
DO 13 I=l,¥a
IRGECIN =T
COUVARCIAFL,I)»COVARCI, 1APLY==1,.
ARETECIAF] d==14
‘I. HASALPHAxD. 5
IITECR, 1AYKA, ALPHALLA
I-“_" WATC/Z L2/ /71HN 5 L THMARKDEITZ S MODELY/
L1HD, 24HTHE NUMBER (JF SHARES 1S ,1a/
21402 39HT! UF CHANGE OF MARGINAL UTILITY=>FSel/
S1HOs* THE NUME PERLODS I5 *s13/
A1HDs *THE DATA "'FIT FUR THE YEAR 1968 Td 70's/
S51HQ, "EEAN RATE OF HBETURN AND COVARIANCE MATRIX")
L 15 I=1,¥8
'I"T.*(. I6XIROVEI) s ARATECTI Y »(COVARLC L s J) 5 J=1,5KN)

"OENATCLHO, "SHAREC "5 I253H)  »0FFS5.2, *%° /C1H0, 0FTF O+ 4))
RETURN

L B
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PROGRAMME 1 (contd) .

169,

SUERDOUTINE EEDUCE(CA>R,C,IROW,JA,I1A-KI)

SUBROUTINE REDUCES MATRIX

JA=DECLARED SIZE 1A=US ED SIZE

DIMENSION ACJA>JA)>B(JA)» IROWCJA) > CCJA)

KI=IA

DO 2 L=1,1A~-l

IF (B(L)«GT.0) GOTO2
KI=KI+}

WRITE(2,1) IROWCL)

FORMATC 1HOs * SHAREC ' 5,12, 3H)=0)

OUTPUT ALL VARIABELES SET TO ZERO

CONTINUE
IF (A1.EQ.IA) RETURN

IF TRUE NO X WAS FOUND NEGATIVE

K=1
DO 4 J=1,IA-1

LOOP REMOVES ROWS OF A

IF (EC(J).LE.0) GOTO
DO 3 L=1,1A-1
ACL,KY=A(L,J?
IROWKI=IROWCJ)
K=K+1

CONTINUE

K=1

DO 6 J=1,IA-1

LOOP REMOVES COLUMNS OF A

IF (B(J).LE.D0) GOTO
DO 5 L=1,1A-1
ACK-LY=AJsL)
C(KY=CC(J)

K=K+1

CONTINUE

DO 7 I=1sK~1
ACI>K) 8K 1) ==
C(i{)z-lo

ACKsKIY=0o»

KI=K

K SIZE OF REDUCED A
RETURN

END

4

-
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170.
PROGRAMME 1 (contd)

SUBROUTINE RMLUSOLCALN,IA, ISING,B)
REAL MATRIX
SURROUTINE REFLACES A BY LU WITH UNIT DIAGONAL ON L DMITT_F.]"'
IA IS THE DECLARED SIZE OF A IN CALL ING SEGMENT
N IS THE SIZE DOF A USED
SOLVES AX=8 WITH A=LU ONE ReH.S.
IN THE FORM LY=R UX=Y
ISING=0 MATHIX SINGHLAR ROUTINE IGNORED ISING=1 INVERSE EXSISTS
DOURLE PRECISION DP
DIMENSION ACIA,TA),B(IA)
DO B8 I=1,N
c ITH STAGE
IFl=1+1
IMl=1-1
aMAY=0.
DO 3 K=1,N
Cc FINDS MAXIMIM 1ICIsI)
DE=AC¥,1)
IF (1.EC.1) GOTO 2
Do 1 J=1,141
COMPUTFS A& DOURLE PRECISION SCALAR FPRODUCT
DP=DP=ACK,J)*ACJ1)
A(H,I)=DP
AMOD=DABS(DP)
IF (AMOD.LT.8MAX) GOTO 3
AMAX=aMOD
IPIVROV=K
3 CONTINUE
IF (AMAX.LE.0) GOTO 13
C MATRIX SINGULAR IF TRUE
IF (IPIVROV.EQ.I) GOTO 5
DO 4 L=1,Y
Z=AC1I,10)
ACILLI=ACIFIVROV,L)
4 ACIPIVROV,L)=Z
Z=B(1)
BCI)=B(IPIVEOL)
BCIPIURMU)=Z
> Z=1e/8CI,1)
IF (IP1.GT«¥) GOTO 8
DO 7 ¥=IFl1,N
ACK,1)=A(K,I)%7
DE=A(I,¥)
IF (I.EQ.1) GOTO 7
Do 6 L=1,1IM1
COMPUTEE A DOURLE PRECISION SCALAP PRODUCT
DP=DP=ACI,L)*A(L,K)
ACI,X)=DP
CONTINUE
DO 10 JR=2,N
SOLVE L¥Y=8 STURE ¥ IN B
DP=B(J=)
Kd=dh=1
L0 9 J=1,¥J
9 DRE=TP=2(J2, J)*T( D
10 BlJE)=DF
BCN)=B(NIZACNN)
PO 12 ' Jl=2,4
C SOLVE Uk=Y STORE X IN B
JLBE=N+1=-JL =
JLRPl=JLE+1
DE=sHOJLE)
DO 11 J=JLEP1.N
C COMFUTES A DOUBLE PRECISION SCALAR FRODUCT
1 DE=DF=ACJLE, J)*HCJ)
12 BOJLRI=DP/Z0C JLE. JLR)Y
ISING=1
RETURN
13 YRITEC(2, 14)
14 FOPMATCIHL, 1SHMATRIX SINGULAR)
ISING=D
RETURN
END
FINISH

aoaooonon
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OUTPUT OF PROGRAMME NUMBER 1

HARKUNEITZ'S MODEL
THE NUMBER OF SHARES 1S 10
THE HATE 0F CHANGE OF HARGINAL UTTLITY= 1.0
THE NUMBER OF RERIODS 1§ 38
THE DATA USED FUR THE YEA®R 1568 Tn 70
MEAN RATE OF RETURN AND COVARJANCE MATRIX
SHAREC 1) 0, 66%
U,0126 0,005 0,626 0,00a0 00,0030
0, 0089 =0 0002 n,0008
SHARE( ¢)  1.25%
U, U031 0,00v1 0,0058 0.0n%8 «0,n005
0.u032  0,0044 O,001€
SHARE( 3)  =0,23%
L D,n0>4 1151 0.0324 0.0101
U, 0288 =0,0042 0,0060
SHAREL &) =0, 24%
0,089  U,0038 09,0324 0,0199  0,ankD
09,9115 0,008¢ 0,005
SHAME( 5) U, o2x
0,0050 =0,0005 n, 0101 0.0040 0,n153
0,0086 =0,0005 0,u019
SHARE( &) 0, 60%
0.0028  0,0088 60,0031 0.0041 0,002k
0,001  0/0084 0, 0019
SHAREL 77 1,03%
0.0023 0,005 n,uc2a n.0nks 0.0030
D.up1e 00034 0,0007
SHARE( B) 0, 20%
0. 0089 U, 0032 n,0286 0.0115 0.0n56
¢, 0150 ©,00e0 60,0034
SHAREL 9) 1,38%
=0,00ue 0, 0Uss =0 0042 0.0n52 =0,n008
0, 0020 0,011 n,0005
SHARE(10) =0,19%
0.3005  U.001%  a,0n60  0,0n58  0,n01°
0,90356  0,0005  0,0089
SHAREL &)=0%K
SHAREC 5)=0%
SHARE( AymiR
ShAREL H)=Ok
SHARE( 3)=0%
SHARE(10U)=0%
SHARE( 1)=0%
SHARE( 2)= 3V 59%
SHARE( 7)= 19,03%
SHARECL W)= &1, 38%
THE EXPECTED RATE OF RETURN= 1,26%
THE UTILITY=  0,0097
KEY TO SHARE NANES:=
SHARE( 1)= "GLAXU GRULPY
SHARE( 2)= 'HNOVER LTp,'
SHARE( 3)= 'BRITISH hnTon!
SHARE( &)= "DpUNLUP cb,*
SHARE( 5)= 'BRITISH PETROLEUM®
SHAREC #)x '"DISTILLERS
SHAREC 772 "GUIKESSCARTHER)SON & ro.LTh.'
SHAREC B)= '11pERIAL CHENTCAL IMDUSTRIFS 170,!
SHAREC “ye 'HARKS K SPENCERS®

SHARE(10)s "BRITISH INSULATED CALLFNDER CARLES'

0,0024

0.0038

0.0031

0,008%

0,0024

0D,0114

0,n0&3

0.0016

0,006

60,0016

0.0023

0,0015

0.0028

0.00&4

0.00%0

0.006%

0,0079

0.0018

0.003&

0.0007
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172,
PROGRAMME NUMBER 2

MASTFR SHARPE

PROGRAM USES THE SHARPE DIAGONAL MODEL

DIMENSION Y(365235,AC11),BC11),AMEANCLI1),COVARCLIII»IROWCLLI®KC11),
1TITLES(11,24)

N=11

SUBROUTINE LEAST SQUARES DOES REGRESSION ANALYSIS AGAINST FeTel
CALL LEAST SOUARES(Y,A,FE,AMEAN,COVAR,36511,ALPHA, TITLES)

SOLVES SFT 0{JF LINEAR EQUATIONS SUBJECT TO POSITIVITY

CALL SOLVE(RE,COVAR,A»X»11,N,IROV,ALPHA, TITLES)

STOP

END [
SUBROUTINE LEAST SQUARES(Y»A»B,AMEAN,COVAR, 1Y, JY,ALFHA, TITLES)

JY=NUMBER OF SHARES+INDEX
IY=NUMRBER OF PERIODS
DIMENSION YCIY.2),ACJY)»R(JYI,AMEANCJY ) COVARCJY)» TITLES(JYs24)
ALFHA IS A RISH NEASURE
READCLs1)ALPHA
1 FORMATCFO0.0)
pd 2 I=1,JY
READC1s )CTITLESCI»J)ad=1,24)
FORMAT(2423)
DO 4 I=1,1IY
READING INDEX
READC1s5)(Y(Is1)5I=1,17)
FORMAT(36F0.0)
SUMISO,SIMI=0.
IYM1=1Y=1
DO 6 I=1,1IYH1
SUMI=SUMI+Y(Is 1)
6 SUMISO=SIMISO+Y (I, 1)%Y(1,1)
DETERM=1IY} 1*SUMISE=-SUMI*SUMI
JYM1=Jg¥=1
VRITE(2:7)
7 FORMATC1H1,'SHARE INVESTMENT PROGRAM®,/1H0,'INITIAL DATA MATRIX')
DO 10 J=1,JYM1
READING SHARE DATA
READCL1»53CY(I52)51=1,1Y)
WRITE(258)Js (TITLESC+ 1) pK=1,28)5CYC152)51I=151IY)
8 FORVATC1%40, "SHARE( > IP,2H) »3%,24A3/C1H0,9F7.2))
SHME,SUNIR, SUIMESO=0.
g 9 I=1,IYM1
CALCULATING RATE (IF RETURN
TERNMsY(I,2)=Y(1I+1,2)/Y(1,2)~1.
SUMRSO=SIIMES
SIME=S1MR+TERM
9 SUMIB=SIMIR+TERM=%Y(I,1)
FANCID=EIMBEATIYM]
LHEZE ROI)=8(I)+B(I)*=INDEX
A AND B ARE TUD RBEGRESSION CONSTANTS
ACJIS(EUMI SO SUMR=-CEMI*SUMIR)/ZDETERY
BOJY=C IV SN T B=SU I SUME) /DETERM
10 COVARCII=CIY=3)/((SUMBPEC-BC I SUMIP=-ACJ)*SUMR) k0. % AL PHA)
VARIANCE AROUT RCIDV=ACII+BCII*INDEX
VRITECRs L1 YCTPITLESC1oKY 2 H=1,28)5 (Y C T 1) I=101%)
11 FURMATCIRDS "INDEIC A%, RAAS/C1H0,9FT7.2))
BCJTT) 2 EMFANCJIYI= SN T /I YM]
VHERE COUVAR=1/220LFHAXUVARIANCE
CAVATICJT)I=(TIY=R)/( (SUMISO=-TYMIxANEANCIY) *AMEANCJIY ) I %2 e # ALFHA)
VARIANCE ARODUT AMEBN
VRITECZS 139
12 FURMATC(/Z1MY0, ' SHARE INUVESTMENT PROGPAM USING THE SHARPE DIAGONAL'.
=1¥Xs "MBODELY)
URITECR, IRY(Jds AGT) > BUI)  AMEANCI) s COVARC D) sz 1a JYM LD
13 FOZMATCIHD 1%, "1 72X " BCI) Y5 PAXH *BROLY Y 7Ks "MEAN RETURN":
= S¥,'COVATCIN /¢ 1HD, 125 4E156))
VRITEC(Z: PAYJYM 12 ALPHASTY
14 FOPMATOLHD, "SHARPE DIACGONAL MODEL PHROBLEMY/
L1t THE NUMBER OF SHARES *;I0/
2TH0 *THE PATE NF GCHANGE OF MATGINAL UTILITY=',F5.17
Q3HOCTHE NUMPEER OF PERINNDS Y1287
H41H D, "THE DATA USED FOR THE YEAR 1968 TO 70%)
BRTUSN

FND

W N

v B
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PROGRAMME 2(contd)

SUEROUTINE SULVECH,COVAR, AsXaMaNsIROK ALPHA, TITLES)
SOLVES THE MATRIX EOUATION

WHEN DETERMINANT=0 THERE WILL BE NO FEASIBLE SOLUTION
DETERM=DFETERMINANT OF E'(OMI)E

AMU AND ALAM ARFK LAGRANGE MULTIPLIERS

N 1S THE CURRENT NUMBER OF SHARES + INDEX BEING PROCESSED

M 1S THE ORIGINAL NUMRFER OF SHARFS + INDEX
DIMENSION B(M)sCOUARCMI»ACM) » X(M), TRUOV(M)» TITLES(M,24)
COMMON/SUM/ZSUMA, SUNMB, SUMC, SUMD, SUME
SUMA, STIMA, SIME, SUMD, SUME=0.
PO 1 I=1,N-1
IROYCIN=1
SUMA=SUMA+COVARCT)
SUMB=SUMB+COVARCII*BCI)
SUMC=SUMNC+COVARCII*R(I)=RCI)
SUMD=SUMD+COVARCTI®ACT)

1 SUME=SUMFE+COVARCII*ACTI*RCI)
SUMC=SUNMC+COVARCN)
SIMD=5SIMD=1e
SUME=SIINME-COVARCNI=A(N)
ENTRBY RESOLUFE(R,CNVAR, A, XM, N)
INVERTING E*(OMIDE
DETERN=SUMC*SUMA= SUNMB= SUMB
AMII= (SUMAXSINE=SUNT=SUMD) /DETERM
AL AM=(SUMCxSUMD= SUME=SUNMB) /DETERM
DO 2 I=1,N-1

2 XCI)=COVARCII*(ACI)=(ALAN+AMUXTC(I)))
CALL REDUCECCOVAR, IROW,X,HsA,M,Ns ALPHA, TITLES)
RETURN
END

SUBROUTINE REDUCECCOVAR, IROV,X»BsA,MsNs ALPHA, TITLES)
SUBROUTINE REDUCES MATRIX PROBLEM
IROW IS THE SHARE IDENTIFICATION VECTOR
DIMENSION COVARCM) »ACMI»DIMI X (M), IROUIMI, TITLES(M,24)
COMMON/SUM/ZSUMA, SUMRB, SINME, SUMD, SIME
J=1
D0 3 I=1,N-1
TEST FOR PFOSITIVITY
IFCXC(I)«CT«0a)GO TO 2
AMMENDMENT OF VECTOR STORAGE
SUMA=SUMA-CAOVARCL)
SUMB=SIMAB=-COVARCI)=R(I)
SIMC=ESUMC=-COVARCI)*BCII*R(1)
SUMD=SUMD=COVARCII*ACT)
SUME=SUME=-COUVARCI)=ACI)=*BC])
LRITECS,1)IROVCID
1 FORMATC(IHD, ' SHAREC(',12,4H)=0%)
REARRANGFMFNT OF UVECTOR STORAGE
2 IROWCJY=TIROLCI)
COVARCID=COUVARCI)
ACJY=RCT)
BCJ)=R(I)
3 IF (XCIYeGTe0s)d J=J+1
IRAVCII=IROWCN)
ACD)=ACN)
COVARCJY=COVAR (M)
J I8 NUMNDER OF POSITIVE Y'S+1
IFC{J« NE«IICALL RESOLUF(P,COVAR,AsXaMaJ)
IF TRUE SOMFE ¥*S NEGATIVE
IF FALEE FINAL SOLUTION FOUND
SUMA, SUNMB=0.
n & I=1sd=1
TA=SUEA+KCI )= ACT)+ACNI*RCTY)
MH+HCI)ZCR=COVARCT))
T=ALFHA
SIMRBR=SUMA=-SI'MR
S1¥e=THE FXFFECTED RATE OF RETURN
SUMBR=THE UTILITY
D & ¥=1,0=-P
Df & I=14+¥,,0=1
LOOFPS ORDERE 2€1) INTO DESCENDING URDER
IFCXCTIdeLE«XCEIYGO TO &
SEOP=¥CI)
XCIdeXo¥)
ZTHY=SYOP
ISVOP=ITNCI)
IROWCI Y=TIR0W )Y
IRDWCHI=TIEYOP
4 CONTINUE
FHITFCR,BXCIRN (1YWl Idal=1sd=1)
5 FOTHATCIHN *SHAREC ' 2 10, 21)=,2PF6Ge2,%21)
FRITEC(R,TISHNA, SIMR
T FUREATOIHN,*THE EXPEETED RATE OF AETURN= ",2PFS.0, Y%/
=IHO *THE UTILITY= *20FF2.4/)
VRITE(P, Y
R FNEMATCIMN, *FEY TO SHARE NAMESt=*)
no 9 I=1sM=1
9 VHITEC2, 10YI,CTITLESCTI+15 )5 d=1,24)
10 FUORMATCLHAS * SHAREC 2 18,21 =, DAAD)

STOP 01
RETURN
LN

T PR



- OUTPUT OF PROGRAMME 2

| SHARE INVESTMgNT PROGRAM USING THE SHARPE nIAGONAL MODEL

VB COEMEEAT TR ¢, B(I) ~ MEAN RFTURN  COVAR(I)

1 0,694056E=01 =U,150488E~03 0.661518E-02 0,803934€ 02
& 0,10725ZE 00 =y, 22709GE-03 0.124971E-01 0,110133€ 03
"3 0,219523€ 0v  =U0,531632E-03 -0,229644E-02 0,868599E 01

4 U,127470E 00 =0 ,311202E=03 =0,237646E=02 0.501816E 02
5 =y,876904E=01  U,210697E=03  0.215526E=03  0.653044E 02

6,  0.,450491e=01 =V, ,9358767E-04 0.596314E=02 0.875115€ 02

f  0,21848HE=01 =u, 276982E-04 0,102910E=01  0,126842E 03

8 1, 8R6854E=01 =0, 207814E=-03 0,197619E=02 0.770482€ 02

9  u,B886291E=07 =u,179205E-03 0,13B549E=01  0.891967¢ 02
10 U,361664E=01 =V, 364874E=04 =0.194187E=02 N.112854€ 03

SHARPE DIAGONAL MODEL PROBLEM

THE NUMBER OF SHARES 10 3 S S CTNRE e
THE RATE OF CHANGE OF MARGINAL UTIILITY= 1.0 :
~ THE NUMBER OF PERIODS 36
THE DATA USED FUR THE YEAR 19648 To 70
SHARE( 3)=0%
SHAREC &)=0% i
SHARE( 5)=0% T T T b 3
SHARE( 8)=0% y
SHARE(10)=0%
~ SHARE( 1)=0% Faii) i
SHARE( 6)=04
SHARE( 9)= 43, 36%
SHARE( 2)= 37,94% s .
SHARE( 7)= 18,70%
THE EXPECTED RATE OF RETURN= 1.27%
_THED uTILITY= 0,00738
KEY TO SHARE HAMES:- B
SHARE( 1)= 'GLAXU GRUUD'
SHARE( £)= '"HOOVER LT,
SHARE( 3)= '"BRITISH MOTUR'
SHARE( a)= 'DHNLUP CU,!
SHARE( S)= '"HRITISH PFTROLEUMN®
SHARE( )= '"DISTILLERS®
SHARE( 7)= '"GUINESSCAFTHER)SON & 0. LTDH.!
SHARE( 8)= '"I1nPERIAL CHeMiCAL INDUSTRIFS | TD.!
SHARE( 9)= 'MARKS 4 SPENCERS
SHARE(10)= "ARITISH INSULATED CALILFENDER CapLEs?

174
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PROGRAMME NUMBER 3

MASTER CORRELATION
INTEGER Ta.S
DIMENSIGN Pe310),X(310),XDASH(3103,3C(310),B(24)

1 READC1,E8,FNI=123(5(C1)s1=1,24)

2 I“DF;}:.‘&';(P(‘J-\.
READC1,3IN,(P(T)>T=1,3072

3 FORMATCIZ, 10F0.0)

VRITE(2,4)(BC(1),1=1,24)
& FORMATC(24403)
SUNMA, SUME, SUIMC=0.
XBAR=(F(IN)=PC1))/(N=-1)
- DO § T=2,K
5 ZDASH(TI=F(TI-F(T=1)=-XBAR
DO 8 S=1,N-2
DO 6 T=1,N=1
IF(T+S.6T«N=-1)C0O TQ 7
SUMA=CSUINA+EDASH(T)=XDASH( T+S)
SUMB=SUMB+XDASH( TI*NDASH(T)

T RCE)=SUMA/SIRIRB
= PI'P’C—-"II“P-;“«'( ‘-'.)
BRAR=CUMC/ (N=-
X"ITE(’ 23Y(<

™

$FCEYSE=2,30%)
S FH"WﬁTc/h(*:,ﬁf’(,Iﬂ ,v) 3F73))
L«[;‘(“,}"J(“ ’(“‘)J 206,307
10 FORMAT(2(1%,2 {,L.J)’!')""A Te3))
VRITEC2>11)R] "1".."’.
11 FORMAT(1IHO, *4VERAGE UALUE OF CORRFELATION='"2FE17.8/)
G 78 1
12 CONTINUE
STAP
END
FINESH

e ok o ke

PROGRAMME NUMBER 4

ol ST .;T_;_'[‘-_

DEMENSI N 24 AN X TICANDD

EEADC 21 )0
1 FLMaTCr 39

HEABCIS 2 (SC 1) Il

WORXATCLOF 0.0

3 d=1al=1

LCdd=F(d+1 3 /5Cd)Y=1.

XY=L UG (R R AALGCE )Y = 1

.‘.Il:‘('J&)(IJ." 1320000 HETI Yad=13N)
&4 Fl FOIHARX Y I "5 1755 ' PCL) "sll8x; "DELTA Y » 1 0¥ "DELTALUGP Y/
=1H JE 23 BRAT 28 YY)

FND

FINIEH



OUTPUT OF PROGRAMME 3

'"BARCLAYS'SHARE

RC ¢)=
R{ o=
R{ 10 =
R( 14)=
R( 18)=
R{ 24)=
R( £6.,=
R{ 3Y)=
R{ 34)=
R( 38)=
R( 4d)=
R 46)=
RC 5U)=
R{ 54;=
R( 58)=
RC 62)=
R{ é6)=
R( 7U;=
R( T4i=
R( 78 =
R( 84)=
R( 86)=
R( 94} =
R( 94)=
R( 98, =
RC10E ) =
R(106,=
R(11U)e
R(114)=
R(118) =
R(12&) =
R(126)=
R(130)=
R(134;=
R(138)=
R(V14<2) =
R(140)=
R(150)=
R(154) =
R(158) =
R(16¢)=
R(166)=
R(170) =
R(17&4) =
R(178) =
R(14¢)=
R¢186) =
R(19U )=
R(194 ) =
R(194) =
R(2ud)=
R(EUG )=
R(2iU)m
R(214) =
R(218,=
R(22¢d)=
R(226)
R(25Y ) =
R(236 )=
R(234)=
R(242) =
R(24b6 )=
R(25V ;=
R(254)=
R(254d,)=
R(26&)=
R(266) =
R(27U) =
R{2V4L)=
R(278) =
R(28é) =
R(28hH =
R({2yu) =
(294, =
R(2%4 )=
R{3(<)=
R(306)=

AVERAGE

ieC31
-Gkt
)
Lu1e
1y UU3
oL uve
H. 014
.04
U9
l.uby
Ll B
f.oung
ve S
. 00d
(., 003
{.u03
J., e
g, 0014
t'ung
3Gl
n.0038
g,002
-, utg
=t.u03
= .00
-0, 00g
=y, 603
- ung
-, ke
=5 U3
VRN &
Luttg
JUS
U ues
JeGUS
L oS
u. G005
y_CU#
Va3
L U3
b Gth3
g, G
. |-'rf\.|:.
LUU3
1o GG
i, uus
wii, GUS
=, UG
vaGU5
. C45
LT
yUts
UL U0a
=G.ul5

1"e
fow Mo 3

b

L S

W UES
LY S 4
LUl g
L, UCls
,ius
L U5
LU0S
105
Ca LS
',UUS

...
ol ~
=
~ o

LA WA U LA

P
-2 O K

L= = I =

S WAL

- = s =

-

16592 CALCULAT

RC 3= =0,000

R( Tim
R 11i)=
Rt 15)=
RC 19)=
R¢ €3)n
2C 27)=
R, 31)=
R¢ 35)=
RC 3G)=
RC 43)=
RE &7)e
RC 51)=
RC 55)=
RC 5=
RC 63)=
RC 67)=
RC 71)s=
RC 75)=
R 78)=
fC 83)=
BC 87)=
R( 91)=
RC 95)=
RC 99)=
R{103)=
REIU? ) =
R(1112=
R(115)=
R(119) =
R(1é35)c
R(127)e
R(151)e
R(135) e
R(139)=
R(143) =
RCI&E7) =
R(151)=
§(155)=
R(15%)=
R{763)e
R(167)=
R(CI7Y1=
R(1752=
R(179) =
RC1843)=
RLi87)=
R(191) =
R(195) =
R(199) =
R(203)e
R(gOV)=
R(211)=
R(215)=
R(219)=
R(Zé3)=
R(227)=
R{¢S1)=
R(Z35)=
R(239)=
R({2&3)=
RUZ&LT7 )=
R(2S1)=
R(255)=
R({c£59) =
R(£63) =
RiEH7)=
Ri271) =
R(275) =
R(Z79)=
R(283) =
R{Z2E87 ) m
BLd91)=
R(295)=
RELFH )=
RE3C3) =
RLSUT7 )=

-
-
-
-n"
=0
-l
i)
-l
-0
-l
-l
-l
=l
-
-
=0
n
-l
=0
-
=0
-l
'y
-
-
-t
-l
-
-
-
-
-
- i)
-}
it

-

.037
L051
RULETE: )

n,007

030
012
il Bt
.01
011
L0491
. 002
005
L0c1
.0us
.oon
RITEA
L0006
Lou2
L 001
L0u3
L0035
L0063
LOoué
,Ouﬁ
003
LOu3
Lou2
. 00¢
,ond
L0001
002
. 003
. 00S
L0G6
.Dus
LOus

ON RrASED ON pAILY

R¢ Y= =0,
Rt Rim =0,
20 12)z =0,
20 YA)x =0,
e( 2n)s <0,
R. 2&}8 -0.
L 2R)= =0,
8l 32)s <0,
3¢ XA)= =0,
B¢ Ln)= =0,
e LL)= =0,
2L AR)m =0,
R( §2)= =0,
B( S£)= =0,
S0 £N)= =0,
Pl AL)m =0,
B( £R)= =0,
a( 72)= 0,
RL 7h)= =0,
By AN)= D,
2¢( RL)= =D,
Bl RAY=z =0,
Q( 02)= =0,
2L Ba)m =0,
a(tan)e =0,
BL104)m =0,
R(108)e =0,
P(142)m =0,
R(114)s =0,
6{120)= =0,
2(924)= =0,
8(128)= =0,
2(122)s =0,
Ei134)e =0,
B(14mya =0,
BiTlpnd= -ﬂ,
RiT4RYa =0,

=0, 0ub 8(152)= =0,

-r.l
=0
n

P

I

-
-

—

LOu3
LOu3
LOue
LOu3
LOuk

003

005
LQus
005

P(154)a =0,
R{16n)= =0,
Ri1AL)e =0,
R(16R)= =0,
3\1?2)3 uo,
B 17&%m -0,
pL13n) e =0,
R(184)=s =0,
R(18R)= =0,

=0,004 (102)2 =0,

-l

-
-l

=

n

-

Ous
Lo

:, 004
T, 005
'_ir\'[:f.

L, 005
.0us
L0os
JOUs

RLLEITA

1.':“]5
C 005
6. 0US

005

£ 005

005
LT
005
RUETES

R(10k)m =0,
2(20N)m =0,
B(2nL)e 0,
0(208)a =0,
Ri212)s =0,
BLdiA)m =0,
pi22n)s =0,
Ei224)s =0,
B(22R)= =0,
R(232)m =0,
PL224)= =0,
A24n)= =0,
BiRLt)m =0,
0(24R)= =0,
p(252)= =0,
D 284 = =0,
2(24n)2 =0,
R{2hLda =0,
o({2AR)= =0,

=1, 004 R(272)m =0,

0
)
-
-0
-

LOus
005
. 005
RS

o, nos

L00S
. 0us
.ﬂfLS

2,000

VALUE OF CORRELATIONS

CiZ274)= =0,
RiRRN)e =0,
R(Z2RLYn =0,
RL238)m =0,
Di2o2)m =0,
{2CA)m =0,
2{300)a =0,

23
047
15
.1(}9
040
N6
11
020
109
011
N9
ane
nn3
nnit
nné
npé
nn3
04
an2
\01
ans3
903
noé
07
003
ansé
03
npe
nneé
aoi
oné
|‘|nz
né
nne
s
noé
ues
0464
nn3
nn3
01
0n3
nng
nnd
nas
ans
NS
205
nns4
.'Ioj‘
nns
anég
ans
GQS
106
né&
.05
a0k
nns
1S
nps
nns
as
:Iﬂs
206
s
nne
G0né
oes
s
mns
.ini
105
nné

RC . 8)=
RL Q)=
2¢ 13)=
at 17)=
a( 21)=
ot 25)=
ot 2€)=
pt 33)=
ot 37)=
gt b1)=
of 45)=
ol 4Q)=
¢ 53)=
o¢ 57)=
al &41)=
ol 68)=
ol 6C)=
2( 73)=
st 77)=
at 81)=
ot 835)=
p¢ 8g)=
pt 93)=
at $7)=
otiNY)=
2(108)=
2(109)=
p(113)=
R(417)=
n(121)=
e(128)=
pli29N=
2t13%)=
20137) =
pl161)=
et145)=
ath49) =
2¢153)=
2(157)=
8(161)=
gt165)=
nf16GY=
p(173)=
nt17%)
REYTE1)Y
(185}

no#H uu

pt20n)=
Rt213)=
p(217)=
at221)y=
0t228)=
nt22a)=
£ft233)=
R(237)=
0(241)=
pt245)=
et24B)=
2l(25%)=
pt257)=
et261)=
2(265)=
gt26e)=
2(273) =
p(277) =
s({281)=
21285)=
gf28G)=
0(283%3)=
R(297y=
r(301)=

(3043w «»0,0903 g(305)=

-0 80477122F=02

176.

SHARE INDEX

=0.034
=0.013%
-0,017
=0_005%
=0,008
-0.048
-0,042
-0,020
=0.004
-0,011
=0,008
=0.006
=0,002
=0.003
=0.006
=0,002
=0,003
=0,000
-0,002
=0,002
=9,802
=0,003%
=0.,006
-0,006
-0.00%
=0,003
-0,002
=0,002
=0,003
=0,001
=0,902
-0.,002
=-0,003
=0,705
-0,005%
=0, 0058
-0,004
-0 004
=0,00%
-0,003
-0,002
-0,00%
=0,00¢
=-0,00%
-0.004
-0,008
=0.00¢
=0,0p0%
=-0.008
=0 004
=0,004
-0,005
=0,005
-0.005%
=0,005
-0,004
=-0.00¢4
=0,7208
=0,005
=-0,.005
-0,005
=0,008
=0,00%8
=0,0058
=0.,00%8
=0.005
-0.004
«0.004
=0,008
«0.,005
=0, 005
-0,00%
=0,0n%§
=0,008
=0,008
-0,005



177.

PROGRAMME NUMBER 5

MASTEER FILTER METHUD
HREAL INDEZX
INT@GEE DAY s UP» DOWN > SAME
DIMENSIUN INDEXCI000)-PEUFC10510),ITRANCIO0S10)5,AC10)-RBC24)
DATA AC1)/3H /2A8(2)/3H /sAC3)/73H Z2BCAY/IHE/5A(5)/1HI /S
1AC6BY/3HE Z/,8CT)/1HE/>AC(BI/1HSE/5>08(9)/3H /3AC10)/3H 7
1 FEEADCL1,2,END=20)CEC(I).1=1,24)
2 FnmaT(24a3)
SAMNE, UP, DUWN=D
HEADC1, 30N
3 FORMATCI )
HEADC1,4)CINDEXCJ) > J=150)
4 FOLRMATC10FD.0)
DO 9 I=1s10
FALL=1I/100.0
DO 9 J=1,10
RISE=J/100.0
ITH:ANT=1.
VEST=100.0
DAY=1+
EBEPHRICE=INDEX(1)
5 DAY=DAY+1le
IFCDAY «GT«C(N=123G00 TO 7
IFCINDEACDAY) LT« (1 0+RISEY*EPRICEIGO TO 5
ITEANT=ITHANT+ 1
SPRICE=INDEX(DAY)
VEET=UEST*SPIIICE/RPRICE
6 DAY=DAY+ 1.
IFC(DAY «GT«(N=1))G1 T B
IFCINDELCDAY) «GT« (1l 0=-FALLY*SPREICEIGO TO 6
EPRICE=INDES(DAY )
GO TH' 5
7 VEST=URST*INDFEAZ(N)/EFRICE
ITRANT=ITHANT+1
8 PROFC(I,JI=UEST-10G0.0
ITEANCL, JY=ITHANT
9 CONTINUE
WEITECS5100C(ECL)>1l=1524)
10 FURMATC1HDL84A83)
PO 14 J=1,N-1
IFCINDEACJI+1)=INDEL(JII11512513
11 DOYN=DIN+1
GU T 14
12 SavE=calME+1
GO T 14
13 UP=iJP+1
14 CUNTINUE
GRITEC2,15)YUP, DUUN » SAME !
. 15 FUEMATCIHG, 120X "SHARE STATISTICS'/Z1HD» 12X, "RIESES="2T3/1HD0
=1 @2 " FALLS=" 3 13/11102 1855 " NIJ CHANGE="»13)
WHITEC2216)
16 FURMATCIHD» 37X, "FREAFIT ACHIFEUED " /Z1H0, 44X 2 /1HD» 38%,
=CTRANSACTEONSY » 24/ 1HD» 81 K> *FALLSTY)
VEITECES1TICT1I=1510)
17 FOuNMATC1IHD»TAs 1 0CI2s6K))
DJ 18 J=1»10
18 URITECS 19X CPEOFCI»dYs1=151000C0) s JCITRANCINJ)1I=1510)
19 FURMATCIHO,3X210FB8e2/1H »83212/21H 27X 10C12-6X))
Gt} T 5
20 CUNTINUE
STHP
END
FINISH

ook ok ok



OUTPUT OF PROGRAMME 5

'DISTILLERS'SHARE 1968,CALCULATION BASED ON DAILY SHARE INDEX

" SHARE STATISTICS
" RISES=10¢

43,10 43,33 ;1;5.38_;;g212?'_mzz.os_;_22.05_;_zo.9s___21.66_“

PALRASTRS Sl Mo F s, i
MU CRANGEw O e S L
T e e R ASRLEVED
— -
: TRANSACTIONS
T CFALLSX
2 S ks W T 7 8

10.90.  B8.32 0.1 292 2,32 k2% L. 2%

7 BN T ok S Ll 3 5

15,92 10.14 2.51 9.5 bL.64 5.30 5.37

6 BTu R ik ey, e " 5

8,064 8,06 8,06 40,00 10,00 10,00 10,00

3 3 i 3 By 3 3

14,66 9,83 9,83 40,00 10.00 10.00 10.00

Y M R TR o e 3 3

38,58 1.7 328 T &% E.0E T dlvi 6,74

6 L B -1 e LR 2 2

33,55 $5.82 7 44 3% 8 78 6.7% 6,74 6,74

B B A z T 2 2

S i 3 W I 2 2

B R T T W L P e B g W

% L Ty 3 S SN g S i

=
e
1 ]
6
21,28
2
7
21.09
3
6
42,30
R &
10
37,06
I
8
£ 32,42
$ X6
7
3 34,10
E T =
L) 6
A T 39,43
s 8
6
T g

B L

6

BT LA

6 6 6 3 3 3 3

33,21 47,05 " 49,9 dT08 23,05 22,75 22,29 40.65

5

37.65  17.22 47,22 17.88 14,79 8.40 8,40

o5

4,49

4 49

8.40

8.40
2
10,65
2

5 6 6 3 . ETUNIRY: NS

e

1784
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PROGRAMME NUMBER 6

MASTER BATE |
DIMENSION X{51,12),XSUNI51),¥RARC51)¥SUNSN(S51,51),
-CDUQE(51:51):ﬂﬂTEF(51:1?):SIGKA($13
M=12
=51
¥RITE €210
1 FOPNMATC(1HL1,15Y, "PATE OF RETURN OF SECURITIRES AND FTI'/1E0,17X.
='DATA FOR 196%,69 AND 70 COMBINED")
DO 2 J=1,¥
2 READC1 3 (X(I>D),1=1,N)
3 FURMNAT(S51(5F0«0513),FG6.2)
DO 6 J=2,M
DO 4 I=1,N
4 FATER(I,Jd=1) = (NC(I, DD =HCI,J=1))/%XC1,J-1)
ERITE (2,5) (RATER(I»J=1) » I=1.N )
S5 FORMATCLIHN/C1HDLEFR4/))
6 CONTINUE
YRITE(2, T) : ‘
7 FOFMAT(1H1,21%, 'DATA FOR 1968,69 AND 70 CONMBINED")
DO 8 J=1,i4
8 WEITE (229) (XCIods1=1-0) .
9 FOREMAT(IHNL8FR.4, /(18 ,3F2.4/))
¥RITE (2,7)
DO 11 I=1,N
DO 10 J=1,¥~1
X€IsdJd) = BATRER(I,J)
10 XSUMCId= ¥SIINM(I) + ¥(I.,d

XBARCI)= XMSUM(I)/(M~1)
11 Y“RITE(2,12)1I,%XBARCI)
12 FORNMAT (1H0,104,33HYEAN RATE OF RETUBRN OF SECUDITY (,I2,41H) = ,

-FTedl)
VRITEC2,15)
DO 16 K=1,N
DO 14 1 =K,N
DO 13 J=1,¥-1
123 Z5UNSNCILK)
COVARCI,i0)
14 COVARCH, 1) VAR CT )
15 FOEMATC1H0., "COVARIANGE MATRIXY CCI,J) FOR 196K, (0, AND 70 CONRIN®D®
=/1HN, 1675 "SRCURITIES 15021551 "/1H3,20%s *FeTele I»J=511)
16 LPITECO,1 DCCOVARCI>K)>I=150)
17 FORNATCIEN/CIENLRERWAL)) 7
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MEAN
MEAN
MEAN
MEAN
MEAN
MEAN
MEAN
MEAN
MEAN
MEAN
MEAN
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MEAN
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MEAN
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RATE
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ErTE
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DATA FOR

OF RETURN
0OF RETUEN
OF RETURN
OF RETUEN
OF RETURN
OF RETURN
07 RETURN
OF RETURN
OF RETURN
OF RETURN
OF RETURN
OF RETURN
OF RETURN
OF RETURN
OF RETURN
0OF RETURN
OF RETURN
OF RETURN
OF RETURN
OF RETURN
OF RETURN
OF RETURN
OF RETURN
OF RETURN
OF RETURN
OF RETURN
OF RETUEN
gJF RETURN
OF EETURN
OF RETURN
OF RETURN
OF RETURN
OF RETURN
OF RETURN
OF RETURN
OF RETURN
OF RETURN
OF RETURN
OF RETURN
UOF RETURN
OF RETURN
OF RETURN
OF RETURN
OF RETURN
OF RETURN
OF RETURN
OF RETURN
OF RETURN
OF RETURN
DF RETURN
OF RETURN

1968,69 AND 70 COMBINED

oF
OF
aF
oF
OF
OF
oF
arF
or
arF
OF
aF
OoF
ar
oF
ar
oF
ar
aF
arF
QF
OF
aF
aF
OF
OF
aF
oF
aF
OoF
oF
OF
OF
arF
aF
OF
ar
OF
OF
ar
OoF
oF
OF
OF
arF
OF
ar
OF
arF
OoF
aF

SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURILTY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY
SECURITY

1)
2)
3)
4)
5)
6)
00
8)
9)
10)
40 U 5,
(12)
€13
(14)
(15)
(16)
C17)
(18)
C15)
20)
(21)
G22)
(23)
(24)
(25)
(26)
(27)
(28)
(29)
(30)
(31)
€322
(33)
¢34)
(35)
(36)
(37)
(38)
(39)
C40)
41)
42)
(43)
Ca4)
C45)
46)
ca7)
48)
C49)
(50)
(51)
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-0+0035
D.0324
0.0270

-0.0310
0.0432

~0.0246
0.0109

-0.0043
0.0562
00136
0.0214

-0.0673
0.0073

~0.0207

-0.0067

-0.0118
00697
00540

-0.0073
3.0056
0.0285
0.0522
0.0822
0.0401

-0.0048

-0.0138
0.0033

~0.0109
6-,0308

~0.0438
0.0039
0.0092
0.0325

‘000015
00154

-0+0339
0.0287
0.0035

~0.0261

-0.0207
0.0213

~0.0051
0.0189
0.0309

‘000146
00467

-0.0122

~0.0262

-0.0321

-0.0460

-0.0159
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VARIANCE
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VARIANCE
VARIANCE
VARIANCE
VARIANCE
VARIANCE
VARIANCE
VARIANCE
VARIANCE
VARIANUE
VARIANCE
VARIANCE
VARIANCE
VARIANCE
VARIANCE
VARTANCE
VARIANCE
VARIANCE
VARIANCE
VARIANCE
VARIANCE
VARIANCE
VARIANCE
VARIANCE
VARIANCE
VARIANCE
VARIANCE
VARIANCE
VARIANCE
VARIANCE
VARIANCE
VARIANCE
VARIANCE
VARIANCE
VARIANCE
VARIANCE
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VAR IANCE
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OUTPUT OF PROGRAMME 6 (contd)

DATA FOR 1968,69 AND 70 COMBINED
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ABOUT
AROUT
ARBOUT
ABOUT
ABOUT
ABOUT
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AROUT
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ABOUT
ABOUT
ABOUT
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ABDUT
AROUT
ABDUT
ABOUT
ABOUT
ABUUT
ABOUT
ABOUT
ABOUT
ABOUT
ABOUT
ABOUT
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ABOUT
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THE
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'THE
THE
THE
THE
THE
THE
THE
THE
THE
THE
THE
THE

REGRESS ION
REGRESSION
REGRESS 10N
REGRESSION
REGRESS 10N
REGRESS 10N
REGRESSION
REGRESS 10N
REGRESSION
REGRESSION
REGRESS ION
REGRESSION
REGRESS I0ON
REGRESSION
REGRESSI0ON
REGRESSION
REGRESSI0N
REGRESSION
REGRESS 10N
REGRESS I0N
REGRESSION
REGRESSION
REGRESSION
REGRESSION
REGRESS 10N
REGRESS 10N
REGRESS 10N
REGRESS ION
REGRESS 10N
REGRESS 10N
REGRESSION
REGRESS 10N
REGRESS 10N
REGRESS 10N
REGRESS 10N
REGRESS 10N
REGRESS 10N
REGRESS 10N
REGRESS 10N
REGRESS 10N
REGRESS 10N
REGRESS 10N
REGRESS 10N
REGRESS 10N
REGRESS 10N
REGRESS 10N
REGRESS I0N
REGRESS 10N
REGRESSION
REGRESS 10N

LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
LINE
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LINE
LINE
LINE
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LINE

LINE

LINE
LINE
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LINE
LINE
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LINE
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LINE
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LINE
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20
21

22
23
24
25
26
27
28
29
30
31

32
33
34
35
36
37
38
39
40
41

42
43
244
45
46
47
48
49
50

0.0051
0.0092
0.0073
0.0198
0.0284

0.0203

0«0166
00156
00145
0.0073
D074
D-0167
DeN148
0«0048
D«0449
0.0223
0.0111
00144
0«0167
D«0166
9-003§
De0026
0.0030
00237
D«0050
00088
00233
00672
D+0461
00332
00158
D«0096
00021
D181
J0253
D03E5
0.0381
l«0166
00148
0-0048
D.0122
D«0119
00052
NeND91
D.0096
00106
00036
D«0050
00318
00193
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PROGRAMME NUMBER 7

Nit TPACF
MREETEN ¥ANTEROARLQO
FEAL MAX AMIK
PIMENETON ACSNIBEaPI, SOy ARTESMY L XCSMILILYCSMIL LUNCsNY, IGYLS0) s
=ARUFETRES0 ), ANUFETY OSSN, AICXCSM) S ATGYLSD) s ALXESNY ALY (50)
~SICEANCSMYL SIOM AYCRDY YN aN)LYYERDY
BFEATCIIICACI) A T=1aSM a CHC D o= 1050 )2 A SICMAFTCH ) a H=1,50)
1 FIEMATCLOFN.0)
REALC 12 1)RIGMAF
TPI=H.=ATANC )
FTI70=031.1
FTI71=42341R
XRATi== o N1SAI
COV=.00r5
STREAN=0.T7
K=50
Do o1e Ki=1,3000
R=FFMOEVCSTREAM)Y
U=2S0%T(=-2. 0=ALNIGIR))
T=TFI=tR)
X1=U=RINCT)
Y1=U'=COSCT)
FTIPXN=FTIT1+SIGVAF=(X1)
FTIFY=FTIT1+SIGYAF=LY])
BETIEY=(FTIF¥=-FTITM/FTLITD
RFTIPY=CFTIFY-FTI70)/FTIT0
MAXN==1.0
FeXY==1.0
MIN¥=1.0
MIKNY=1.0
LO 9 I=1,50
YXCII=ALId+RCT)=RFTIPX
YYCI)=ACI)+5CI Y= RETIPY
R=FFFCFULSTRFAM)
U=SORT(=2. 0=ALOGCRY)
T=TRI»(R) x
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3 MAXX=YXL])
Jx=1
GO TO 2
4 VINNaYXel)y .
¥¥=1
S IFCYYLL)=-MAXYIF,7,7
6 IFLYYCLI-MINY IR R
7 MAXY=YY (D)
JY=1
GO TQ &
B MINY=YY(I)
¥i=1
9 CONTILUE
IGXC )= dx)+]
LE(FY =LY (FRI+]
IGYC T I= IO (Y I+
LYL(KY =LY (XY )+
10 CORTINUE
REITFC2,11)
11 FORMATCIH) 20000, 1 3HDPEST VORSTY)
Pl 12 I=1,580
SEITECPL I TONCI N L2 D) IYLC )L LYC D)
12 FOERATCIHN, IRERCTUSITYC 210, 1H) 55,018, LRX,210)
ALCKCIdal( e /71nNA.0
AICECTI=ICYCIY/1000.0
ALYCII=L XTI Z71000.0
ALYCId=1 ) ZENNN.N
AHVEETZCI)=a ¥ ldet 1 =ALXCT))
ARVESTY (D) =n T CI) o L=l YC D)
TOT e THTX+ANUENTELT)
13 TOIY=T0TYsANUESTYCT)
YELTREO, 1)
148 FAMYATCIM L INX, FPYTHE BIRTFOLIN SFLECTED USING MONTE CARLIO SIMULA
LTLVR THOWIGEE)
1N 15 I=1,%0
FIVESTACIAm b ETREL N2 T00T X
AGVESTYCD )il VETTECL Y 2 TATY
15 VHITHEP 1P I T2 AINFETRLT )2 AL ESTHCL)
1£ FIMATEIMA AWM O TI TNUESTEL TN SRCIRITYEC 210,000 a, b0 04, 15%,
=Ffan)
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OUTPUT

SECURITYIC 1)
SECURLTYC 2)
SECURTTYC §)
<< CSECURLTY( &)
. SECURITY( §)
T SECURITY( &)
SECURITYC 7)
S= SECURITYC %)

=X SRCURITYC 90

— SECuURITY(1))

o SECURITY(IN)

SECUMITY(12)

SECURITYC13)

it

CSECURTTYLIS)

S SECURITY(15)

o

S SECYRITY(18)
= =SECYRITYOID)

o SECURITYOI®)

SECURITY(2D)

FoSECURITY(2Y)

S SECURITY(2D)

= SELURITY(23)

S5 SECURITY(2%)

S SECURITY(23)
== SECURITY(2%)
L SECURTTY(22)
'L&C'HITYc_".n
% SECURITY(22)
SECuRlTY(IN
SECURITYCIN)
SECUAITYIHY)
SECURITY(S)
SECuNITY LS4
SECURLTYLSS)
SECLRITYCEN)
BELLUHITYCT2)
5'r.\.n.'-!|"|"|'('$i1
SECURTTIY(3))
Isluklrrea))
SECUTTTICAT)
SECuRTTY (L)
SECARITYILS)
SeCuPlrTYing
SECUNTITY LAY
SECURLTY (LY
SECuxLTY(W?)
SECURITY(LY)
SECuniryiae

TELURTTY (%)

OF PROGRAMME 7
BEST WORST
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e
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9 A9
7 1
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u 0]
L n
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Sin 106
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BEST WORST
L] (]
0 o

n 0 ’
n [}
36 0

5. a 3
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o
n
L] n
1 0
1 0
0 ]
L} L}
L} n
2 n

)
( ak- [}
28 1
L L}
L 0
o 0
.9 0
n 5

! 3 I
i 2
1?7 27
53 n
191 n
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0 3n
n n
0 54
5 19
4 133
13 2713
7 n
14 n
n n
2 n
4 0
n n
n 21
n n
] L1
n o
n 0
312 n
Tap 412



OUTPUT OF PROGRAMME 7 (contd)

PREAIRTI AN
PRUPURT LU
PROPURTILJY
PROVURTIUY
FPRUPURTIOY
PRUPHRTIUY
PHOPURTIVY
PROPORTIUY
PRUPURT I ON

PRAUPURTIOY

 FRUPOKRT 14

PROPUNTI DY
PRUPURTIOY
PRUPUATI U
PROPURTIUN

PRAOPORT [uy

© PHOPURTIOM

~PROPORTIOY

FAOPORTION
PAUPUARTIUN
PROPURTIUN
FROPORT L 1§
FROPORTIOY
FaUPURTI O

FROPORTIUN

"PROPORTILA

PRUPURTI MY
FRUPURTION
PROPURTIUY
PHOPLRTIYY
PROPuaTIOY
PRUPURTIUN
PROPORTIOY
PROPEzET TN
FRUPHITIN
FROPURTI 1y
FRuPaTl 1y
BRUPUST [0y
FROPUFT Iy
PALPUST LidYy
PROPURTIOY
FAQPOATINY

FaPU=T]

PAuvusT | 19

FRNPOETL

B
PROPUET LN
PRUPORT Lun
PRUFOUATION
PRUPURT [

PROPURT I OY

1MVESTED
INYESTED
INVESTED
INVESTED
INVESTED
IMvESTED
INVESTED
INVESTED
INYESTED
INYESTEN
I9VESTED
IAVESTED
IAVESTED
INVESTED
INVESTED
INVESTED
I8VESTED
ISvESTED
TAVESTED
1NVESTED
INVESTED
ISYESTFD
InvESTFD
IRVESTED
IRVESTED
I4VESTED
14wESTED
I14VESTED
INVESTED
INYESTED
INVESTED
14VESTED
TAYESTFOD
1+YESTED
I4VESTED
INJESTFD
1s4EGTEN
I9VESTED
14VESTED
INVESTED
LAYESTED
T4YESTED
11veSTED
11veSTED
Ia¥eSTL
IAYESTEN
INYESTED
INVESTED
IWVESTED

IMVESTED

1

1

14

I

STREAM
SECUATTY
SECURITYL
SECURTTYL
SECURTTY(
SECURITYC
SECURITyC
SEFURITY(
SEFURTITY(
SERURITY(
SECURITYL

SECURTTVYL

P SECURTTYC

SECURITY(
SECURITYC
SECUriTY(
SETURITVY(
SECURTITV(
SECURITYC
SECURITY(
SECURITY(
SECURITYCL
SFourITY(
SEru=ITY(
SELLsITVL
SEOURTITYL
SEQURITYC
SECunITY(
SECURTITY(
SECURTTY(
SECUNTITYL
SECURTITY(
SECUNTITYL
SECUHITYL
SEfualry(
SECURITYL
SEfuAlTY(
SETusTyve
SECIIRITVYE
SEQUSTITYL
SESUSTTYL
SECuRITy(
SECURTTVC
REFURITYC
SECuITTY(
SECU=ITY(
SErLUSTTVL
SECURITY(
SECurlTY(
SECualTYL

SFLURTTYL

X
1123, 03Uy
2)sn unide
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W)=, uovv
5)®0, 0210
4)=3,000y
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Y=, UG
Q)= vnig
10)=0,u00v
11)=0, 40ul
12)%) 0000
13)=9, 0006
14)=9 ,uN00
15)=), U0ud
16)=0  udly
17)=0,0ullv
14)=0, 0000
19)=23,0000
20)=9,0090
My=g, updi
12)s3,u059
23)=0 U0y
ILy=A dnde
28)¥=s0, 4900

24)=0,9000

27)=2 0030

24y=a g0
29)=0,u553
3u)=n,431¢
M)y=0,0000
32)=d.vluy
333=20,09090
26)=N U000
353 =0, 0000
3AYR,009¢
T7YEN uniyg
fAyma, UMY
sn)en,0ndu
al) =g Uddy
L1y=0 00y
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LY)ma_Jdguu
LE)® | ubihy
L7)mn unag
LR B LVEEY]
LB E B & 4 )

S0y® ., 4180

a.9000
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A _Nagn
N.ARGD
N0
f.nany
fn.0n24
n.nado
n, 0182
0,080
A nnGgn
n.onte
n.0n2
n.nnng
09,0103
n.nn94
n.nnze
n.0000
0.0000
n.a2000
n,nnoo
q.0000
n,nano
n.0108
a.0n00
n.0000
n.06AD
n.n13s
0.NA36
nN.1208
n,nn2é
n.on00
n.oann
n, onon
n, oase
n.n%42
n.n121

n.NnAg

n.n191
n,.nann
n.n42¢&
N.NnGx
n.AnnA
A _ARINA
n.0n0A
n,Andn
n. nnnn
n.nnan
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n,2r?9
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