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SUMMARY 

The classic paper by Somos has shown how abrupt recovery occurred in 

alloyed semiconductor diodes, but had postulated that the commutation of 

diffused diodes may differ dramatically. This was confirmed by other workers. 
Diffused soft recovery diodes are now in general use. My investigations have 

shown that diodes can change their recovery characteristics and produce snap- 
off phenomena. Diode snap-off can be dangerous as it may lead to the 
destruction of the device and thus to circuit failures. Previously soft-recovery 
diodes were thought to be immune from this effect. 

Prior to this thesis the only method of determining if a diode would be prone 

to snap-off was by extensive experimental investigations. Such investigations 

have provided the information required to construct a simple model that will 

predict the operating conditions under which snap-off will occur. 

The experimental data indicated that the shape of the carrier density profile 
during commutation influenced the recovery characteristic. Existing analytical 

models of diode carrier profile and junction capacitance were therefore used to 
explain the diode behaviour. Calculations of diode capacitance during switching 
and a simple derivation describing capacitance variations, indicated that the 

propagation of the depletion layer could explain this snap-off effect. Because 

the diode capacitance and space charge region can be represented by Poissons 

equation, it was thought that the solution of this equation coupled with the 

carrier continuity equations would provide a method of predicting when snap- 

off would occur. The suitability of the finite element method as a solution 
strategy was investigated and various iterative methods, matrix ordering 

techniques and convergence considerations were studied. In addition the 

previous work of Benda and Spenke, plus Schunemann and Muller was used to 

identify which physical parameters were dominant during switching. This work 
showed that no easy simplifications could be made and therefore this increased 
the required complexity of the prospective FEM model. The conclusion derived 
was that a FEM model was more suited to investigating and analysing the diode 
snap-off mechanism, and less suited for circuit simulations and predictions. A 

SPICE model was therefore used (in collaboration with other workers) to 
predict the effects of diode snap-off in a GTO circuit. A diode snap-off model 

based on empirically derived equations is suggested as a method of determining 
when snap-off will occur. At the time of writing the author knows of no 
other prediction technique suitable for simulating voltage snap-off in high power, 

high voltage snubber diodes used in practical GTO inverters. 
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2 

2.1 

INTRODUCTION 

Foreword 

The classic paper by Somos [5] has shown how abrupt reverse recovery in 

alloyed semiconductor diodes could produce voltage spikes. Such spikes can be 

dangerous as they may lead to the destruction of the device and thus to a 

circuit failure [6]. It was postulated by Somos that the recovery of diffused 

diodes [66] may differ dramatically from that of alloyed devices [93, 98]. This 

assertion has been confirmed by other workers [44, 90, 93]. Diffused diodes 

are now designed with a soft recovery characteristic. This type of recovery is 

essential in modern day high stress switching circuits. 

The rapid development in semiconductor technology has produced a dramatic 

increase in the voltage, current and power handling capability of individual 

devices. Device/circuit interactions have now become so complex that 

traditional circuit and device descriptive equations may, under certain 

circumstances, no-longer adequately describe the high speed transient behaviour 

of the total device/circuit system. My research has identified conditions under 

which diffused soft recovery diodes can change their recovery characteristic and 

produce dangerous voltage spikes associated with a discontinuity in the current 

waveform known as current chop-off. Such discontinuities in the current 

waveform have been reported in alloyed [5], P-i-N [88] and Gold doped [96] 

devices. However, modern diffused soft recovery diodes were previously 

thought to be immune from this effect. 

This thesis will demonstrate that soft-recovery diodes may be operated in 

either a safe or an unsafe mode. The mode of operation is determined by a 

combination of environmental conditions, device structure, operation parameters 

and external circuit component values. 

The design of many present day GTO circuits has not taken into account the 

presence of a safe performance envelope [45,129] for snubber diodes. 

Consequently such circuits may run the risk of in-service failure. 
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Prior to this thesis the only method of determining if a diode operating under 

high stress conditions in a complex circuit would be prone to generate 

excessive voltage excursions was by extensive experimental investigations. To 

ensure safe operation of devices in service and yet avoid the costly and time 

consuming experimental programme that this would require, the possibility of 

establishing computer based numerical models which could then be used to 

simulate in-service conditions was therefore investigated. 

My experimental studies have provided the information required to construct a 

simple model to predict the operating conditions under which snap-off will 

occur. These results and the new methods of experimental analysis that were 

pioneered to catalogue this effect have been published [45]. 

The experimental data indicated the shape of the carrier density profile during 

commutation was responsible for snap-off. Existing analytical models of diode 

carrier profile and junction capacitance were used to explain the diode 

behaviour. Calculations of diode capacitance during switching and a simple 

derivation describing capacitive variations, indicated that the propagation of the 

depletion layer [50,93,94] could explain the current chop-off [88] effect. 

Because the diode capacitance and space charge region can be represented by 

Poisson’s equation, it was thought that solution of that equation [38, 57, 115, 

132] coupled with the carrier continuity equations would provide a method of 

predicting when snap-off would occur. The suitability of the finite element 

method [84, 87, 151] as a solution strategy and various iterative methods, 

matrix ordering techniques and convergence considerations were studied. In 

addition the previous work of Benda and Spenke [50] plus Schunemann and 

Muller [95] was used to identify which physical parameters were dominant 

during switching. This work showed that no easy simplifications could be made 

and therefore this increased the required complexity of the prospective FEM 

model. The task of writing computer code to adequately describe the 3-D 

problem, coupled to an external circuit, time discretised and temperature 

sensitive proved to be extremely arduous. The conclusion derived was that a 

FEM model was more suited to investigating and analysing the diode snap-off 

mechanism and less suited for circuit simulations and predictions. 

Page 13



A SPICE model was therefore used (in collaboration with other workers [46]) 

to predict the effects of diode snap-off in a GTO circuit. A diode snap-off 

model based on empirically derived equations is suggested as a method of 

determining when snap-off will occur. This method uses a curve fitting 

technique to produce descriptive equations of device performance. 

Substitution of an operating parameter into a general equation provides a test 

that can be made on the operating condition of the device. At the point 

when the diode ’snaps-off’ the current waveform can be predicted using a 

constant charge relationship. By assuming the diode to be a current generator 

the L.di/dt overvoltage can then be calculated. At the time of writing the 

author knows of no other prediction technique suitable for simulating voltage 

snap-off of high power, high voltage snubber diodes used in practical GTO 

inverters. 

Some of the results of this study have been published and were instrumental in 

assisting the development of a new generation of megawatt inverters [46]. 

It is intended that this thesis will be of interest to readers from a number of 

disciplines, such as Mathematics, Physics and Engineering. The purpose of this 

section is therefore to acquaint the reader with some background information 

on the mathematical modelling process, on device theory and on the practical 

circuits that will be simulated. A knowledge of the systematic approach | have 

employed will assist the reader in understanding the structure of this thesis. 

The introductory material on devices and circuits should give the reader some 

knowledge of the reason for, and operating environment of, snubber diodes. 

In addition the reader will also note that the background information on 

devices is presented as a series of device descriptions, starting with a simple 

diode and progressing to a GTO. This step by step progression from simple 

to complicated devices is mirrored in the structure of the SPICE model (to be 

described in Section 5). In such a SPICE mode! complicated devices can be 

represented by a combination of simple devices and circuit components to 

produce an equivalent circuit [69] of the device to be modelled. 
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2.2 The mathematical modelling process 

Throughout this project a systematic approach to modelling was implemented. 

A mathematical modelling process was used which described the physical 

problem in terms of mathematical formulae which were then used to make 

predictions. This procedure was divided into a number of sequential steps. 

These were:- 

(a) Problem identification. 

(b) Formulation of the problem into mathematical terms. 

(c) Formulation of a solution strategy applicable to the mathematical 

formulae produced in (b). 

(d) Implementation of the preferred solution technique. 

(e) Interpretation of the solution. 

(f) Implementation of the verified model to make predictions and 

simulate device/circuit performance. 

In this case the modelling process commenced with some unusual experimental 

data. Thus the starting point of the model was a set of empirical results that 

were not fully understood. In this real situation the problem was therefore 

undefined which precluded a clear statement of what was happening. 

Consequently although stages (e) and (f) were important for an engineering 

solution, the most time consuming portion was stage (a) which involved skills 

unrelated to mathematics. The rationale for this being, it is difficult to simulate 

an unexplained phenomenon. Thus a large portion of this thesis is devoted to 

experimental investigations (see section 3). At this stage the essential problem 

features were separated from those that were irrelevant. Thus engineering 

and scientific skills along with a relevant literature search were important 

features of this modelling exercise. 

One aspect that was considered was that of the model purpose. 

It is unlikely that any one model type can adequately fulfil both an analytical 

and simulation role and therefore choices must be made as to the preferred 

model type. In this project the primary aim was to simulate the device/circuit 
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2.3) 

system and to predict the occurrence of dangerous voltage excursions. 

Consequently the model type and solution method was chosen to fulfil this 

goal. 

The constructed model was then validated and its results interpreted. 

Validation of the model was achieved in two parts. Firstly the mathematics 

used was as far as possible self consistent. Secondly the results were made to 

duplicate performance in the real world. Thus when experimental and 

predicted results were not in adequate agreement a modification to the model 

was initiated and the modelling process repeated. 

Implementation was the final part of the model development. In computer 

modelling this essentially consists of developing a software package. 

The relative importance of steps a, b, c, d, and e, showed that there is a 

considerable amount of ’art’ involved in mathematical modelling which rendered 

experience more important as the complexity of the model increased. 

An overview of the device/circuit problem 

The rapid development in semiconductor technologies and novel gate structures 

has produced a dramatic increase in the voltage, current, power handling and 

frequency capability of individual devices [128]. Use of such devices at their 

improved rating produces high stress conditions within the device/circuit system. 

These high stress conditions invariably produce problems not associated with 

the operation of generically similar but lower rated devices. The complexity of 

such device/circuit equations has now reached the stage where, under certain 

circumstances traditional circuit and device equations may no-longer adequately 

describe the high speed transient behaviour of the total device/circuit system. 

Since analytical prediction techniques have in the past proved inadequate, 

potentially dangerous voltage excursions (such as those in GTO circuits) must 

be investigated by experimental techniques that have become increasingly 

difficult to apply, expensive and time consuming. It has become obvious 
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therefore that this urgent need for cost reducing prediction techniques could 

be satisfied if a better understanding of the transient behaviour of even the 

most simple semiconductor devices (such as P*. N and P.i.N diodes) was 

obtained. This urgent need could be achieved by using the type of 

sophisticated numerical simulation that has proved so cost effective and reliable 

in low power, large scale integration (LSI) applications. However, since the 

solution of the non linear partial differential equations describing the intrinsic 

behaviour of these power devices requires a different approach to that of the 

low power device structures in LSI, considerable software development is 

required to gain the cost benefits of such a simulation approach. Such 

software development has been mentioned in many papers in the form of 

results gained from computer programmes. However, the commercial value of 

such programmes has prohibited the availability of detailed code listings. Such 

work may however, be categorised as either specific or general. 

The nature of specific models dealing with leading edge technology renders 

them difficult to apply to devices for which they were not originally written and 

general purpose codes are almost certainly too simple for in depth analysis of 

complex device behaviour. In addition most published software suffers from 

the disadvantage of being based upon equations that describe processes 

adequately under steady state conditions but inadequately under high stress 

transient conditions. The arduous task of applying such models to alternative 

problems is therefore so great as to necessitate some software development. 

Background information on devices and circuits 

Semiconductor devices 

Semiconductors are materials which at room temperature have a resistivity 

(10% to 10” ohm.m) between that of conductors (10° ohm.m) and insulators 

(10!? to 107° ohm.m). The resistivity of the majority of metals can be 

explained by the free electron theory of conductivity [227] in which certain 

electrons are free to move through the lattice structure under the influence of 

an electric field. This theory can not be applied to semiconductors because the 
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presence of two types of charge carriers [52] has a significant effect on 

semiconductor resistivity. These two carrier types are electrons (-ve) and holes 

(+ve). In intrinsic semiconductors, electrons can be thermally excited into the 

conduction [226] band leaving an equal number of vacancies (or holes) in the 

valence band. In very pure semiconductor material (known as intrinsic material 

[54]) the number of holes is equal to the number of electrons. Since the 

number of charge carriers in intrinsic material decreases with decreasing 

temperature, at low temperatures there are few thermally generated carriers. 

This results in a high resistance at low temperatures. In contrast metals show a 

reduction in resistance at low temperatures since the number of charge carriers 

is not reduced but their motion is impeded less by a reduction in lattice 

vibrations. 

The introduction of dopant impurities into an intrinsic semiconductor can result 

in either a p-type (excess of holes) or n-type (excess of electrons) 

semiconductor. The interface that is formed between a P-type and an N-type 

semiconductor is known as a PN junction [1] (see figure | (a)). The current- 

voltage relationship of a PN junction under forward bias conditions obeys a 

theoretical equation known as the Shockley equation [64]. 

I. {exp (e.V/k.T) - I} es Shockley equation -(El) 

where e = Electronic charge 

v = Applied voltage 

k = Boltzmann constant 

il = Absolute Temperature (degrees Kelvin) 

I = Reverse saturation current 

ly = Diode current 

The characteristic curve shown in figure | (b), shows that the PN junction has 

an asymmetric current carrying characteristic that will allow significant current 

to flow in one direction only. The physical basis of this empirical formula can 

be seen by reference to the band theory of solids [226, 227, 228]. 
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(a) Diagram of a PN Junction 
(b) Plot of the V-1 Characteristic of an ideal PN Junction 
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24.2 

This feature of allowing the flow of significant current in one direction only is 

very useful, causing the majority of diodes to be used in rectification processes 

where ac is converted to dc. Hence diodes are sometimes known as rectifiers. 

Semiconductor switches 

The addition of a third layer of doped semiconductor material to a PN junction 

produces either a PNP or a NPN structure. These three layer devices are 

known as bipolar junction transistors [1]. Each transistor consists of one PN 

and one NP junction in close proximity. They are three terminal devices as 

shown in figure 2(a). The electrodes (terminals) are called the base, the 

collector and the emitter. If a voltage is applied across the transistor, one 

junction becomes forward biased the other becomes reverse biased. Current 

flows across the forward biased junction and into the base region where the 

charge carriers then diffuse over the reverse biased junction. Once they enter 

the depletion layer associated with this junction they are swept across into the 

collector region. The application of a suitable voltage to the base region 

ensures the forward biased junction remains forward biased and allows current 

to continue to flow across the device. The removal of a bias to the base 

region allows the carrier concentration in the base region to fall reducing the 

forward bias across the forward biased junction and eventually prevents 

significant current flow. Thus the three terminal device can be used as an 

on/off switch. Figure 2(b) shows the I-V characteristic of this device. 

A four layer device (e.g PNPN) has a total of three junctions. A diagram of 

this construction is shown in figure 2 (c). Such a PNPN device is called a 

dynistor, a switching diode or a Shockley diode [229,236]. Its switching 

function is controlled by the anode Voltage V,. Increasing the externally applied 

anode voltage, forward biases the two PN junctions and reverse biases the NP 

junction causing the NP junction to hold off all of the potential drop across the 

device. If V, exceeds the break over voltage, V,,, determined by the NP 

junction, the diode is turned on since the NP junction becomes driven into a 

reverse avalanche conduction mode. Once such a four layer diode has been 

turned on it will remain conducting until the forward current falls below a 
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FIGURE 2 

  

  

  

  

          
  

  

  

      

(a) Diagram of a PNP device. 
(b) Plot of V-1 characteristic of a PNP device. 
(9) Diagram of a PNPN diode. 
(d) Plot of V-I characteristic of a PNPN diode. 

o 
3 
° 

eS s 
3 

Oo 

° 
bo 
£ 

Z $ 

o 

z queain5 

a 

= 

I 2 S g 
Sc 2 3 LY 6 Prt 

< z 

ie o © 2 9 
= > 

8 
oat 

S 

i | \ A | 
9 
v 
ae 
oO 

f Oo 

o 
oo bo 

& 
° 

2 > 
z lee g 

a 

ll 
9 * 

> Bb fet jue.ing 

<< € Ss 
wi 

Page 21



holding current value at which time the diode turns off. The I-V characteristic 

of this device is shown in figure 2(d). 

If the PNPN device has an external contact or gate attached to the second P 

layer then the device is known as a silicon controlled rectifier (SCR) or solid 

state thyristor [77] (see figure 3 (a)). It can be turned on at a voltage level 

substantially below V,,, by an electrical pulse applied to the gate. The I-V 

characteristic of this device is shown in figure 3(b). The operation of the 

device can be described by considering the thyristor as a combination of two 

three layer devices as shown in figure 4 (a). Therefore the thyristor consists 

of two bipolar transistors with common electrodes (see figure 4(b)). The gate 

electrode forms the collector of the PNP transistor and the base of the NPN 

transistor. 

A voltage applied across the device between the anode and cathodes biases 

the device, but will not turn the device on. A positive reverse bias applied to 

the N-type cathode causes a very small reverse leakage current to flow but 

the device remains off. This is the reverse blocking state of the device. 

Likewise a positive forward bias applied to the P-type anode will not turn the 

device on. In this case the NPN transistor will not conduct unless a bias is 

applied to its base via the gate connection. In addition the PNP will not 

conduct since the bias applied to its base is supplied via the NPN transistor. 

This is the forward blocking state of the device. 

If a positive current is applied to the gate, the NPN transistor turns on and 

draws current from the base of the PNP transistor, which then also turns on. 

When the transistors are both turned on, then the thyristor current flows from 

anode to cathode if the device is forward biased. Thus the two transistors 

provide a positive current feedback loop for each other and the device remains 

on even after the gate potential has been removed. This latching feature is an 

advantage over the bipolar junction transistor which remains in the on state 

only as long as the gate bias is applied. Thus use of a thyristor offers the 

opportunity to control thousands of volts and thousands of amps with a gate 

pulse of tens of volts and amps i.e. a considerable gain in the control level is 
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FIGURE 3 

  

          
  

(@) Diagram of a PNPN thyristor 
(b) Plot of V-1 characteristic of a PNPN thyristor 
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FIGURE 4 

  

    
          

          

(a) Diagram of two, three layer devices 
(b) Diagram of two transistor representation of the solid state 

thyristor 
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achieved. Such semiconductor switches can be used to construct static 

inverters. Standby power supplies, vibrator power supplies, variable speed AC 

motor drives and battery vehicle drives all make use of static inverter 

technology. The generic term inverter may be used to cover choppers, 

inverters and several forms of converters [237]. 

A converter is a unit for transforming one type of AC to a different type of 

AC or one type of DC, to a different type of DC. 

An inverter transforms DC to AC (the inverse operation being rectification 

performed by a rectifier). 

In electrical circuits a chopper (cf vibrator) is a piece of equipment that 

produces alternating current by periodically interrupting or reversing a 

continuous steady current from a direct-current source. It is effectively a single 

ended inverter for transforming DC to DC or DC to AC. 

The normal thyristor used in such circuits can only return to the off-state 

when the forward current falls below a certain device dependent value known 

as the holding current. Thus to turn a thyristor off [60], the forward current 

must be reduced to below this value by some external current control or the 

external voltage bias across the device must be reversed (this would drive the 

current density below the holding current value). This process known as 

commutation is achieved by the action of the external circuit [76]. 

In AC supplied circuits the current reverses every half cycle turning off the 

device. In DC supplied circuits, thyristor turn-off can be achieved by a process 

known as forced commutation. This essentially consists of an auxiliary thyristor 

that is used to divert current away from the main thyristor thus reducing the 

forward current to below the holding current. Once the current in the 

thyristor has fallen below the holding current the positive feedback loop in the 

two transistor model becomes unstable and the device turns off. 

If a semiconductor switching device could be devised that could be turned off 
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by a gate pulse then these auxiliary circuits would no longer be required. 

Figure 5(a) shows a schematic diagram of a gate turn off thyristor. In a GTO 

(gate turn off thyristor) it is not necessary to reverse the polarity of the main 

terminals to achieve turn-off and control is achieved by the use of one gate 

electrode only [29]. The turn-on process in this device is similar to that of the 

conventional thyristor described above. The positive gate current forward 

biases the cathode P-type material (the base). This results in electron emission 

from the cathode N-type material. These electrons travel to the anode where 

they induce hole injection by the anode emitter. The charge multiplication 

effect then brings the GTO into conduction. To turn-off this device a reverse 

gate current and potential is applied. This extracts charge (holes) from the P- 

base. The difference between this device and the gate assisted turn-off 

thyristor is in the control gate structure. The gate consists of a number of 

finely divided ’fingers’ (see figure 5(b)). Therefore the extraction area is large, 

reducing the time required for turn-off to occur. As hole extraction reduces 

the excess carrier concentration, carrier multiplication gradually ceases, turning 

the device off by squeezing the conduction area down to zero. Therefore the 

replacement of a normal thyristor by a GTO renders the forced commutation 

components unnecessary. By using a GTO in the simple circuit shown in figure 

6(a) the inductor, capacitor and auxiliary thyristors are no longer necessary. 

The cost advantage is obvious and in addition as shown in figure 6(b) a far 

simpler circuit that is smaller, lighter more efficient and possibly more reliable is 

produced [30]. 

The use of GTO’s in inverter circuits reduces the component count compared 

to conventional thyristors but as with other semiconductor switches it does 

require the installation of a snubber circuit [39,75,63,62] to limit the rate of rise 

of reapplied voltage. The demand for higher power and greater switching 

frequency has increased the operating stress on GTO’s so that efficient snubber 

design and effective snubber components have become increasingly important. 

The savings in component count and relatively simple gate drive more than 

offset any difficulties that the design of an efficient snubber circuit may present. 

Thus until a practical ’snubberless’ GTO is developed, increases in circuit 

performance must be won by improved efficiency of the snubber circuit. Thus 
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FIGURE 5 

  

      

  

(a) Schematic diagram of the Gate Turn Off thyristor. 
(b) Diagram of GTO slice showing cathode fingers. 
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FIGURE 6 

  

  

      

  

(a) Diagram of simple inverter circuit using normal thyristors as 

switching elements. 

(b) Diagram of simple inverter circuit using GTO’s as switching 

elements. 
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2.4.3 

this project is concerned with improving the predictability of high stress 

snubber diode performance. 

The snubber circuit 

Each semiconductor device has some capacitance associated with its 

construction [18]. Consider a simple parallel plate capacitor as shown in figure 

7(a). Capacitive current flow through the device is then described by the 

equation: 

i = C.dV/dt - (E2) 

where i, = current flow through the capacitor 

Cy = Capacitance 

Vi a Voltage across the capacitor 

Thus the application of a time varying voltage across the anode/cathode 

terminals will produce a corresponding current flow in the device. Such 

current flow through a PNPN device can turn the device on due to the 

current amplifying nature of the two transistor model; see figure 7 (b). In small 

devices operating at low frequency, both C, and dV/dt are small and therefore 

do not constitute a turn-on hazard. However in large devices, capacitance can 

be of the order of nanofarads and dV/dt’s of kilovolts per microsecond. Thus 

Capacitive current can reach the level of Amps, which is high enough to turn a 

device on. This is known as the dV/dt effect [2]. Because of this 

phenomenon, the rate of rise of the reapplied voltage on a GTO must be 

limited to avoid a refire during turn-off. 

Such ungated turn on events are undesirable not only in terms or circuit 

current regulation but also because turn-on by a weak gate pulse can result in 

reduced device dl/dt capability and thus device failure. From equation (E2) it 

can be seen that limiting the dV/dt limits the capacitive current and thus could 

prevent a non-gated turn-on. 

In practical circuits the limitation of reapplied voltage is achieved by connecting 
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FIGURE 7 

(a) Diagram of parallel capacitance. 

(b) Diagram showing equivalent two transistor thyristor circuit 

including PN junction capacitance. 

Anode Cathode 

1 = C.dv 
dt 

Gate 

(®) 

Transistor 

eS o- 

Ree: : 
; | r 

Capacitance 

Capacitance     
Capacitance 

Pe 
Sy, 
Transistor 

  
    

Page 30



2.4.4 

a snubber capacitor in parallel with the GTO (see figure 8 (a)). During turn- 

off this capacitor charges up while limiting the dV/dt. When the device next 

turns on the charged capacitor will discharge through the GTO increasing the 

turn-on duty by both dumping its stored energy into the device and increasing 

the initial di/dt. To limit this current inrush, a resistor is placed in series with 

the capacitor (see figure 8 (b)). This resistor then dissipates the stored energy 

of the capacitor during GTO turn-on. The RC time constant of the snubber 

network then inhibits the ability of the capacitor to limit the turn-off dV/dt and 

therefore a diode is placed across the snubber resistor to make the snubber 

network polarised. Hence a GTO snubber network consists of a resistor, a 

capacitor and a diode as shown in figure 8 (c) [34]. It should be noted that 

the alternative dV/dt protection strategy of shorting [35] dots as employed on 

conventional solid state thyristors [77] is not available to GTO’s because of 

their structure. 

Thus during normal GTO operation the snubber diode is subjected to 

successive reversals of applied external bias. During GTO turn-off the diode 

will be forward biased and a pulse of forward current will flow through the 

diode to charge up the snubber capacitor. During GTO turn-on the capacitor 

will discharge through the snubber resistor producing a reverse bias across the 

diode equal to the ohmic voltage drop over the resistor. The reversal of bias 

changes the conduction state of the diode from on to off. Ideally the diode 

should therefore have a ’perfect switch’ characteristic with no intermediate 

state between on and off. 

Diode reverse recovery 

Because the ’perfect switch’ characteristics that are desirable in all diodes is not 

realised in practical devices the target characteristics for a snubber diode are: 

1D) small transient forward voltage drop [131] 

2) small stored charge [159, 165] 

3) fast recovery time [158, 159] 

4) a soft reverse recovery characteristic. 
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FIGURE 8 

  

    

    

  

    

   

  

  

   

    
   

(a) Capacitive snubber. 

(b) Resistive/capacitive snubber. 

(9) GTO polarised snubber circuit. 
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It has long been known that the diode is not a perfect switch [6] in that a 

finite time is required after a reverse bias has been applied for the device to 

become reverse blocking. This finite recovery time has been shown to be due 

to the minority carrier storage effect [8,10]. This occurs in PN junctions when 

a reverse bias is applied. A semiconductor with a relatively long bulk lifetime 

has an excess of minority carriers being injected across the PN junction. This 

excess of minority carriers remains near the junction as a net charge. When a 

reverse bias is then applied to the PN junction the carriers stored near this 

junction are extracted and produce a transiently high reverse current. The 

time interval between the application of the reverse bias and the recovery of 

the junction (i.e. volts start to build up across the device) is known as the 

storage time of the diode [9]. Thus diode commutation during GTO switching 

results in reverse current being drawn as the stored charge accumulated during 

the on-state is extracted. The current reaches a peak (which is substantially 

higher than the normal reverse saturation current) and then diminishes as the 

free charge carrier density decays and a reverse bias depletion layer is formed. 

The type of recovery waveform a diode possesses is of interest to the circuit 

designer because it is responsible for the size of the peak reverse recovery 

voltage generated by diode commutation in an inductive circuit. Figure 9 (a) 

shows a sketch of the current and voltage waveforms of a snubber diode 

under a simulated snubber duty. The forward current loop generates excess 

charge carriers within the diode that are extracted as reverse current when 

the applied bias is reversed. As these carriers are used up the diode 

impedance increases producing a voltage overshoot which then collapses to a 

steady state level as the diode turns off. This steady state level, V,, is 

approximately equal and opposite to the initial capacitor charging voltage, V4, 

in a LC circuit. This type of reverse recovery waveform is typical of what is 

known as normal diode recovery. 

From simple circuit theory the over voltage V, is equal to the product of 

circuit inductance and the recovery dl,/dt as shown in figure 9(b). These 

idealised curves are straight line approximations to the practical recovery 
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FIGURE 9 

(a) Sketch of oscillogram showing diode forward current loop and 
reverse recovery behaviour. 

(b) Diagram of idealised diode reverse recovery voltage and 
current curves. 
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waveform shown in figure 9 (a). The dV/dt to the peak reverse recovery 

voltage V,4, is governed by the diode capacitance in its equivalent circuit model. 

Since V,,, = V, + V, and V is proportional to dl,/dt then as dl,/dt increases so 

V, and thus V,;, also increases. The size of the overvoltage generated 

determines the softness or snappiness of the diode. These two terms are 

loosely defined and are used synonymously. 

Soft recovery is usually described as one in which the recovery dl/dt and thus 

the overvoltage is small as shown in figure 10 (a). Some diodes produce 

relatively small overshoot voltages but are oscillatory as shown in figure |0(b). 

Snappiness is associated with an abrupt recovery waveform in which the high 

recovery di/dt generates a recovery voltage that is many time larger than V, as 

shown in figure 10(c). The high di/dt produces a voltage step. In such cases 

the large dV/dt generated can shock excite the circuit into producing parasitic 

LC oscillations. 

The step recovery diode, [40] also known as a snap-off diode, [4] a snap back 

diode or a boff diode, has a particularly abrupt reverse recovery waveform. 

The diode is designed so that most of the stored charge is close to the 

junction and as such is available for immediate extraction when a reverse bias is 

applied. When the diode switches from forward bias to reverse bias the 

stored charge is rapidly extracted producing a relatively large peak reverse 

current (if charge is extracted rapidly, recombination processes do not 

significantly reduce the magnitude of stored charge). The reverse current is 

then abruptly cut off since all of the stored carriers have been extracted. The 

diode thus remains in a low impedance state until cut off occurs and hence a 

large recovery dl/dt is produced. The reverse voltage generated by the dl,/dt 

builds up very rapidly since current cut off occurs over a time period of a few 

picoseconds. The fast rising waveform produced is rich in harmonics and thus 

snap off diodes are sometimes used as harmonic generators [35]. 

A fast recovery diode [169,160,161] is a device in which very little charge 

storage occurs. In low power devices fast recovery can be achieved by using a 
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FIGURE 10 

  

(a) Sketch of oscillogram of diode normal reverse recovery. 

(b) Sketch of oscillogram of diode oscillatory reverse recovery. 

(©) Sketch of oscillogram showing diode reverse recovery snap off. 
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novel structure such as a Schottky diode [129] or by using a direct gap 

semiconductor such as gallium arsenide (in which minority carrier lifetimes are 

very much shorter than in silicon). In high power fast recovery diodes this is 

usually achieved by decreasing the carrier lifetime at the expense of forward 

conduction losses. 

A description of the soft-recovery diode used in high power circuits is given in 

section 3.3.5. 

The above text has described different diode types. As previously stated the 

type of diode used in a circuit will determine the inductive recovery 

overvoltage. In an ideal world the circuit designer would choose the 

appropriate diode type and excessive overvoltages would not be produced. 

Unfortunately the real world is far from ideal. My research will demonstrate 

that soft-recovery diodes can exhibit abrupt recovery. Since diodes can show 

a dual behaviour characteristic, it is important that the reader understands the 

difference between such diode and recovery types. This understanding will 

provide an insight into how and why a diode changes its recovery 

characteristic. 

Aims of the Project 

In this particular project the aim was to create a mathematical model of a 

semiconductor device that could be used to simulate performance and predict 

dangerous voltage excursions. The device chosen for this study was the high 

voltage, high power snubber diode. As a prerequisite to the modelling process 

an amount of experimental data was obtained. These experimental results 

were so unexpected as to warrant further investigations. One course of action 

to explain these results would have been by a brute force solution of the 

semiconductor device equations in three dimensions with time discretization and 

modified by the external circuit. Even a superficial analysis of this problem 

revealed that such an approach would certainly take longer than the lifetime of 

this project. In order to make some progress on this issue it was therefore 

necessary to try and explain these results in analytical terms. Once this had 
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been achieved then the numerical modelling process would be considerably 

easier and a suitable solution strategy could be employed. 

The aims of the project can be split into three parts: 

!) Experimental work (Section 3) 

a) To identify and categorise the effect of circuit parameters, 

operating conditions and diode design on the type of reverse 

recovery a diode exhibits. 

2) Device modelling (Section 4) 

a) To explain the diode snap-off phenomenon in terms of an 

analytical model/models. 

b) To apply the findings of the analytical modelling process to a 

numerical modelling strategy. 

3) Device/circuit simulation (Section 5) 

a) To implement the preferred solution strategy and simulate the 

in-service performance of the high power, high voltage snubber 

diode. 

b) To make predictions of the in-service diode performance under 

operating conditions not previously met in practical circuits. 

This thesis therefore is presented with the above structure and sub-structure as 

outlined in Section 2.1. 
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3.1 

32 

251 

THE EXPERIMENTAL INVESTIGATION 

Foreword 

The experimental data had significant impact on both (a) and (f) of the defined 

modelling process as outlined in Section 2.1. The device chosen for this study 

was a high voltage, high power snubber diode. To obtain the required 

experimental information a synthetic test circuit was constructed to represent 

in-service duty. This duty is described in the following section. 

The design of a synthetic test circuit 

The diode commutating current pulse 

Consider the GTO turn-on and turn-off waveforms shown in figure || [44]. 

During turn-off the snubber diode is forward biased and therefore shorts out 

the snubber resistor. The snubber capacitor is therefore effectively in parallel 

with the GTO. The capacitive current flowing through the snubber capacitor 

is described by equation (E2). 

At points (a), (b) and (c) on the voltage waveform in figure || (a), this 

capacitive current is equal to zero. Between points (a) and (b) the dV/dt and 

thus the capacitive current is positive (i.e. forward current). Between points (b) 

and (c) the dV/dt is negative and therefore the capacitive current is negative. 

The dV/dt over a large section is approximately constant therefore producing 

the type of current waveform shown in figure 12(a). The falling current at the 

end of the current pulse can be approximated by the sine wave formula. 

When the frequency of the GTO switching is increased, the pulse becomes 

short and as shown in figure 12(b) appears as a slightly asymmetric half sine 

wave. This high frequency switching condition represents a high stress 

condition under which diode snap-off is likely to occur. 

Therefore an ideal test circuit for GTO snubber diodes would be one in which 

a half sine wave of forward current was followed by a reverse bias to extract 
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FIGURE I1 

GTO turn-on and turn-off voltage waveforms. 
GTO turn-on and turn-off current waveforms. 
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FIGURE 12 

(€) Diagram of idealised snubber diode current waveforms. 

(b) Oscillogram of in-service snubber diode current. 
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3.2.2 

the stored charge and thus turn the diode off by commutation. 

The synthetic test circuit 

In an LCR circuit the discharge of a capacitor C through a known inductance 

L, and a known resistance R causes a periodic reversal of circuit potential and 

current. Alternate loops of forward and reverse current flow through the 

resistance which damps the oscillation causing it to decay away. A simple LCR 

circuit was therefore used to apply a forward current pulse followed by a 

reverse voltage to the test diode. Failure of the test diode during an 

investigation sequence would not result in the failure of the conventional 

thyristor switch due to a protective anti-parallel diode being included in the 

circuit design. 

Figure 13 shows such a circuit in which the discrete resistor has been replaced 

by the diode under test. A variable power supply can be used to charge up 

the circuit capacitor C. The potential of the capacitor can be measured using 

a voltage probe and digital voltmeter combination. Manual operation of a gate 

pulse unit triggers the circuit thyristor into conduction and allows the capacitor 

to discharge through the inductor and the diode. Voltage signals of current 

flow through the diode and potential drop across it, can be displayed on a dual 

channel storage oscilloscope via a current transformer and a voltage probe. 

Use of a current transformer to measure the current signal rather than a 

current shunt (sometimes known as a current viewing resistor) has the 

advantage of not introducing two earths on the measuring system. 

Using a test circuit similar to that shown in figure 13 and described above, 

various diodes were subjected to a series of tests. By altering the capacitor 

charging voltage the peak forward current could be varied. In a low resistance 

circuit the steady state recovery voltage, V,, is very nearly equal to the initial 

charging voltage, V,, on the main circuit capacitor. Thus: 

Vous = V,(L/Cy'? - (3) 
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FIGURE 13 

ircui The synthetic test ci 
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a 

ao0) 

The frequency of the oscillation during the capacitor discharge is dependent on 

the circuit inductance and circuit capacitance. Since both of these parameters 

are constant during the voltage decay the initial forward current pulse width is 

also constant and independent of the capacitor charging voltage. Hence, for a 

current pulse of constant width the commutating dl/dt (i.e. dl/dt) increases as 

the peak forward current is increased by use of the charging voltage. 

Identifying the Problem 

The effect of commutating dl/dt on recovery voltage. 

Using the test circuit shown in figure 13 and described in section 3.2.2 the 

commutating dl/dt was varied by adjusting the charging voltage applied to the 

circuit capacitor. Thus during each test sequence the diode under test was 

subjected to a series of current pulses of increasing commutating dl/dt. 

Photographic records of each test were obtained and from these the 

commutating dl/dt and the peak reverse recovery voltage V,,, were measured. pkr 

A series of such measurements could then be used to plot a curve of 

commutating dl/dt against peak reverse voltage as shown in figure 14. The 

curve obtained can be divided into three regions [45]: 

Is A region where the recovery voltage is approximately linearly 

proportional to the commutating dl/dt and the recovery waveform can 

be classified as a normal or soft recovery type. 

2. A transition region between normal and snappy recovery. 

3. A region where the recovery voltage is approximately linearly 

proportional to the commutating dl/dt and the recovery waveform can 

be classified as a snappy or an abrupt recovery type. In this region 

the proportionality constant between V, pkr and di/dt is much greater 

than in region |. 
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FIGURE 14 

Graph showing the variation of peak reverse recovery voltage with 
commutating dl/dt. 
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332) 

For the results obtained, the gradient of the curve in region | is dependent 

upon the circuit inductance according to the relationship: 

Vpkr = (constant, x L,) . di/dt ~ (E4) 

The voltage in region 3 appears to be largely proportional to the commutating 

di/dt. Thus the peak reverse recovery voltage in region 3 may be dependent 

upon circuit inductance but with a different proportionality constant to that 

present in region |. 

Thus: V,4, = (constant, x L,) . di/dt + constant, - (E5) 

where constant; is negative. 

In region 2 the recovery voltage varies non linearly with the commutating dl/dt 

and can be considered as the knee of the curve. 

The three region form of the curve described above was unexpected. Prior to 

this experimental investigation it was assumed that there would be a simple 

straight line relationship between V,,,. and di/dt. Thus previously extrapolation 

of the V,,, against dli/dt curve up to the diode voltage rating was thought to 

be a satisfactory prediction technique. After these experimental results, 

however it became apparent that such extrapolations were not valid in all 

circumstances. 

The effect of main circuit series inductance on recovery voltage 

Using the test circuit described in section 3.2.2 a series of measurements of the 

reverse recovery voltage were made for different values of circuit inductance 

L.. The resulting curves of peak reverse recovery voltage against commutating 

di/dt are shown in figure 15. Each curve shows the three region behaviour 

identified in section 3.3.1. Generally for a given di/dt the peak recovery 

voltage increases with circuit inductance. It can also be seen that the dl/dt at 

which snap-off occurs (the critical di/dt) increases with decreasing circuit 
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FIGURE 15 

Graph showing variation of peak reverse recovery voltage with 

commutating dl/dt for various values of main circuit series inductance. 
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inductance. 

The gradient of each curve produced in figure |5 is equal to the quotient, 

Voke/(di/dt), since each curve up to the critical di/dt is described by the straight 

line equation: 

Vert = m,. di + ¢ - (E6) 
dt 

where m, = the gradient of the curve 

Cs = a constant 

Prior to critical di/dt, c, is equal to zero because of the L.C discharge circuit 

used, that is, when the charging potential of the circuit capacitor is zero the 

commutating dl/dt is zero. 

Thus: 

m, = Vygl(dlfet) - (E7) 

In an L.C discharge circuit 

di/dt = VJLe - (E8) 

where di/dt = commutating dl/dt 

k = main circuit series inductance 

V,. - final recovery voltage 

Note that in a non-resistive circuit V. = V4, - (E9) 

therefore m, = VourbdV, = LVed¥, = L€ - (E10) 

where © - the softness factor = V,,, / V, - (El!) 

From equation (E10) it can be seen that the gradient of the experimental 
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curves prior to the critical di/dt is equal to the product of circuit inductance 

and softness factor ’€¢’. The curves produced in figure 15 can then be 

replotted as the variation of the softness factor € with the commutating dl/dt 

(see figure 16). Figure 16 shows that prior to snap-off the value of € is 

independent of both circuit inductance and commutating dl/dt. The curves 

produced have a much sharper transition from normal to snappy recovery and 

therefore exhibit a two region behaviour. 

Construction of a line through the data points defined as the knee of each 

curve in figure 16 yields data points for the variation of critical dl/dt (dl.,;./dt) 

with circuit inductance. This information is presented as a graph in figure 17. 

It indicates that there may be a dl/dt above which the diode will always be 

snappy and a di/dt below which it will never be snappy, regardless of circuit 

inductance. 

This curve can be approximated using the simple power relationship: 

dip a Ale - (E12) 
dt 

where A and B are constants. 

The effect of forward current on recovery voltage 

Figure 18 shows that by firing a short pulse during which the diode does not 

fully turn on, diode snap-off can be generated even in very low inductance 

circuits [45]. The pulse width is controlled by the size of the discrete circuit 

capacitance and circuit inductance. In addition the capacitance also controls the 

peak forward current (see section 3.2.2). Using the test circuit shown in figure 

13 and the test method as described in section 3.2.2 the effect of peak 

forward current on the reverse recovery characteristic of the diode under test 

was investigated. The procedure described in section 3.3.2 was repeated with 

the exception that the circuit capacitance was varied. 
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FIGURE 16 

Graph showing the variation of the ratio Vix/V, with commutating di/dt 
for various values of main circuit inductance. 
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FIGURE 17 

Graph showing the variation of critical dI/dt with main circuit series 
inductance. 
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FIGURE 18 

(a) Sketch of oscillogram showing oscillatory behaviour. 

(b) Sketch of oscillogram showing voltage spike generation during 

oscillations. 
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Tests were thus performed with different values of circuit capacitance. From 

the results, curves of peak reverse recovery voltage against commutating dl/dt 

were constructed for each test circuit: as shown in figure 19. 

Each curve obtained with a known value of capacitance produced the three 

region behaviour as previously described in section 3.3.1. As circuit capacitance 

is increased the dl/dt at which snap-off commences increases. The gradient of 

the curve prior to this critical di/dt increases with increasing circuit capacitance. 

Thus for the same circuit inductance the commutating dlI/dt at which snap-off 

occurs can be increased or lowered by increasing or lowering the forward 

current density just prior to current zero. 

In the test circuit used to obtain the above results the peak forward current is 

governed by the circuit inductance, the circuit capacitance and the capacitor 

charging voltage. Thus: 

ee (L.0)* . difdt - (E13) 

where |, = peak forward current 

For the graph shown in figure 19; L,, C and dl/dt are known, so therefore 

Ixxe May be calculated. Using figure 19 as the information basis, the critical 

di/dt for each value of capacitance was calculated and then the peak forward 

current produced under that condition calculated. This calculated data was 

then used to construct a graph showing the variation of critical di/dt with peak 

forward current (see figure 20). As the peak forward current is increased the 

critical dl/dt also increases. 

Thus the worst case for diode snap-off will be a low forward current followed 

by a high commutating dl/dt. 

There are two types of diode commutation [5]: 

!) AC - DC commutation as shown in figure 21(a). Here the forward 
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FIGURE 19 

Graph showing the variation of peak reverse recovery voltage with 
commutating dl/dt for various values of main circuit series capacitance. 
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Graph showing the variation of peak forward current with critical 

FIGURE 20 

commutating dl/dt. 
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(a) 

(b) 

@) 

(b) 

FIGURE 21 

Sketch of oscillogram showing normal diode recovery waveform 

with a sinusoidal current pulse. 

Sketch of oscillogram showing normal diode recovery waveform 
with a trapezoidal current pulse. 
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current pulse width represents a long time compared with the charge 

carrier lifetime. 

2) DC commutation where a steady state current flows prior to current 

reversal as shown in figure 21(b). 

By referring to figures 12(a) and 12(b) it can be seen that as the width of 

region B is varied both types of commutation can be found in GTO circuits. 

In the case of AC - DC commutation, to achieve a high dl/dt a high peak 

forward current is required which in turn increases the stored charge of the 

diode. In the DC case the stored charge is proportional to the forward 

current but the commutation di/dt may be varied independently. Thus a diode 

may be tested with a low |, (forward current) and a high di/dt. 

Figure 22 shows a number of curves representing the variation of diode 

recovery current against time for various values of forward current. As the 

forward current is reduced the recovery characteristic of the diode changes 

from being soft to snappy - as illustrated by the oscillations on the current 

waveforms. The overvoltage produced by such oscillations would be equal to 

the product of circuit inductance and dl,/dt. 

The early work reported by Somos [5] was performed at relatively low dl/dt’s 

(32 A.us"') over a small forward current range (0 to 3A) and on alloyed diodes 

of small voltage rating. Modern day devices are however made with diffused 

junctions and operate at a high dl/dt’s (100 to 1000 A.us"') with large forward 

currents (up to 1000 A). Thus there was a need to investigate the transient 

behaviour of modern devices. 

The circuit used in figure |3 to investigate the effect of forward current on 

snap-off was subject to the drawback of a linked forward current and 

commutating di/dt. This effect can be calculated and allowed for as shown in 

figure 20 . However to decouple the commutating di/dt from the peak 

forward current as Somos had done in previous work, the circuit shown in 
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FIGURE 22 
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3.3.4 

figure 23 was constructed. This differed from the Somos circuit but was used 

to determine if this previous work was valid for modern devices. 

Using the circuit shown in figure 23 the reverse current waveform was closely 

monitored. The recovery times t, (current zero to peak reverse current) and 

t, (peak reverse current to second current zero) were measured for different 

values of peak forward current and commutating dl/dt. This data was used to 

calculate the snappiness factor S, (equal to the ratio t,/t,). A graph was then 

plotted (figure 24) showing the variation of S, with commutating dl/dt for 

various values of forward current. The value S, is equal to the ratio S/S,. The 

quantity S, is calculated by plotting a graph of S against dl/dt and extrapolating 

back to the point when dli/dt = 0 ie. S, = S at di/dt = 0. These curves show 

that as the commutating dl/dt is increased the recovery waveform become 

more abrupt. The change in abruptness becomes more rapid after a critical 

value of dl/dt is reached. 

The experimental data can be replotted as curves showing the variation of S, 

with forward current; as shown in figure 25. As the forward current prior to 

the commutating dl/dt is increased the recovery current waveform becomes 

softer. This work thus indicates similar conclusions can be drawn for diffused 

diodes undergoing snap-off to those postulated by Somos about alloyed 

rectifiers showing abrupt recovery. 

The effect of junction temperature on recovery voltage 

Chu et al [153, 154, 155] have investigated the variation of the t/t, ratio with 

commutating dl/dt. The sequence of measurements were performed at two 

temperatures. From this information it can be inferred that the diode reverse 

recovery characteristic becomes softer as operating temperature increases. 

The work of Chu differs from this study in that at the experimental di/dt’s 

studied and in the low voltage diodes used, the snap-off effect was not 

observed. 

All of the previous tests reported in this thesis were performed at room 
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FIGURE 23 

Diagram of trapezoidal current pulse test circuit. 
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FIGURE 24 

Graph showing variation of normalised snappiness factor S, with 
commutating dl/dt for various values of constant forward current. 
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FIGURE 25 

Graph showing variation of normalised snappiness factor S, with forward 

current for various values of constant commutating dl/dt. 
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B2a.0) 

temperature (20 °C). Chu’s work demonstrated the snappiness ratio has a 

temperature dependence (see also [126]). A test circuit that can be used to 

investigate this effect is shown in figure 26 . The pulse generating circuit and 

measuring instruments can thus be kept at room temperature during a series of 

tests, while the test diode can be placed inside an environmental chamber. 

The extension lead connecting the diode and circuit electronics consists of a 

high voltage co-axial cable to minimise increased circuit inductance. Since the 

increase in circuit inductance is negligible the data obtained could then be 

compared to previous results. Figure 27 indicates how the diode recovery 

characteristic varies with temperature. 

Generally snap-off is worst at low temperatures and the critical dl/dt as which 

snap-off occurs increases with temperature. It is interesting to note that as 

device stored charge increases so does the critical dl/dt at which snap-off 

occurs. The stored charge can be increased by either increasing the forward 

current or by increasing the carrier lifetime. Both of these measures increase 

the number of carriers prior to commutation. Increasing the temperature of a 

device increases the number of thermally generated carriers. Thus it can be 

inferred that snap-off occurs in devices with shallow carrier concentration 

gradients across the base width of the diode. 

The design of high voltage, high power, soft recovery snubber diodes 

The work described in sections 3.3.1 to 3.3.4 inclusive show how the device 

operating conditions influence the transient diode performance. These 

operating conditions are imposed upon the device either by the external circuit 

or surrounding environment and are thus independent of the diode 

construction. The work described in the following sections demonstrates how 

the transient diode performance is dependent upon the device construction. 

Prior to this text, the following section gives an overview of high voltage, high 

power design trade-offs [153,155,156,162,163,164,165,192,210], as this will aid 

the reader in the understanding of sections 3.3.6 to 3.3.9 inclusive. 

High power semiconductor devices use the same basic physical effects as low 
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FIGURE 26 

Diagram showing synthetic test circuit to investigate the effect of 
temperature. 
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FIGURE 27 

Graph showing the variation of the ratio Vou! ¥, with 

commutating dl/dt for different values of temperature. 
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power devices, yet in terms of construction these two types of device have 

very little in common. Low power devices are primarily intended for use in a 

signal processing role, while high power devices are intended to have a control 

application. 

The requirements of power handling forces the adoption of many novel 

structures to overcome the problems associated with the electrical 

characteristic of a simple PN junction. 

As the power handling capability of individual devices has increased, it has done 

so in terms of voltage rating, current rating and frequency rating. Thus to 

achieve a high voltage blocking capability, the structure must involve a wide and 

a lightly doped base region. A lightly doped region has a high resistance which 

if conductivity modulation were not present would impede current flow. Thus 

in power structures minority carrier devices are more widely used than 

majority carrier devices such as field effect transistors or Schottky diodes [129]. 

The presence of a wide conductivity region in a power device with a long 

carrier transit time introduces some drawbacks associated with the minority 

carrier storage effect [3]. Thus the stored charge of a power device limits the 

frequency at which it can be used. To gain an increase in the operating 

frequency, the stored charge must be limited by lifetime killing techniques [16] 

which reduce the excess carrier lifetime.[36] 

As the area of the device is increased (usually to increase the device current 

rating), the frequency problem becomes more acute. An increase in junction 

area may reduce the ohmic volt drop but it also increases junction capacitance 

and increases the stored charge. Both of these changes have serious 

detrimental effects on the frequency performance of the diode. As operating 

frequency increases the switching losses far exceed the conduction losses. 

Thus scaling up of a device in geometrical terms will not necessarily increase 

the power handling capability by a proportional amount. 

The impurity concentration profile of most high power diodes is not that of 

the well documented simple PN structure. High power diodes tend to have a 
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multilayer structure of which the most common is that shown in figure 28(a). 

In this configuration the diode is formed from a wide, weakly doped base 

region which is situated between a heavily doped P region and a heavily doped 

N region. The base region is sufficiently large to accommodate the reverse 

bias space charge region and the N* layer (or the P* layer in the case of a P 

base diode) provide a low resistance contact at the silicon to metal interface. 

These P*.N.N* and P*.P.N* behave very differently in terms of reverse 

recovery performance to the classic PN structure [40,43]. At low frequencies 

the P.i.N structure behaves very similarly to a PN junction but at high 

frequencies it exhibits a variable resistance [41]. 

Various methods are available to produce the soft recovery characteristic that is 

desirable in high power circuits. Each method has the common approach of 

causing the diode junction to recover as quickly as possible and then to have a 

reservoir of charge away from the junction that may be extracted over a 

longer time period to produce the soft recovery current tail. This strategy 

may be contrasted with the boff diode [4] described in section 2.3.4. 

The use of a wide base region increases the post junction recovery carrier 

storage effect. Thus use of a high resistivity starting material enables the 

extraction of stored charge after the junction recovery to occur at a slower 

rate producing a soft recovery current tail. The introduction of a lifetime 

gradient in the diode base region also enhances the production of a soft 

recovery characteristic if the high life-time region is away from the junction. 

Over the past few years this technique has proved successful in providing 

industry with high power soft recovery diodes. Unfortunately it has been 

identified [45] that this soft recovery characteristic is not present under high 

stress conditions. In such circumstances diode snap-off occurs generating 

severe voltage transients. 

Another theoretical method to achieve a soft recovery characteristic is to 

produce a built in electric field within the junction. However, this is not 

practical for high power devices since the doping gradient required to produce 
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FIGURE 28 

(a) Diagram of the multilayer structure of a diode. 
(b) Sketches showing diode recovery for Gold doped and Platinum 

doped diodes. 
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3.3.6 

such a field would prevent the device from achieving a high voltage rating. A 

high voltage blocking capability is essential for high power rectifier operation. 

The effect of diode base width on recovery voltage 

It has been shown that certain physical parameters influence the reverse 

recovery waveform of a diode [5]. To investigate the effect of base width a 

series of diodes of different base widths were tested by Somos. The base 

width of the diode is responsible for the voltage withstand rating of the diode 

[164] as governed by equation (E14). 

Vin = dg.N, / 2.6 - (E14) 

where V,, ~ Maximum reverse voltage withstand 

d = Base width 

q = Electronic charge 

N, = Density of donor atoms 

€ = Dielectric constant of Silicon 

The base width is either the width of the P region in a N*P junction or the 

width of the N region in a P*N junction. The dl/dt was kept constant during 

the tests and in each case the same peak reverse recovery current was 

reached. Differences in the recovery current only appeared after peak current 

- this is the point at which the recovery current ceases to be determined by 

the external circuit and is predominantly dependent on the diode. In these tests 

the recovered charge was found to increase with the base width. In addition 

increasing the base width effectively increases the bulk recovery time and 

modifies the abrupt recovery waveform to a soft recovery waveform in which 

the current falls smoothly to zero. 

The diodes tested by Somos were of a low voltage alloyed type in a low (25 

A.us') commutating di/dt circuit. The diodes used to-day are generally of the 

diffused type and used in high (100 to 1000 A.ys"') commutating dl/dt circuits. 

Such high power rectifiers are usually designed using high resistivity N-type 
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silicon as the starting material. As in alloyed diodes the voltage rating is 

governed by the base width of silicon. Thus to achieve a high voltage rating 

the diode must either have a very wide region or a high resistivity starting 

material (in practice both are used). 

Chu et al [153,154,155] have published details of a series of experiments on 

P.I.N structures. By varying the diffusion profiles and junction depths different 

values of base thicknesses were obtained. By testing this set of diodes in the 

JEDEC [264] circuit Chu was able to produce a graph showing the variation of 

the t,/t, ratio against base width. In this graph the recovery waveform appears 

to become softer as the base width is increased. 

In my experience as the voltage rating of a diode generic type increases, the 

recovery waveform at low dl/dt’s (i.e low stress conditions) becomes 

progressively softer. Again this is due to the manufacturers practice of 

increasing the device voltage rating by increasing the device base width. 

The effect of lifetime killing techniques on the recovery voltage 

The amount of charge stored in a diode during the on state is proportional to 

the volume of silicon in the diode. As the base width of the diode is increased 

to attain the desired voltage rating so the volume of diode silicon increases and 

thus the stored charge also increases. To reduce the stored charge in high 

voltage diodes, so called ‘lifetime killing’ techniques are employed [14, |7, 20, 

23, 26]. Such methods depend on the relationship between stored charge and 

carrier life time, [70] which is: 

On = ht - (EIS) 

where Q, = stored charge 

I = steady state forward current 

T = carrier lifetime 

Thus by reducing the carrier lifetime, the stored charge for a known forward 
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current can be reduced. As the carrier lifetime is reduced so the forward 

voltage drop of the diode is increased and thus the power dissipation of the 

diode also increases. Thus in P*.N.N* structures there is a trade off between 

base width, resistivity and carrier lifetime. It seems though that the balance 

between these parameters will need to be altered if future diodes are to be 

optimized [30] for a snapless performance characteristic. 

The conventional technique for lifetime control is gold diffusion [15]. The gold 

atoms diffused through the silicon lattice deform the structure and introduce 

free carrier traps (see section 4.6.1). An alternative dopant is Platinum 

[22,24,25] which increases the maximum operating junction temperature relative 

to gold and is therefore being increasingly used in place of Gold. In both cases 

the carrier lifetime is controlled by the diffusion process, i.e. temperature of 

diffusion, length of time of ’drive’ and concentration of dopant at the silicon 

surface. A third technique is that of electron irradiation [18,19,21]. Irradiation 

introduces lattice damage and thus carrier traps into the silicon lattice. The 

carrier lifetime is controlled by the radiation dose and by annealing [29,32] the 

lattice structure after irradiation. 

Houston et al [206, 209] have shown that each technique alters the snappiness 

of the device in a different way. Thus diodes that have been treated in 

different ways to produce the same recovery time show different reverse 

recovery characteristics. Houston has published data showing some recovery 

characteristics of four physically similar diodes that have been treated by 

different lifetime killing techniques. Each technique drastically reduces the 

recovery time, the peak reverse current and the stored charge. The 

snappiness ratio also improves with lifetime killing. A superficial analysis of these 

results indicates that lifetime killing improves the recovery characteristics of the 

diode. This is true for the peak reverse recovery current and for recovery 

time but may not be true of the softness of the recovery waveform. It is 

known that current ’chop-off’ and oscillation effects have been found in certain 

Gold doped diodes [96]. 

Vitins et al [165] have compared the effect of Gold and Platinum diffusion on 
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33.9) 

the recovery characteristics of diodes. Figure 28(b) shows sketches of Gold 

and Platinum doped diodes undergoing reverse recovery. Although both 

lifetime killing techniques result in the same junction recovery time, the 

recovery voltage generated by the platinum doped diode is very much softer. 

This effect is due to the absolute carrier lifetime and also to a carrier lifetime 

gradient (or rather lack of it to produce abrupt recovery) across the diode 

base width. This effect is dealt with in section 3.3.9. 

The effect of device fabrication material on recovery voltage 

Assalit et al [162] have studied the production of a soft recovery characteristic 

in electron irradiated diodes by using various combinations of low resistivity 

starting material and wide base widths. Instead of using the t,/t, ratio as a 

measure of snappiness a set of four classes of recovery were suggested in their 

paper and the test diodes were classified in these groups for different base 

widths and silicon resistivity. These results indicated that for a certain resistivity 

the softness of the diode increased as the base width was increased. In 

addition for a constant base width the softness of the diode recovery was 

enhanced as the resistivity of the silicon was decreased. 

The effect of doping profile on recovery voltage 

Diffused dopant lifetime killing techniques have the advantage of not only 

reducing the recovery time but also promote a soft recovery characteristic 

[60,61]. 

The reasons for achieving an abrupt recovery characteristic have previously 

been outlined in section 2.3.4. Diffused dopants effectively introduce a carrier 

lifetime gradient throughout the diode [I1, 28, 97] and thus produce the 

opposite effect to that of the carrier profile in a snap diode. Specifically, the 

high lifetime region is furthest away from the junction. Consequently a 

proportion of the stored charge is unavailable for immediate extraction when a 

reverse bias is applied. The reverse current therefore gradually taper off in the 

form of the characteristic soft recovery current tail. 
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Electron irradiation produces a carrier lifetime profile that is constant over the 

base width of the diode. This inevitably produces a more abrupt recovery 

waveform than a diode with the same t, (junction recovery time) that has been 

produced by a diffused lifetime technique. 

Although diffused dopant lifetime killing techniques improve the soft recovery 

characteristic of the device, they are detrimental to the on-state losses. One 

possible method of achieving a low on-state loss and a soft recovery 

characteristic could be by employing a step carrier density profile introduced by 

proton irradiation [13,14]. By reducing the carrier lifetime in a targeted 

segment of the diode base width, the diode recovery time may be reduced at 

the same time as minimising the increase in on-state losses. Therefore if the 

proton irradiation is applied close to the blocking junction then the peak 

reverse current will be reduced since initially few carriers will be available for 

extractions. The recovery current after peak reverse current will be ’boosted’ 

by carrier diffusion from the high lifetime region. Thus the diode recovery will 

have a soft recovery current tail. A soft recovery characteristic obtained in this 

manner will also have a lower forward drop than a diode whose recovery 

characteristic has been engineered by conventional techniques. 

Experimental Conclusions 

It is likely that given an unfavourable combination of circumstances, all soft 

recovery diodes can be made to produce excessive voltage spikes due to a 

snap-off or current chop-off phenomenon. The point on a diode performance 

curve at which snap-off will occur is determined by: a) the circuit arrangement, 

b) the operating conditions, c) the diode design. 

a) The circuit arrangment 

!) As the main circuit series inductance is increased so the peak reverse 

recovery voltage increases. 
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2) 

3) 

4) 

5) 

6) 

8) 

9) 

b) 

2) 

As the main circuit series inductance is increased so the critical 

commutating di/dt at which diode snap-off occures decreases. 

As the value of parallel capacitance is increased so the magnitude of 

the initial voltage spike decreases (see section 5.3.2). 

The critical commutating dl/dt is independent of the value of parallel 

capacitance (see section 5.3.2). 

As the value of parallel resistance is decreased so the peak reverse 

recovery voltage decreases (see section 5.3.4). 

As the value of parallel resistance is decreased so critical 

commutating dl/dt increases (see section 5.3.4). 

As the value of parallel connected inductance increases so the value of 

critical commutating dl/dt decreases (see section 5.3.5). 

The peak reverse recovery voltage is an complex function of parallel 

circuit inductance (see section 5.3.5). 

The effect of series connected devices and inductive, resistive, 

capacitive snubbers on both the peak reverse recovery voltage and 

critical commutating dl/dt is a complex function governed by the above 

rules (see section 5.3.6). 

The operating conditions 

As the magnitude of the peak forward current increases so the critical 

commutating dl/dt increases. 

As the pulse width of the forward current decreases so the critical 

commutating dl/dt decreases. 
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3) 

4) 

2) 

3) 

4) 

5) 

As the junction temperature increases so the critical 

commutating di/dt increases. 

As the commutating di/dt is increased so the peak reverse recovery 

voltage increases proportionally until a critical di/dt is reached after 

which diode snap-off occurs. 

The diode design 

As the base width (voltage rating of the diode) is increased so the soft 

recovery characteristic is enhanced. 

As the junction area of the diode is increased so the soft recovery 

characteristic is enhanced. 

As the resistivity of the diode silicon is decreased so the soft recovery 

characteristic is enhanced. 

As the carrier lifetime is increased so the soft recovery characteristic is 

enhanced. 

As the carrier lifetime profile becomes more ’flat’ across the base 

width of the diode so the recovery characteristic becomes more 

abrupt. 
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4.1 

DEVICE MODELLING 

Numerical measures of diode snappiness 

To be consistent with the declared mathematical modelling strategy described in 

section 2.1 a method of presenting results in an easily understandable form was 

sought. In parallel with the experimental investigations and modelling process 

the question of the validity of snappiness measures was considered. Thus by 

adopting a suitable measure of diode snappiness, the experimental and 

simulation results could be more readily compared and their significance easily 

digested. 

Figure 9(b) shows how the reverse current waveform can be split into a region 

t, (the time from current zero to peak reverse current) and a region t, (the 

time from peak reverse current to second current zero). It should be noted 

that the time t, is not the same as the time t, (although in many cases they 

are numerically similar). In addition the recovery time t,, is larger than t,, since 

t, is measured to the point of junction recovery and t,, is measured to the 

cessation of the transient reverse recovery current. Thus t,, is equal to the 

sum of t, and t,. 

A numerical measure of diode snappiness can be achieved by taking the ratio 

of these two time periods. Various authors use this method but define the 

ratio differently. Thus Vitins et al [165] and Ramsbottom [160] have used the 

ratio of K=t,/t,. The alternative ratio of S = t,/t, has been used by Chu et al 

[155], Eriksson et al [168] and Houston et al [206, 209] (see also [231]). 

These ratios are referred to as the t/t, or t,/t, ratios or they may be called 

the as softness ratio, softness factor, snappiness ratio, snappiness factor, wave 

shape factor or recovery factor [153]. 

For diodes undergoing normal reverse recovery in a simple LCR circuit these 

ratios can be used to both compare snappiness in different diodes and to 

predict the level of peak recovery voltage. 
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Figure 9(b) shows that: 

di, ele - (E16) 
dt © 

and 

di, Soe le - (E17) 
dt t, 

Defining S = t/t, - (E18) 

then from (E16) and (E17) 

=| - (E19) 
s S lal eal ael 

dt dt 

Now Vote = VL + V, - (E20) 

and V, my i di, - (E21) 
dt 

therefore V4, = Ce. di Vv; - (E22) 
dt 

By assuming a small circuit resistance, a substitution for L. may be made into 

(E22) by using equations (E8) and (E9) to produce: 

Ver = Ve - [1 + Gl, /et) / (dh /dt) J - (E23) 

From equation (E19), equation (E23) becomes: 

Vee Vp. Si) - (E24) 
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In theory these equations could be used by the circuit designer to predict the 

voltage overshoot. However, in practice the situation is much more complex. 

Figure 29(a) shows a diagram of an inverter [74]. During GTO turn-off, the 

diode commutation can be represented by the equivalent circuit shown in 

figure 29(b). The maximum circuit commutating dI/dt is governed by the stray 

circuit inductance and the level of forward current. 

Since V, = ly. do” - (E25) 

and V, = Ldljdt - (E26) 

then by combining (E25) and (E26) to eliminate V,, the following equation is 

produced: 

lye  Is (Le) - (E27) 

Equation (E27) can therefore be used to calculate the commutating dl/dt for a 

known circuit inductance and operating forward current (assume circuit 

capacitance is constant and substitute the value of stray inductance for the 

circuit inductance in the above equation). 

For a known circuit capacitance of 0.72yF and a 600A turn-off current, the 

variation of maximum circuit commutating di/dt with stray circuit inductance 

can be calculated and used to construct the graph shown in figure 30(a). 

Figure 30 (b) shows the variation of diode peak reverse recovery voltage for 

different values of stray circuit inductance. These curves were calculated 

assuming a snappiness ratio S equal to unity. 

Thus in the case when S = | then dl/dt = dl,/dt and therefore 

Vyur = L.dl/dt + V, - (E28) 

(where L, = stray circuit inductance). 
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FIGURE 29 

  

(a) Schematic circuit diagram of an inverter. 
(b) Equivalent circuit during diode snubber duty. 
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FIGURE 30 

Graph showing the variation of maximum commutating dl/dt 
with stray circuit inductance. 
Graph showing the variation of peak reverse recovery voltage 
with commutating dl/dt for different values of circuit 
inductance. 

COMMUTATING dI/dt ‘v! INDUCTANCE 

  

  

  

  

  

  

  

                      

  

x 4 6 Bee 8 10 

INDUCTANCE [uH] 

PEAK RECOVERY VOLTS v dl/dt 

(Ls 

0 : 200 400 

COMMUTATING dl/dt [A/us] 

Page 80



Since VJL, = di/dt - (E29) 

then Vpur = 2.L,.(dl/dt) - (E30) 

If a diode of voltage rating of 3.0kV is chosen then a 3.0kV line can be drawn 

on the graph shown in figure 30(b). The intersection of this line with one of 

the other curves represents the maximum safe di/dt for that value of stray 

inductance. 

Figure 30 provides information that can be replotted as a graph of maximum 

safe commutating dlI/dt and maximum allowable circuit commutating dl/dt 

against stray inductance as shown in figure 31. The intersection of the two 

displayed curves defines two operating regions: safe and unsafe. Generally 

practical recovery waveforms will generate less volts because of additional 

circuit components, but this exercise serves to illustrate that the diode may be 

operated in an unsafe region depending on the value of circuit components and 

in this case principally circuit inductance. 

The commutating dlI/dt to which a diode is subjected is primarily circuit 

dependent but the recovery dl/dt is predominately device dependent. Thus 

diodes of different types will have different softness factors and generate 

different recovery voltages when the same commutating dl/dt is applied in the 

same inductive circuit. Figure 32 shows calculated curves of device peak 

reverse recovery voltage for different values of softness factor to a constant 

value of circuit inductance. From this graph the maximum safe dl/dt (the dl/dt 

at which the peak reverse recovery voltage equals the diode voltage rating) 

can be plotted against softness factor. Figure 33 shows just such a variation. 

As the softness of the diode increases so does it’s maximum safe commutating 

di/dt. As the recovery dl/dt increases relative to the commutating dl/dt so the 

waveform becomes abrupt and eventually it can shock excite the circuit to 

generate voltage spikes in excess of the normal inductive voltage overshoot. 

A desirable diode characteristic is therefore a soft reverse recovery waveform. 

The cessation of the reverse current at a rate slower than the commuting dl/dt 
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FIGURE 31 

Graph showing the variation of maximum circuit dl/dt and critical di/dt 

with stray inductance. 
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FIGURE 32 

Graph showing the variation of peak reverse recovery voltage with 
commutating dl/dt for various values of diode softness factor. 
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Graph showing the variation of safe maximum commutating dl/dt with 
softness factor. 

FIGURE 33 
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produces a recovery current that is said to be soft. Many of today’s high 

power fast switching diodes are designed to have a soft recovery characteristic 

in which the reverse current slowly tails off. Such a reverse current tail is 

advantageous, since the recovered charge is less than for a diode of the same 

softness factor S but with a linear dl,/dt. 

Figure 34(a) illustrates that measurements of the t,/t, ratio in a diode with a 

soft recovery tail would produce a higher value of S than is realistic. To 

improve the usefulness of S, authors such as Houston et al [206, 209] specify 

the dl,/dt as being equal to the slope of a line from the peak reverse current 

lim to 0.25xl,,, (see figure 34(b)). This line is then extrapolated to the x-axis 

and t, is measured to this point. However as the complexity of the diode 

design increases, the reverse recovery current tail becomes more convoluted 

and the 0.25xI,,, definition becomes less relevant to V,,. as the maximum dl/dt 

occurs further away from the recovery current zero. 

Alternative points such as 0.5xl,,, [209] and 0.75xl,,, [162] have been suggested. 

Figure 35(a) shows how these definitions produce different t, times and thus 

different t,/t, ratios for the same diode. To try and resolve these drawbacks 

Balenovich et al [211] have used a definition of dl/dt based on the slope 

between I,,, (di/dt = 0) and the inflection point of the reverse recovery curve 

ie. dP/dt? = 0 - see figure 35(b). This definition gives a ratio of more 

significance in V,,, calculations but could prove difficult to measure in practice pkr 

as some waveforms are similar to that shown in figure 36(a), which has no 

inflection point to measure. For clarity a schematic diagram of this type of 

diode recovery is shown in figure 36(b). 

The parameter of primary importance in V,,, generation is dl,/dt. However 

direct accurate measurement of dl,/dt can be difficult, which is why 

manufacturers have in the past used time ratios. In triangular waveforms these 

time ratios are related to dl,/dt as follows: 

di/dt = (S").dl/de - (E31) 

Page 85



FIGURE 34 

  

(a) Diagram of soft recovery waveform. 
(b) Diagram showing derivation of softness factor. 
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FIGURE 35 

Diagrams showing alternative definitions of softness factor. 
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FIGURE 36 

  

(a) Sketch of oscillogram showing diode snap-off. 
(b) Diagram showing current waveform with no inflection point. 
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This relationship holds good for the simple waveform shown in figure 9(b) but 

not for many diodes in practical circuits where V,,, is also dependent on device 

circuit interactions. The primary use of such a ratio would be to compare two 

devices and from the snappiness ratio predict which device would produce the 

higher V,,,,- 

The disadvantage of time ratio definitions is that t, is always defined in terms of 

an average di,/dt when V,,,- is dependent on the maximum dl,/dt. For these 

waveforms equation (E24) is no longer valid and therefore such time ratio 

measures of snappiness are not very good indicators of the probable reverse 

recovery overvoltage under high stress conditions. 

A method [232] of avoiding these problems is by specifying diodes in terms of 

a softness factor € equal to the ratio V,,,/V,. Thus referring to the idealised 

recovery waveform shown in figure 9(b): 

Cade - (E32) 

and 

G= +s! - (E33) 

Unlike the K and S ratios the € ratio does not depend on the assumption that 

for an ideal triangular waveform: 

t/t, = {(dl,/dt)/(dl/dt)} - (E34) 

Thus the ratio € can be applied to curves found in practice. As the 

waveforms become more complex difficulties in defining dl/dt are not reflected 

in the V,,,/V, ratio. In addition € is relatively easy to measure. The advantage 

of the € measure is shown in figures 37 (a) and (b). Each of these waveforms 

has the same t,/t, ratio and thus this measure would not detect the large 

voltage spike in figure 37 (b). However, the ¢ ratio would have successfully 

identified the occurrence of a large voltage spike. 

The general term, snappy recovery is used to describe the generation of 
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Diagram of soft recovery. 

Diagram of snappy recovery. 
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voltage spikes, but it does not describe the mechanism by which they are 

produced. A voltage spike may be produced simply by applying a high enough 

commutating dl/dt to a device with a softness factor that would produce a 

recovery dl/dt sufficiently large to shock excite the circuit into generating such 

a spike. Alternatively a voltage spike may be caused by a sudden discontinuity 

in the recovery current waveform [5, 45, 88]. In such cases the reverse 

current suddenly chops or "breaks away’ [88] to zero. Such discontinuities are 

device dependent. 

Figure 10(c) shows a sketch of an oscillogram of diode current and voltage 

waveforms that are produced during diode snap-off. In this case the voltage 

spike is produced by a large recovery di/dt that is approximately linear. Figure 

38(a) shows a linear recovery current that has produced oscillations on the 

recovery voltage. These oscillations are not similar to those shown in figure 

10(c) but are a prelude to diode snap-off. 

Figure 38(b) shows a sketch of an oscillogram of current and voltage 

waveforms in a diode that is undergoing reverse recovery snap-off. The 

forward current pulse and commutating dl/dt proceed as in the normal 

recovery case until what is the expected recovery voltage is reached at which 

point a voltage spike is produced. The resulting rapid dV/dt shock excites the 

circuit producing a number of subsequent spikes. Figure 38(c) shows the same 

event on an expanded time base. The voltage spike is associated with a rapid 

change in di/dt. In this case the dl?/dt? is always positive and no inflection 

point exists. 

In figure 36(b) the maximum dl/dt occurs just before current zero and figures 

38(b,c) show current chop-off where dl/dt max occurs after a soft recovery 

waveform. This current ’chop’ effect after a soft recovery tail can be seen 

more clearly in figure 46(a). In such cases measurement of the S ratio would 

not indicate a problem (since the current step is so small). Use of the € ratio 

would, however, indicate this snappy behaviour of the diode. 

The above defined measure of diode recovery characteristic (i.e. €) can thus 

Page 91



FIGURE 38 

  

  

  

(a) Sketch of oscillogram showing normal recovery. 
(b) Sketch of oscillogram showing snap-off recovery. 

(9) Sketch of oscillogram showing current chop-off. 
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421 

be used to determine if a diode is exhibiting snap-off. As such, this exercise 

has fulfilled the stated aim (section 2.1) of interpreting the solution and 

expressing these conclusions in a readily understandable form. 

Formation of the problem into mathematical terms 

An overview of the reverse recovery process 

The following standard derivation [224] is dependent upon a non-inductive, 

resistive external circuit and a step change in applied bias [12] (see figure 39). 

Consider an N*NP diode in a forward biased state. Thus a forward current |, 

flows through the diode. At a time t = 0, this steady state condition is 

disturbed when a reverse voltage is applied to the diode to produce a reverse 

recovery event. Carriers moving by diffusion in the space charge neutral region 

are swept out of the diode in the reverse direction upon approaching the edge 

of the depletion layer. This reverse current is maintained until all of the stored 

charge is extracted from the base. 

Figure 39 shows the excess minority carrier distributions in a wide base diode. 

From t = 0 until t = t, the slope (dn,/dx) ,., is constant, corresponding to 

the rate of charge extraction that is limited by the external circuit. From t = 

t, to t = t, this slope, falls as the reverse current is device limited and the 

diode stored charge is used up. It should be noted that up until t = t, the 

diode junction, remains forward biased even though the diode current is 

negative. After t = t, the voltage becomes negative eventually equalling the 

applied reverse voltage. 

For a N*.P diode of unit cross-sectional area the continuity equation for 

electrons in the p-region can be written as: 

d (n - n,) = n-n - do die) - (E35) 

dt ac q dx 

where i,(t) is the current due to electron flow in the positive direction. 
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FIGURE 39 

Diagram showing the carrier distribution in a wide base diode. 
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Multiplying by -q (the electronic charge) and integrating over the p-region yields 

the following equation. 

Phas aay Pe f -q (n - n,) dx - (E36) 
t, n = 

Defining Q(t) as the excess stored charge in the p-region reduces equation 

(E36) to 

dQ) + Ot) - i,(W,t) = -i,(0,t) - (E37) 
dt Tt, n 

The quantity Q (t) is negative since it is associated with electrons. By defining 

an effective lifetime T; in the forward direction as: 

oO) = Of - in(W,t) ~ (E38) 

Then (E37) becomes (E39) by substitution of (E38). 

do) + Of) = = -i,(0,t) - (E39) 
dt Ty 

The total reverse current of an N*.P diode consists of current due to electron 

flow plus current through the depletion layer capacitance. Defining the average 

depletion layer capacitance as C*, modifies the charge control equation (E39) 

to: 

dO(t) + Qt) - CF. NG: = - i(t) - (E40) 

where the value of C*, is given by: 
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c= _| f’aoM”d - (E41) 
VV, vi 

The V, and V, are the limits over which the voltage across the diode varies. 

During the time interval that is circuit limited, the recovery dV/dt across the 

diode is small. 

Thus i, = Cred ee 0 - (E42) 
dt 

and dt) + OO = | - (E43) 
dt ty 

which can be solved to give Q(t) = Ip-T; - (Ip + |)).T-exp (-t/t) - (E44) 

(see reference [224]) 

Assume that in figure 39 the carrier concentration in the p-region at t > t; is 

nxt) = f(t) n(x) - (E45) 

Then it follows that the stored charge is directly proportional to the reverse 

current. 

Thus Qt) = - i(t) . TR - (E46) 

Where Tp is an effective reverse biased lifetime. The excess stored charge at 

t=t, is given by - Ip Tp. By substituting this relationship into (E43) and (E44) 

the following equation is produced. 

t= |. [ In (1 + (Iplle)) - In (1 + (t/t) ] - (E47) 

By measuring t, for two values of I,/I, the parameters T, and Tz can be 

determined. 
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If during the time period t; (i.e t=t, to t=t,,.) dV/dt is not small then the 

current flow through C*, cannot be neglected. If the diode circuit has an 

external resistance R then 

dv(t) = - R di(t) - (E48) 

Substituting this relationship into equation (E46) and (E40) yields 

dit) . {(T, + RC*, + i(t).(1 + [tp/t])} = 0 - (E49) 
dt 

at t =t, i(t) = - Ip 

hence — i(t) =- |, . exp{-(t - t/t} - (E50) 

where T =T + Ree - (E51) 

I+T It; 

The fall time measured to 10% of the initial value of reverse current is written 

as: 

t= 2.3 (t + R.C*) -(E52) 
l+t/% 

Thus the recovery characteristics of a diode are determined by the minority 

carrier lifetime, the transit time, the forward current, the reverse current, and 

also the external circuit parameters. In addition the fabrication method 

determines T, and thus influences the diode performance. 

In high power, high voltage snubber diodes diffused junctions are used. Thus 

the onset of recombination effects in the end regions are not as rapid as in 

alloyed devices. Diffused diodes therefore, tend to have a soft recovery 

characteristic under low stress conditions. 
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4.2.2 A capacitive model of the diode 

The following derivation and discussion differs from the standard argument 

outlined in section 4.2.1 in that the commutation process is assumed to occur 

in a non-resistive, inductive circuit with a varying reverse bias (see figure 10). 

Referring to the diode turn-on/turn-off waveform shown in figure 21 (a), it can 

be seen to have a variable impedance. This non-linear impedance can be 

represented by the equivalent circuit shown in Figure 40 (a). Here the ohmic 

resistance is represented by a variable resistor and the stored charge is 

represented by a variable capacitor. In a diode the depletion layer can thus be 

physically represented as a parallel plate capacitor. Thus: 

Q = Cy + Va - (E53) 

where Q, = Diode stored charge 

cy = Diode capacitance 

Va = Voltage across diode 

This basic equation can be used to relate the diode stored charge to the 

product of the voltage drop across the depletion layer and an equivalent 

capacitance. Differentiation of the above equation yields an expression for the 

diode current lj. 

Thus: 

Ng = dOo 0 = C. dVa + Va dC, - (E54) 
dt dt dt 

This equation expresses the fact that after the start of diode recovery there 

are two components of diode current. The first component is that of the well 

known C.dV/dt current. The second component is that due the variation of 

diode capacitance during switching. 
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FIGURE 40 

(a) Diagram showing equivalent circuit of diode. 

(b) Diagram of circuit to measure diode capacitance. 
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The need for a variable capacitance in the equivalent circuit was indicated by 

published work [166,167,173,187] and was confirmed by measurements made 

on a reverse biased diode using the circuit shown in figure 40(b). A 

commercially available electrical component tester capable of measuring, 

inductance, resistance and capacitance was used to measure the capacitance of 

two isolating capacitors connected in series with the diode under test. Since 

the values of discrete capacitance are combined reciprocally then when C,,,, is 

combined with Cyi.ge the following equation holds true. 

lee eI) + aaah cote tin - (E55) 
Cineas Cisot Ceiode Sisot 

where Cres = Total measured capacitance 

Cy = Isolating capacitance 

Cara Diode capacitance 

The above equation can be rearranged to form: 

L = ine 2 - (E56) 
Coiode Cees Chor 

If C,., is large (E56) then reduces to 

[ere ! - (E57) 
Coiode Cras 

Because the value of C,,,, was chosen to be large (20uF) relative to Cy. 

these discrete capacitors presented a low impedance path to the ac test signal. 

Conversely these capacitors present no de path. This isolates the capacitance 

measuring instrument from the high voltage bias applied across the diode. Thus 

as the reverse bias voltage was altered the diode capacitance could be 

measured. 

It can be seen from the curves in figure 41 that the reverse bias capacitance of 
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FIGURE 41 

Graphs showing the variation of diode capacitance with applied voltage. 
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a diode varies with the magnitude of the reverse bias. Thus in equation (E54) 

the Vy . dC,/dt current is produced because capacitance varies with voltage 

and voltage is varying with time. By using the substitution; 

dc, = dc: wv, - (E58) 
dt dV, dt 

equation (E54) can be rewritten as 

la = Ny. | Cy + Va SCY - (E59) 
dt dV, 

The above equation is a clear statement of how the diode current is produced 

after junction recovery. 

To investigate if the variation of capacitance was a ‘real’ effect, the variation of 

voltage and current with time was carefully measured for a diode undergoing 

reverse recovery. At each measurement point three items of data were 

recorded i.e. current |, voltage V and time t. Thus at point one, V = V,, | = 

||, and t = t,. Similarly at point three, V = V3, | = |; and t = t3. To 

determine the pseudo-capacitance of the diode at t = t, the rate of change of 

voltage was first calculated at that point. In this case: 

ea vay, - (E60) 
dt t-t 

Since C =I. (dV/dty! - (E61) 

ainen | Coe Ab i203) - (E62) 
Vv, = V3 

By suitable interchanging of the above subscripts the variation of diode pseudo- 

capacitance with time can be plotted. Equation E61 holds true for a simple 

capacitor. Figure 40(a) shows that as R becomes very large the diode can be 

considered as a simple R-C network. Thus measurement of the voltage Vy 
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includes the voltage drop due to contact resistance. Such a calculation also 

includes measurement errors and a distortion factor due to the phase shift 

between current and voltage signals. The term pseudo-capacitance is therefore 

introduced to differentiate between true diode capacitance and the ratio 

ig:dV/dt. Thus graphs showing the variation of pseudo-capacitance with time 

are intended to indicate that capacitance variations occur and to illustrate the 

differences between diode recovery types. 

Figure 42(a) is a sketch of an oscillogram showing a diode undergoing normal 

(soft) reverse recovery. Using the method described above the variation of 

diode pseudo-capacitance with time was plotted. Figure 42(b) shows such a 

plot for a diode undergoing normal reverse recovery. The data points are 

highlighted by symbols to allow the accuracy of the calculation to be seen. By 

comparison with figure 42(a) the reader can see how close this approximation 

is to the actual current/voltage traces. The diode pseudo-capacitance is 

relatively constant (slightly reducing with time) during the circuit controlled 

phase of diode recovery. During the diode controlled phase of recovery, the 

pseudo-capacitance increases, reaching a maximum at the peak reverse 

recovery voltage. It is at this point where snap-off can occur. In this case 

the diode current does not rapidly fall to zero but rather slowly decays to 

zero. This soft recovery current tail can be explained in terms of the diode 

pseudo-capacitance. At the peak reverse recovery voltage the C,.dV/dt current 

is zero but the magnitude of the pseudo-capacitance is at a maximum. There 

is thus a V.dC,/dt current that prevents a current chop-off phenomenon. 

Referring to figure 43(a) the variation of pseudo-capacitance with time is 

replotted. Using this graph as a basis for calculation, a graph showing the 

variation of dC,/dt with time can be constructed as shown in figure 43(b). 

Thus there is a rapid variation in pseudo-capacitance aiding the soft-recovery 

characteristic of the diode. 

The variation in pseudo-capacitance during a normal diode recovery was then 

compared with the variation in pseudo-capacitance during snap-off recovery. 

Figure 44(a) is a sketch of an oscillogram showing a diode undergoing snap-off 

recovery. Figure 44(b) is graph showing the approximate recovery curves 
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FIGURE 42 

  

  

  

  

  

  

                  
  

  

  

  

  

  

  

  

  

  

  

  

  

                          

(a) Sketch of oscillogram showing normal reverse recovery. 

(b) Graph showing variation of voltage current and diode 

pseudo-capacitance with time for normal reverse recovery. 
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FIGURE 43 

Graphs showing variation of diode pseudo-capacitance and dC/dt with 

time. 
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FIGURE 44 

Sketch of oscillogram showing diode snap-off. 
Graph showing variation of voltage,current and pseudo- 
capacitance with time. 
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reconstructed from data points measured on figure 44(a). The shape of this 

curve is very different from that in figure 42(b). Here, oscillations are present 

on the calculated capacitance waveform, and at the peak reverse recovery 

voltage the diode pseudo-capacitance is at a minimum, not a maximum as in 

the normal recovery case. However, there are some similarities between 

figure 42(b) and 44(b). Both graphs show a peak in the diode pseudo- 

capacitance followed by a decay to zero capacitance. The difference between 

normal and snap-off recovery is that in the later this capacitive peak occurs 

before peak reverse voltage and then decays away to zero at V,,,.. Thus at 

time t = 0.45 ys, when the current waveform can either become abrupt or 

soft there is only a very small C,.dV/dt current and a very small V.dC,/dt 

current. With only a small capacitive current contribution, the reverse 

recovery current ’chops’ suddenly to zero producing a large L.dl/dt 

overvoltage. 

Referring to figure 45(a) the variation of snap-off pseudo-capacitance is 

replotted with time. Using this graph as a basis for calculation a graph showing 

the variation of dC,/dt with time was constructed as shown in figure 45(b). 

Thus there are rapid oscillations in the dC,/dt decaying away to zero at peak 

reverse recovery voltage. 

The variation in pseudo-capacitance during snap-off recovery was then 

compared with the variation in pseudo-capacitance during snap-off recovery in 

the presence of a diode snubber network. Figure 46(a) is sketch of an 

oscillogram showing a diode undergoing snap-off recovery with a snubber 

network. Figure 46(b) is a graph showing the approximate recovery curves 

reconstructed from data points measured on figure 46(a). The shape of the 

pseudo-capacitive curve is similar to that of the normal recovery curve shown 

in figure 43(b). There is a peak pseudo-capacitance that then decays and 

switches sign from negative to positive. In addition there are reduced 

oscillations on the pseudo-capacitive trace prior to the capacitance peak. 

However there are also some similarities between figure 46(b) and 44(b). In 

both cases the capacitive peak occurs prior to the peak reverse recovery 

voltage. In figure 46(b) at time t = 0.45 ps the current waveform can either 
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FIGURE 45 

Graphs showing variation of diode pseudo-capacitance and dC,/dt with time 

for a diode undergoing snap-off recovery. 
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FIGURE 46 

(a) Sketch of oscillogram showing diode snap-off with a 

snubber network. 

(b) Graph showing variation of voltage, current and pseudo- 

capacitance with time. 
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become abrupt or soft. At this point there is still significant C,.dV/dt current 

and also V.dC,/dt current. Thus the diode reverse current is supported and 

the recovery is initially ‘soft’. Referring to figure 47(a) the variation of snap-off 

pseudo-capacitance with a snubber network is replotted with time. Using this 

graph as a basis for calculation, a graph showing the variation of dC,/dt with 

time was constructed as shown in figure 47(b). It can be seen that when the 

diode capacitance drops to zero, dC /dt also falls to zero. Thus both the 

C.dV/dt current and the V.dC/dt are minimal at the same time. This causes 

the reverse current through the diode to collapse producing a sudden increase 

in di/dt. The L.dl/dt overvoltage is limited by the snubber network. 

Referring to equation (E59) it can be seen that calculation of the |, : dV,/dt 

ratio is equal to the sum of capacitance C, plus the product of Vj and 

dC4/dV,. 

Defining Cy = BV,” ....[226] - (E63) 

where 8 = a constant 

then dC, = A. BN - (E64) 

WV 

Substitution of equation (E64) in equation (E59) gives the following expression: 

I is Wy. (Cy - 48.V 5") - (E65) 
dt 

Assuming the parallel plate capacitor equation can be applied to the diode 

capacitance, then: 

on = c.AJW ~ (E66) 

where Cy = Diode capacitance 

€ = dielectric constant 

A = Diode junction area 

Ww = Depletion layer width 
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FIGURE 47 

Graphs showing variation of diode pseudo-capacitance and dC/dt with time 

for a diode undergoing snap-off recovery with a snubber network. 
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By combining equations (E63) and (E66) to eliminate C, an expression for Vy 

can be formed. 

Thus Vy = B2.W? - (E67) 

2 A? 

Substitution of equation (E67) into (E65) yields the following expression. 

la = Wy - (Ci) - (E68) 

By defining 2C, = C, then calculation of C, using the ratio |: dV,/dt would 

seem to be a valid method of plotting the variation of diode pseudo- 

capacitance with time. In the general case of: 

Cy = BV" where n < | - (E69) 

then calculated capacitance C, would be related to the parallel plate 

capacitance by the following relationship. 

Cc, = C,/constant - (E70) 

The value of the constant would be related to ’n’ (in practical diodes ’n’ can 

be = 0.3). Thus C, is a simple fraction of C, and therefore can be used as 

an indicator of change of capacitance. 

An expression demonstrating how excessive voltage excursions are produced 

can be constructed by using the substitutions of: 

My = dvs. dW - (E71!) 
dt dw edt 

and =dCy = dc, . dW - (E72) 
dt dw edt 

Page 112



then the equation (E54) can be expanded into the following expression 

Vee) =e aw SO, Vi + VY, . sc, - (E73) 
dt dw dw 

Substitution of equation (E67) for V, and equation (E66) for C, produces the 

following expression: 

= B? . dW - (E74) 
cA dt 

Thus the diode current is proportional to the propagation velocity of the 

depletion layer width. 

Equation (E74) can now be used to relate the movement of the depletion layer 

to the peak reverse recovery voltage. 

Now 9 Vie = V+ V, - (E75) 

where Vy. = the peak reverse recovery voltage 

Vv = the overvoltage due to inductance 

Ve a the equilibrium recovery circuit voltage when transient 

voltages due to the inductive effect have receded. 

Ths Vy = kk. gd. + eed, - (76) 
dt dt 

During diode recovery, the recovery current |, is equivalent to the diode 

current Ij. Thus by substituting equation (E58) for |, the following expression 

is obtained. 

Vow = be - B. PW + dl, -(E77) 
eA dt? dt 
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4:23 

Now from equations (E26) and (E32) it can be seen that: 

G=1+ ® fea, -(E78) 
L. . (dl/dt) dt? 

Thus the peak reverse recovery voltage is dependent upon the acceleration of 

the depletion layer, the commutating dl/dt and a constant ®; where © = L. 

B7/eA, The previously described experimental evidence partially supports this 

equation since L., 8, A, and di/dt have all been shown to influence V,,,- 

Reduction of (E78) yields the following expression. 

C= ia c . PW -(E79) 
(dlydt) de 

where [ = BEA, 

Thus the snappiness of the diode is dependent upon the acceleration of the 

depletion layer during switching. From equation (E79) it can be seen that the 

quantity € is independent of circuit inductance. This is partially supported by 

the experimental evidence. Figure 16 shows that up to dl,,,/dt, € is indeed 

independent of L.. 

The determination of important physical parameters 

A classic description of diode reverse recovery phenomena _has previously been 

published by Benda and Spenke [50]. Other workers have taken this 

treatment as their starting point and developed a pin diode model for both the 

turn-on and turn-off transient [91]. These initial analytical calculations were 

augmented by a study in which the turn-off transient was treated numerically 

[141]. The importance of these studies was the insight given into the physical 

phenomena in diodes during switching rather than their ability to provide 

readily available and accurate results that could be used for simulations. The 

equations involved and calculations required, have proved too complicated and 

time consuming for the ready application to analysis and optimization of a 
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4.2.4 

special circuit. For such simulations a charge control model has been 

developed [233] and refined [220]. 

By employing the model suggested by Schunemann and Muller a simple p-i-n 

charge control model was constructed and then implemented as a software 

package for computer calculation. It was hoped that such a model would 

identify which parameters are important during switching events. By also 

identifying which parameters were unimportant an indication could be obtained 

as to what parameters could be omitted or reasonably be classed as a 

constant during the implementation of a simulation model. It was thought that 

this study would aid in the construction of a numerical model. 

Construction of the p-i-n model 

The equations derived in Appendix A can be assembled into a form suitable for 

computer evaluation. The first step is to define the known parameters. i.e 

Hy = electron mobility = 1350 cm? V's! 

k = Boltzmann constant = 138x107 kK! 

q = electronic charge = 1.602 x 10'9 ¢ 

The junction temperature (T) can be assigned a number of values i.e 0 to 

400K. These calculations can therefore be used to evaluate the effect of 

temperature on recovery time. The intrinsic layer width (W,) can also be 

assigned a range of values i.e 0 to |0um. Therefore these calculations can be 

used to evaluate the effect of intrinsic base width on recovery time. 

First calculate the intrinsic layer diffusion constant thus: 

D = diffusion constant = 1-k.T/q 

The next step is to calculate the intrinsic layer diffusion length L, .For example 

by defining the intrinsic layer charge carrier lifetime as T, =8 ps, 
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thenL, = k.T..7; 
q 

Similarly calculate L. = diffusion length of holes in n contact layer 

Lu = k.T.u.t. 

q 

In the above equation the following are defined as: p, = 480cm?.V"'.s! and 

T=8 1s (all other parameters have previously been defined). 

As an aid to numerical calculation the next step is to define arbitrary variables 

as equal to the parts of equation (AI3) in Appendix A. Thus: 

xX = & LL. t.tnhwt) - (E80) 
Le 7 

By using the variable ’X,’, ’Y,’ can then be calculated where Y, is used later to 

calculate the steady state charge. Then: 

ve = pe) see - (E8!) 
2.L..g.P A, 

P. = doping concentration at the contact layers an estimate of this 

value is ~ 10!? cm. 

A = cross-sectional area of the diode 

The area A can be defined but since J, < 10? A/cm 

and Je = WA, where |, = forward current prior to switching 

“A may also be defined in terms of the ratio ly/J There is a lower limit on 

this value imposed by the maximum current density. If J; exceeds 10? A/cm 

then the above equation for Y is no longer valid and other relationships must 

be employed [148]. Hence Q.,. can be calculated using: 

Qe y=) AgPLy2 ~ (E82) 
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Qo = oid... A.gP.L?  . 2 tanh (W/2.L) 
Le 

The recovery time is then determined by the choice of reverse current since: 

t3 a Q/le 

Therefore the variation of t; with the ratio l/l, can be investigated. The 

reverse current I, is limited by a similar relationship to that of |,. 

Jr < 10°? where Jp = IA; 

Once the above equations have been evaluated then to calculate the diode 

voltage at t; the variable s must first be calculated by either the trapezoidal or 

triangular equations. The variable ’a’ is used as a test to decide if the carrier 

distribution is triangular or trapezoidal. 

Using a = W, - (4.D,.0,,) 

Wp 

Then if a > 0 use trapezoid distribution and 

  

where t,3 = t+ aO, 

W,.lp 

andt, = 2D.0,2 

W?.IR? 

If however a < 0 then the triangular distribution is used hence 
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4.2.5 

  

s(t) Se N/a de 
2 4 

where Q, (t,) = W2ule 
8D, 

and % on Coe Ww? 
Ik 8D, 

  

[Wal ee 
3 

The dielectric constant © = 11.9 x 8.854 x 10°? Fim! 

and the field independent carrier mobility 1, ~ 1350 cm?.V"'.s! 

Results of the computer calculation 

Using the equations described in Appendix A and section 4.2.4 a computer 

programme was produced. By systematically altering input parameters i.e. the 

reverse current etc, then graphs could be plotted showing the variation of 

diode voltage and recovery time with reverse current etc. 

Figure 48 shows the variation of diode recovery time with reverse current for 

various ratios of reverse current to forward current density. It can be seen 

that generally as the reverse current is increased so the recovery time of the 

diode decreases. This is an expected result since: 

ce = 2.Qiflim -(E83) 
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FIGURE 48 

Graph showing the variation of recovery time with reverse current. 
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In addition practical experience indicates that, the higher the value of reverse 

current that is drawn the quicker the stored charge will be extracted and the 

quicker the diode will recover. 

Curve Jp : Jp = 0.1 shows that as the reverse current is increased there is an 

asymptotic approach towards the x-axis. Thus to decrease the recovery time 

further the ratio between forward and reverse current needs to be altered. 

Figure 48 shows that as the ratio Jz : Jp increases then the recovery time 

decreases. It also indicates that a fundamental limit to recovery time exists, 

above which further increases in the ratio Jp : Jp and Ip have only a marginal 

effect. 

Figure 49 shows the variation of diode voltage with reverse current. This 

shows that the junction voltage increases as the reverse current increases. 

Notice that this calculation predicts that below a certain current no voltage will 

be produced. Physically, this illustrates that the slower the charge is extracted 

the lower the voltage will be. If no reverse current is drawn, no stored 

charge will be extracted. Thus the stored charge will decay internally by 

recombination and no voltage will be produced. 

Figure 50 shows curves produced with similar input parameters to figure 49, 

but with a quarter of the junction area. Comparing figures 49 and 50 shows 

that as the junction area is decreased the voltage increases. Figure 5! shows 

curves produced with the same input parameters as figure 50. Thus comparing 

figure 48 to figure 51 show that as the junctions area is decreased the diode 

voltage increases. Physically this is equivalent to increasing or decreasing the 

cross-sectional area of a uniformly resistive material experiencing a constant 

current flow. As the cross-sectional area is decreased the resistance thus 

increases and the ohmic volt drop thus rises. 

Figure 52 consists of curves showing how the diode recovery time varies with 

carrier lifetime. As carrier lifetime is increased so the recovery time increases. 

This is to be expected since experimental work has shown that: 
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FIGURE 49 

Graph showing the variation of voltage with reverse current. 
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FIGURE 50 

Graph showing the variation of voltage with reverse current. 
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FIGURE 51 

Graph showing the variation of recovery time with reverse current. 
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FIGURE 52 

Graph showing the variation of recovery time with carrier lifetime. 

6E-07 

uw n a 

il
 

ao 
Re
co
ve
ry
 

ti
me
 

9 

N > m t 2 NV 

° 

  

TC/TI=d 

  

To/TI".5 

  

mes 

  

si 

a 

hea 

aor 

TO/T1#. Gi 

aaa 

                

2£-06 4£-06 S£-06 8E-06 1E-0S 

Carrier lifetime vi 

JEMPERATURE=250 FORWARD CURRENT=100 AREA@ 1. JF=100 Jk=50 

Page 124



te = dT -(E84) 

The multiple curves also demonstrate that as the carrier lifetime ratio T/T; 

decreases so the diode recovery time decreases. 

Comparison of figures 52, 53 and 54 shows that the recovery time decreases 

with increasing temperature. This is an unexpected result since the stored 

charge in a diode is a strong function of temperature. However in practical 

cases the recovery time of ultrafast diodes (i.e those devices manufactured 

using some carrier lifetime killing technique) is generally a weak function of 

operating conditions. It would be expected therefore that as the carrier 

lifetime is increased the effect of temperature is more pronounced. 

This expectation coincides with the results shown in figures 52, 53 and 54. A 

physical interpretation of this would be that as the temperature of the charge 

carriers increases so does their velocity due to the following equivalence. 

734.7 = 1/2.m.ve2 - (equipartition of energy equation) -(E85) 

where m, = mass of electron 

Ve = electron velocity 

Thus the diffusion velocity near the junction boundary increases with 

temperature, carriers are therefore extracted more rapidly reducing the 

recovery time. At the same time as the temperature of the device is increased 

the stored charge increases and thus the recovery time should increase. The 

actual recovery time is a function of these conflicting trends. 

Figure 55 shows the variation of recovery time against diode base width for 

three different temperatures. These results are in agreement with those 

previously presented in figures 52, 53, and 54. The curves show that as the 

temperature increases the recovery time decreases. However, this is a weak 

effect. Figure 57 also shows that as the base width of the diode is increased so 

the recovery time increases. This relationship has a physical explanation in that 

by increasing the diode width, the volume of silicon and thus the stored charge 
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FIGURE 53 

Graph showing the variation of recovery time with carrier lifetime. 
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FIGURE 54 

Graph showing the variation of recovery time with carrier lifetime. 
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FIGURE 55 

Graph showing the variation of recovery time with diode base width. 
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4.2.6 

4.2.6. 

is increased. Thus not only is there more charge to be extracted, but it has a 

greater mean distance to travel out of the base region. 

This ‘volume effect’ is more pronounced in figure 56. Here the curves show 

the variation of recovery time with diode base width for various diameters. As 

the silicon volume of the device increases so the recovery time becomes 

greater. 

Figure 57 shows the variation of recovery time with diode base width for 

various values of forward current. As the value of forward current is increased 

the recovery time also increases. 

Models of physical parameters 

The results described in section 4.2.5 demonstrated that important diode 

recovery parameters are carrier lifetime and device geometry. Carrier lifetime 

is determined by the rate of electron/hole recombination. Thus descriptive 

equations of the recombination process are required if carrier lifetime effects 

are to be taken account of. The device geometry is a significant factor in 

determining the rate of charge extraction. To account for this effect 

descriptive equations are required for carrier mobility. 

| Recombination 

In a semiconductor crystal shared valence electrons forming a covalent bond 

can ‘escape’ after receiving energy (e.g. from a phonon) to produce a free 

electron and a hole in the bond. This hole can be treated as a positively 

charged particle. The reverse process when a free electron is ‘caught’ by a 

hole is called recombination. An electron does not combine with a hole 

directly but must first be caught by a trap (usually a discontinuity or dislocation 

in the lattice structure). When a hole is then caught by the trap, carrier 

annihilation then occurs as the free’ electron combines with the hole to form a 

covalent bond. This type of recombination is known as Shockley-Hall-Read 

combination [33, 31, 250, 251, 253, 254, 34, 92]. Electron/hole annihilation can 
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FIGURE 56 

Graph showing the variation of recovery time with diode base width. 
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FIGURE 57 

Graph showing the variation of recovery time with diode base width. 
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also occur due to the Auger process [27, 255, 256]. In this process the 

energy released due to recombination is not released into the lattice in terms 

of a temperature rise but is transferred to another electron. These two 

recombination processes are the most important for high power devices. From 

the published work quoted above the following equations can be stated: 

Begg” Sy ene nb et ad 2 (E86) 
Tu(P +P) + Tp-(N + m) 

Where Ryp = Shockley - Hall - Read recombination rate. 

p = Hole concentration 

n = Electron concentration 

n, = Intrinsic carrier concentration 

T, = (c,) - Nz)! , Electron lifetime for energy level | 

Chi = Electron capture rate for energy level | 

Ny = Trap concentration 

Pi = Hole concentration if E; = E;, 

To = (q, - N,)' , Hole lifetime for energy level | 

pI = Hole capture rate for level | 

ny = Electron concentration if E; = Ey; 

E, = Fermi energy level 

Er, = Trap energy level 

Equation E86 refers to traps introduced by Gold diffusion. This process 

introduces two main energy levels between the valance and conduction band. 

Since level | is dominant, only this energy change is incorporated into the 

equation. 

The Auger recombination rate is given by: 

Reus = (p.n - n?)(c,n + cp) - (E87) 

where c, = 2.8 x 107! cm® s! 

c, = 9.9 x 10%? cmé s! Pp 
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The total recombination rate is the sum of the Shockley - Hall - Read and 

Auger rates. Thus the total recombination rate R, is given by: 

Ro = Rsur + Rauc -(E88) 

The carrier lifetime is related to the recombination rate by the following 

equations: 

T, = (n-n,)/ R -(E89) 
and 

T = (P-P)/R -(E90) 

where n, and p, are the electron and hole equilibrium concentrations. 

4.2.6.2. Mobility 

The drift velocity of both holes and electrons in an electric field are related by 

a proportionality parameter termed the carrier mobility [51]. Hence: 

< I n ByE ~(E9!) 

2 Bp -(E92) < I 

Although for simplicity many workers assume the carrier mobility to be 

constant, in reality this is not the case. Variations in the carrier drift velocity 

are caused by scattering events as the carrier passes through the 

semiconductor lattice structure. Thus scattering can be caused by: 

!) Impact with atoms in the crystal lattice of silicon. 

2) Impact with ionized shallow impurity atoms. 

3) By colliding with another free carrier. 

The velocity of charge carriers also saturates for high electric fields and this 

condition can exist with high stress transients during switching. Lattice 

scattering is a function of temperature. This is because as the lattice 

temperature increases so the vibration of the lattice and thus its collision cross- 

section is increased. Thus the probability of a collision increases while the 
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carrier mobility decreases. The magnitude of this effect can be calculated using 

the following equation [258,61]. 

iy = wer) -(E93) 

where jy = lattice mobility (scattering due to lattice/carrier collisions) 

ie, = lattice mobility at 300K 

es = 300K 

iC) = - 2.2 

There is also a correction to be added to the above equation due to ionized 

impurity scattering. [259, 260]. As the concentration of ionized impurity 

increases the carrier mobility decreases since the probability of a scattering 

event goes up. This relationship is also dependent on temperature. The 

Brooks-Herring formula [258, 259, 260] can be used to calculate the ionized 

impurity mobility y1;. Thus: 

I 

  

n= AS [ In (I1+G,.T?/N,) - _G,T? | z (E94) 
No Np+G,T? 

where jy = ionized impurity mobility 

A = 4.61 x 10! cm!.V's'.K3? for electrons 

& 1.00 x 10!7 cm'.Vl.s.K3? for holes 

Nn = Shallow impurity concentration 

G, = 1.52 x 10!5 cm?.K? for electrons 

& 6.25 x 10'* cm?.K? for holes 

The carrier/carrier scattering effect can be compensated for by using the 

following equation [90]. 

Hee = H.T!S (pn) °° (In(l+ ZT? (npy®*)y! -(E95) 

where H = 2.00 «10! em! Vis KS 

Z. = 8.28 x 10° cm? K? 

ti = carrier-carrier scattering mobility 
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4.2.7 

The three types of mobility corrections can be combined to yield the following 

suite of equations. 

® = { 6p (ry! + wet)! 4 -(E96) 

FAQ) 2 preg (025e - 0.025 -(E97) 
1 + (0/1.68)'8 

and therefore 

I u ur f (®) ~(E98) 

The fundamental semiconductor device equations 

From studies in the previous chapters it is thought that the variation of diode 

capacitance plays a significant role in the generation of voltage spikes. This 

capacitance variation is dependent upon the movement of depletion layer 

boundaries. The study outlined in section 4.2.2 demonstrates that the generated 

voltage spike is specifically dependent upon the rate of change of depletion 

layer propagation velocity. As a starting point for the calculation of transient 

capacitance, Poisson’s equation can be used. 

V¥ = gq. (mpN) -(E99) 
€ 

To make a complete evaluation the hole and electron continuity equations [59] 

should also be used to obtain a solution. 

V. (upp.V ¥ + D,.Vp) = R, -(E100) 

and V. (u,n-V ¥ - D,.Vn) = -R, -(E101) 

Here p and n are particle numbers of holes and electrons respectively, 1, and 

LM, are the corresponding mobilities. Hence the need for expression given for 

mobility in section 4.2.6.2. R, is the recombination term, N the doping profile 

and * is the electric potential. An expression for the recombination term is 

given in section 4.2.6.1. This gives a system of three scalar equations for three 
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quantities ¥, n and p [262]. In the above system the dependent variables are 

*f, n and p. These dependent variables can be changed to provide a more 

linear set of equations that are also more matched in terms of ’scaling’. 

The scaling of variables to obtain dimensionless quantities assists in the 

numerical computation [261]. Thus electrostatic potential can be scaled by the 

thermal voltage U; such that ¥; = ¥/U;. Similarly carrier concentrations can be 

scaled by the order of maximum doping concentration N,, to give Pp = 

P/ N,,. The mobility can be scaled by a constant p, so that py, = p/p. 

One set of variables that have been used successfully in numerical computations 

is that of ¥, 6, and ¢,. The terms , and @, are called quasi-fermi potentials 

and are related to the carrier concentrations via expressions derived from the 

classical Boltzmann approximation to Fermi-Dirac statistics. Thus: 

Ss Il n, exp [0 (¥- $,)] - 102) 
n, exp [0 (9, - ¥)] - (E103) uv Il 

where 0 = q/ k.T 

The advantage of using these variables is that they are all of the same order of 

magnitude reducing the risk of computational overflow/under-flow errors during 

numerical evaluation. In addition equations (E102) and (E103) guarantee that 

the carrier concentrations will always be positive - even in the presence of 

numerical errors. The major disadvantage is the exponential non-linearity in all 

three equations. Since @, and @, depend exponentially on applied voltage, 

they are highly unusable in practical calculations exceeding 1000 Volts for V,. 

Thus , and ¢, are unsuitable for snap-off calculations where voltages 

produced are measured in thousands of volts. There are other possible sets of 

variables, but basically there exists a trade-off between the exponential 

character of the unknowns to the non-linearity of the equations. Linearisation 

techniques [84] can greatly simplify the solution strategy. Solving linear 

equations generally involves less computational effort than solving non-linear 

equations. 
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4.3.1 

4.3.2 

Solution strategy 

Introduction 

A literature survey was undertaken to assess the suitability of various solution 

strategies [47, 48, 53, 56, 58, 72, 78, 80, II1, 119, 134, 201, 208]. 

Commercially available software was also assessed [68, 107, 108, 109, 181]. 

This survey covered both device modelling [86, 120, 121, 133, 225] and 

device/circuit interactions [85, 100, 99, 102, 103, 105, 157]. The finite element 

method was chosen for further investigation and various iterative methods [49], 

matrix ordering techniques [1 17, 118, 135] and convergence considerations [55] 

were studied. 

History of semiconductor device modelling 

In the days before powerful digital computers were generally available analytical 

techniques with closed form solutions were used to solve semiconductor 

problems. Workers such as Shockley [139] pioneered the segmentation 

approach of dividing the device into small areas over which linear 

approximations could be applied. Such a technique provided a basic insight into 

device behaviour but was unable to offer the accurate solutions that were 

required for device design and optimisation. The demand for a more rigorous 

solution could only be satisfied by using a numerical technique applicable to 

solution by computer. 

Early numerical simulations such as Gummel’s steady-state transistor simulation 

[67] were one dimensional in nature. De Mari [224, 248] and Scharfetter et al 

[249] were also limited to one dimension due to the then available computer 

power. Advances in computer technology enabled two dimensional models 

with more realistic descriptive equations to be developed. Slotboom’s model 

[245] for a npn bipolar transistor was one of the first two dimensional models 

used to investigate spreading and surface effects. This type of model allows 

non-planar devices to be more rigorously investigated. Thus such important 
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4.3:3 

phenomena as current crowding in thyristors can be accounted for by use of a 

two dimensional model. 

Large scale devices such as high power thyristors, GTO’s and snubber diodes 

have significant three-dimensional effects. Carrier spreading and differential 

heating, significantly influence the performance of large devices. Thus for a 

rigorous solution a three dimensional model is desired. Present day three 

dimensional models are predominantly concerned with the analysis of small 

geometry VLSI devices. Hence, much of the available information on three 

dimensional modelling is not applicable to high power large scale devices. 

A similar situations exists for two dimensional models. There is a sparse 

amount of information available on the modelling of high power diode reverse 

recovery. In addition, the published work that is available is based upon 

performance in simple circuits i.e. resistive and non-inductive. Such work is not 

applicable to practical GTO circuits that present the snubber diode with an 

inductive, low resistance environment. Circuit inductance plays a significant part 

in determining the diode performance as outlined in section 3 and illustrated by 

comparison between the derivations in sections 4.2.1 and 4.2.2. Therefore in 

order to produce such a device model some significant software development 

was required. 

Successive and simultaneous strategies 

In a transient analysis, space discretization and time integration yield the 

following coupled non linear system [86]. 

Fy C10. Os — a 10mN (E104) 

F, (fbn >) = 0 - (E105) 

FE CO. Oe) =) 0 = (E106) 

Here the argument t™ and the superscripts m are omitted for simplicity. A 

similar system will be obtained at each bias point for a steady state problem. 
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Hence in each case 3 N non-linear equations have to be solved. In the 2- 

Dimensional case the number of grid points N is usually between 300 and 

4000. Thus solution of the problem is very time intensive, therefore it is 

important to choose an efficient numerical algorithm to optimize the solution 

time. 

In the simplest case, each differential equation is decoupled and solved 

successively. Initially the Poisson equation is solved assuming known quasi-Fermi 

levels. The solution of ¥ is then used to solve the carrier continuity equations. 

This sequence is then repeated iteratively to produce a set of self consistent 

values. This method was pioneered by Gummel [67] and a schematic diagram 

of this procedure is shown in figure 58(a). 

This method has many advantages [110] - not least is its economy of storage 

space required during the solution of three dimensional structures. It is also 

known to converge quite well if the coupling between the three equations is 

weak. Also if the first guess of the quasi-fermi potential of the majority 

carriers is good enough then the first cycle of the iteration is close to the 

exact solution. 

When using Gummel’s algorithm, solution of the three equations is usually 

achieved by an iterative method since each equation is non-linear. The 

technique normally used is Newton’s method. This method has the advantage 

of quadratic convergence and thus decreases the solution time. Although simple 

and robust the Gummel scheme also has some disadvantages. As the three 

equations become strongly coupled the convergence of the solution becomes 

slow. Thus for low levels of carrier injections Gummel’s method converges 

well, but as the minority carrier density approaches the majority carrier density 

this convergence slows down [204, 237] since in this case the carrier continuity 

equations are linked via the electrostatic potential. In addition simulations 

involving transients can experience increased coupling due to displacement 

currents. 

In modelling the snap-off of a snubber diode a transient simulation will be 
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FIGURE 58 

(a) Schematic diagram of Gummel Algorithm. 
(b) Schematic diagram of simultaneous solution. 
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required and also high level injection conditions may also prevail in some 

circumstances. Thus the successive solution method does not appear suitable 

for diode snap-off simulations. The convergence problem can however, be 

overcome by solving the equations simultaneously [214] rather than 

alternatingly. The simultaneous method has the advantage that the mutual 

coupling between all equations is taken into account by a quadratically 

converging overall Newton iteration. Figure 58(b) shows a schematic diagram 

of the simultaneous solution procedures. 

Although the simultaneous Newton method has advantages in terms of 

convergence, for computer implementation it does require a more involved 

Programme structure and an increased available memory (for storage 

requirements). 

Thus comparisons between these two methods [204] not only depend on the 

device to be modelled, its operating conditions, but also on the algorithms 

implemented for solving the linearized system of equations [89]. 

This method has been applied to a one-dimensional system [238]. In this case 

the linearized system can be solved by Gaussian elimination of LU 

decomposition. An appropriate ordering of the columns and rows of the 

Jacobin yields a simple band matrix with mostly seven non-zero diagonals. 

Thus the implementation of special band solver routines can result in a memory 

reduction and a decreased solution time [239]. If the bandwidth of the Jacobin 

matrix is not excessively large this method can also be used on two-dimensional 

problems [240]. 

Engl [86] has published a diagram of a five diagonal band matrix as produced in 

a finite difference evaluations using the decoupled method. Assuming a 

rectangular grid of N, and N, grid lines in the x and y directions, for a direct 

elimination process, computation times and storage requirements are 

proportional to N,3N, and N,2N, respectively (taking into account the fill in of 

non zero coefficients within the band width N,). The threefold increase in size 

of the Jacobin of the simultaneous scheme produces an increase in the storage 
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and computation time of a factor of nine compared with one Newton step for 

each decoupled equation. Because of this, the simultaneous solutions 

approach requires a large computer resource. 

If an irregular grid is used the Jacobin matrix keeps some ’sparseness’ but 

looses the simple band structure. Thus if direct eliminations methods are still 

to be used the computer programme complexity must be increased. Irregular 

grids thus require pre-processing of the LU factorization and ordering of the 

sparse matrix equations [241, 242]. 

Very often to produce a solution on a computer with limited available memory, 

an additional internal iteration for the solution of the large systems of linearized 

equations is required. This is especially true in the case of diode snap-off 

modelling were a 2 or more desirably a 3 dimensional structure must be 

modelled. There are a number of such algorithms that have been successfully 

applied to linear equations. These are, Stones strongly implicit procedure (SIP) 

[243, 244]; the successive line over relaxation method (SLOR), [243, 245,246] 

or the incomplete Cholesky decomposition and conjugate gradient (ICCG) 

method [114, 116, 122, 123, 194, 247, 263]. 

Discretization methods 

Each numerical method relies on approximating the solution domain with a 

number of ’segments’. There are two major [175] methods by which the 

solution domain may be split into a number of discrete segments, these are the 

finite difference method and the finite element method. Most of the early 

device simulations such as those of Gummel, [67], De Mari [224, 248], and 

Scharfetter and Gummel [249] used the finite difference method. More recent 

simulations have tended to use the finite element method. 

The primary difference between the finite element method and other solution 

strategies is that the FEM approximation is confined to relatively small sub- 

domains. Thus an admissible function satisfying the boundary conditions for the’ 

entire domain is not required. Admissible functions are defined over element 
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4s. 

domains with a simple geometry. The finite difference method is based on 

differential formulations while the finite element method is based on integral 

formulations. 

Although the finite element method usually requires the use of less nodes than 

the finite difference method a matrix re-ordering algorithm is normally required 

to cope with the complex matrix structure that occurs with the FEM. This 

disadvantage is more than compensated for by the variable mesh size that the 

FEM can use. Thus the mesh can be graded to provide a fine mesh in regions 

of rapid change of variable. This localised mesh refinement is generally easier 

to implement than in finite difference schemes. The finite element method also 

allows high order approximations to be readily produced. The main 

disadvantage of the finite element method compared to the finite difference 

method is the increased programming complexity and greater density of matrix 

equations. It was considered however, that the advantages of the FEM out- 

weighed its disadvantages and thus | decided to investigate if this method was 

suitable for modelling diode snap-off. 

The finite element method (FEM) 

| An introduction to FEM 

The earliest finite element models were based on variational principles [71]. 

Such variational models involve finding a nodal parameter that yields either a 

maximum or minimum value (i.e. a stationary value) of a specific integral 

relation known as a functional. Variational methods are closely associated with 

*physical intuition’ and therefore in many cases it is possible to assign a physical 

meaning to the integral being extremised. Thus in structural applications (from 

which the FEM originated) the integral may represent the potential energy in a 

steel girder. For non-structural problems the weighted residual technique has 

become important. This method commences with a governing differential 

equation but avoids making an equivalent variational statement. Instead an 

approximate solution is substituted into the differential equation. This initial 

guess will be subject to error. The difference between the real solution and 
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the approximate solution is called the residual error term E,. This residual 

error term cannot be forced to zero, however, it is possible to set the 

weighted integral of the residual to vanish. Thus: 

0 = { E.W, dv : (E107) 

Hence the above equation describes the product of the error residual and a 

weighted function when integrated over the solution domain as equal to zero. 

This gives a method of expressing an approximate solution as an integral for 

use in finite element solutions. 

In the finite element method the solution domain is divided into discrete sub- 

regions or finite elements by means of a mesh structure. This mesh structure 

is constrained by defined boundaries and constructed using points and lines. 

These nodal points or nodes can be situated along, or inside, the subdividing 

mesh lines, but they are usually located at intersecting mesh lines. Thus if the 

modelling of a curved boundary is required some geometric approximation will 

be necessary. This fact should however not be viewed as a disadvantage but 

as an advantage of the finite element method. This is because complex shapes 

can be modelled by adjusting the size of the element at the defined boundary 

or by use of a non linear interpolation function between nodes i.e. use of a 

‘curved’ element. In addition elements situated away from the boundary may 

have a much larger area and thus the number of nodes in a finite element 

model is usually less than in a finite difference model with the equivalent 

boundary refinement. 

Identifying integer numbers are assigned to each node point and each element 

is also assigned a unique integer. These integers are known as node numbers 

and element numbers respectively. Each number is sequential in that they 

begin at one and extend to a maximum value. Every node within the mesh is 

assigned a degree of freedom. These are parameters chosen by the modeller 

to represent the parameters of interest and are therefore initially unknown. 

Thus the nodal parameters could be electrical potential, hole density and 

electron density. A typical node will usually influence more than one element. 
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FIGURE 59 

(a) Typical FEM node and element. 
(b) Diagram of SPICE diode Model. 
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Such domains of influence are shown in figure 59(a) for an arbitrarily chosen 

node and an arbitrary element. Each element will have a number of nodes 

associated with it. The degree of freedom per element is therefore defined as 

the product of the number of nodes in the element and the degrees of 

freedom of each node. 

By a similar argument the number of degrees of freedom in the system is the 

product of the number of nodes and the degrees of freedom in each node. 

Each node point must be specified in terms of spatial co-ordinates. It is 

common to associate an integer code with each nodal point. By means of this 

code, which nodal parameters have boundary constraints can be identified. 

During element construction it is important that a list of global node numbers 

are attached to each element. Which node numbers are associated with which 

element defines how each element is connected together and thus ultimately 

the topology of the mesh. This list of nodes is usually present within a 

computer programme in the form of a data array. This array is then used to 

establish the matrices necessary for the problem solution. In general such 

matrices are formed by substituting interpolation functions in the governing 

integral equations. For historical reasons (since FEM techniques originated in 

structural analysis) the resulting matrices are known as the stiffness matrix and 

the load vector. 

Once the element equations have been established the contribution of each 

element is combined to produce system equations. In many cases, symmetric 

system equations will result and once constructed, boundary constraints are 

then applied prior to solution of the unknown nodal values. Typical nodal 

boundary constraints are: 

a) Defining explicit values of ’unknown’ nodal parameters at the 

boundary. 

b) Defining constraint equations that are linear combinations of the nodal 

quantities. 
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Once solutions have been obtained for the parameters at each nodal point 

some post processing techniques are then required to present the solution in a 

usable form. Thus the nodal values of electrostatic potential will need to be 

integrated over the problem domain to provided the total voltage drop. 

Similarly charge movement over a cross sectional area must be added to 

calculate the current flow. 

One difficulty with the finite element method is that of data generation; for a 

problem domain with complex geometry many small elements and thus many 

nodal points are required. To manually input individual co-ordinates for each 

node would not only be time consuming but also prone to error. To minimise 

such data preparation time and probability of error there are schemes that 

have been devised to automatically generate a mesh [73]. This operation is 

sometimes known as preprocessing. 

The approximate solution of a Poisson equation problem by means of finite 

element methods is therefore composed of five stages. 

(i) The problem region is divided into a mesh, this partitions the 

region into smaller units - in this case triangles. 

(ii) The next step is to assign nodes to each element and then 

choose an interpolation function to represent the variation of 

the field variable over the element. Polynomials are usually 

selected for the field variable since these are easy to 

differentiate and integrate. The sources and imposed boundary 

values of the problem are also defined. 

(iii) Once the finite element model is established the matrix 

equation and the properties of individual elements are 

determined. This may be achieved using one of four methods, 

the energy balance method, the variational method the 

weighted residual method and the direct method. 
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(iv) The global matrix is now assembled by matrix transformation of 

all of the elements and the imposition of the boundary 

equations. 

(v) The assembly process gives a set of simultaneous equations that 

can be solved to obtain the unknown nodal values of the field 

variable. 

4.3.5.2 Discretization of the problem 

The finite element method has three sources of approximation. These are: the 

domain definition, the problem discretization and the solution algorithms. The 

geometric definition of the domain requires the establishment of a global 

coordinate axes from which the nodal co-ordinates can be defined. Except for 

the boundary conditions the governing equations are valid over both the global 

domain and any portion of that domain. This allows an approximation of the 

domain to be achieved by assembly of interconnected finite size domains 

(elements). This approximate discrete domain should then represent the actual 

continuous domain. The smaller the elements are, the finer the mesh will be 

and therefore the closer the approximate domain will be to the actual one. 

However, a fine mesh results in a large number of equations to be solved 

which increases solution time and may even reduce accuracy. Thus the 

modeller must seek a trade off to achieve the most efficient element size and 

type. Such considerations are normally dealt with by using automatic mesh 

generation techniques [73, 79, 81, 82, 83, 221]. 

It should be noted that within the finite element strategy there are two types 

of element; the finite element and the master element. Finite elements are 

those which when assembled together form the discretized version of the 

actual continuous domain. They are straight sided (although curved elements 

may prove useful at boundaries). The physical approximations are controlled 

by the number of nodes (exterior as well as interior) utilized in defining trial 

functions (shape functions) for the state variable. Master elements are used in 

place of finite elements for the purpose of computations in the element 
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domain. The master element will use global co-ordinates while the finite 

element will use local co-ordinates. 

Choosing a global axes for the entire system and special co-ordinate axes for 

the finite element eases the construction of trial functions and simplifies 

integration within the elements. Since the elements will be assembled in the 

global frame, the necessary co-ordinate transformations will introduce additional 

computational steps. The transformation of point co-ordinates from a finite 

element to a master element and vice versa involves mapping; one being the 

image of the other. Transformation from the element co-ordinate system to 

the global co-ordinate system involves only rotations. By choosing both the 

local co-ordinates (x, y, z) and global co-ordinates (X, Y, Z) to be orthogonal, 

the rotational matrix is also orthogonal ie. R™ = R'!, which simplifies the 

transformation. 

After establishing co-ordinate axes, the element equations are first computed in 
A 

a master element Q,. They are then transformed into finite elements Q, and 

then into the global system. Thus: 

ae a on 
Tt 1 eel 

P Ke Uae lee 2 

Rn t YR! oe RT 

Pe Syke Up mamn 2 

After the solution of the simultaneous equations, the inverse transformation 

takes place in order to compute the physical entities (current and voltage) in 

the element domain. 

4.3.5.3 Formulation of the problem 

The physical problem can be either formulated by a set of differential 
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equations. 

Lu =f -(E108) 

with boundary conditions, or by an integral equation (a functional), 

T= ee yzodQ+ (oe y, z, t) dN -(E109) 

Q A 

subject to a stationary requirement (maximum, minimum or saddle). Equation 

(E108) is referred to as the operational form of the physical problem while 

equation (E109) is referred to as the variational form of the problem. Solution 

of either equations (inversion of L or minimization of 71) yields the same results. 

In the two dimensional Poisson equation problem equations (E108) and (E109) 

will take the form. 

Vu-c=0 -(E110) 

and t= [a0 (uy? + cu} dA -(EI 11) 

A 

Generally if equation (E109) exists then the associated Euler-Lagrange 

differential equation (equation (E108) can be found. Obtaining equation (E108) 

from equation (E109) is often referred to as the Euler-Lagrange minimization 

procedure. 

4.3.5.4 Assignment of approximating functions 

After the state variables and the local co-ordinate system have been chosen, 

the function can then be approximated. There is a ‘physical’ approximation of 

the state variable and a geometrical approximation of the element shape. By 

choosing elements with straight sides the element can be defined accurately and 

therefore geometric approximation is unnecessary. The physical approximation 

can be achieved by a linear function or a higher order function such as a 

quadratic or cubic equation. For example a function to describe the variation 

of potential over the element can be represented by a polynomial. This 

function is usually known as the shape function. The order of the equation is 
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consistent with the number of nodes on each side. Thus a linear polynomial 

requires two nodes per side and a quadratic three nodes per side. As the 

order of polynomial is increased, so the solution becomes more accurate. 

However, the polynomial equations become more complex and thus a trade-off 

between accuracy and ease of computation must be sought. 

The essence of the finite element method lies in first approximating the 

potential within each element in a standardised fashion and thereafter 

interrelating the potential distributions in the various elements so as to constrain 

the potential to be continuous across interelement boundaries. In a triangular 

element the potential may be approximated by an expression such as: 

U=a+bx+yexy -(E112) 

The coefficients a,b,c may be found from the three independent simultaneous 

equations which are obtained by requiring the potential to assume vertex values 

U,, U2, U3 at three vertices. Thus: 

U, Ixy a 
Uo = Pt xy b -(E113) 
U; | x3 y3 c 

The determinant of the coefficient matrix is equal to twice the triangle area; 

the coefficients can be determined and substitution into the result yields. 

Ue [Ixy] . Ixy : U, 
lo ya U, -(E114) 

exe ya U; 

which may be rewritten as 

a, (x, y) ~E115) eS I 

zM
~ 

‘S
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where a) = a Ys ~ Xa Ya) + (2 - Ya) x + (% - 2) y} -(E1 16) 

; is a linear function of position only and the remaining two functions are 

obtained by cyclic interchange of subscripts. ’A,’ represents the surface area of 

the triangle. The energy associated with a single triangular element may now be 

determined by integrating over the element. The potential gradient is 

3 

VU ge = = UNV, -(E117) 
= 

and the element energy is 

we a | vU|? ds, -(E118) 

3 

o We = KE ga (ea SD -(E119) 
2 

Defining matrix elements as: 

soe fue dS, -(E120) 

Equation (E119) then becomes 

Wap = ARE SO 

written as the matrix quadratic form for any triangle the matrix S is readily 

evaluated by 

= Lh fyxys)(¥svi) + (3%) (K)-*3)} -(E121) 

4A 
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4.3.5.5 Assembly of the element equations 

The total energy associated with an assemblage of many elements is, in general, 

the sum of all the individual energies. Thus: 

Ww, = =) WO -(E122) 
alle 

Three potential values are associated with each triangle. Thus all possible states 

of a pair of elements would be described by a column vector containing six 

vertex potentials. 

U's, = [U; U, Us Us Us Usleis -(E123) 

The total energy of the pair of elements is then 

We = 2 Use (Um (E124) 

Where S,;, is the Dirichlet matrix of the disjoint pair of elements. 

Su = sis -(E125) 
0 s2) 

Since each node may have only one potential, two triangular elements once 

joined only have four nodes and may be viewed as an element. Thus a 

rectangular matrix © is used to relate the potentials of disjoint element to the 

potentials of the conjoint set of elements. 

Hence Uy = OU, -(E126) ‘con, 

Substituting into (E124) yields 

W. = ieUT S, U, -(E127) lo “con 

where S, = Ol s5, O 

and represents the assembled coefficient matrix of the connected problem. 
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4.3.5.6 The solution of the simultaneous equations 

The finite element method yields a large set of simultaneous equations. Such 

equations can be written in matrix form as:- 

  

Byy B12 sreene ain U, vi 

sien a, U, V, (E128) 
cae ain : UY = V, 
at Ann U,, ¥,, 

Coefficient array Unknowns Source array 

The coefficient terms ’a’ are determined from algebraic expressions associated 

with unknown terms U and source terms V (formed from the boundary 

conditions). The coefficient matrix is termed ’sparse’ because of the few non- 

zero coefficients. It is also symmetric about the leading diagonal. There are a 

number of methods for solving sparse symmetrical matrices, but they may be 

classified as either direct or iterative. There are two direct methods for solving 

the matrix equation. The first is achieved by transforming the matrix equation 

[180] such that Ax = B becomes x = B.A’! (see section 4.3.5.4). The second 

method is the Gaussian elimination scheme. In this method all the unknown 

values of x are eliminated [117] until all the coefficients below the leading 

diagonal are zero. The elimination of one variable at a time until only one 

equation with one unknown is left, is known as the forward elimination phase. 

When this has been determined the remainder are found by taking the 

equations in reverse order, each time substituting the already known values. 

This phase is called back substitution. The technique is applied to the coefficient 

matrix (usually positive definite in type), which can be written as 

S, = bar -(E129) 

where L is the lower triangular matrix and L" is the upper triangular transpose 

matrix. If the equation to be solved is 
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Sey -(E130) 

then S, is decomposed to S$, = LL™ and rewritten as a pair of equations 

lz = y -(E131) 

Lixiy = z -(E132) 

Set Lj, = v5, -(E133) 

and then compute the off-diagonal element in each column k in each row 

using. 

i-| 

Lie Ce 2 Lj Ly) J be ~(E134) 

and the diagonal element by 

ui a Si a L;)4* -(E135) 

until all of L has been calculated. Since y is known, z and thus x may be 

calculated. Both approaches are suitable for computer solution, although the 

inversion process tends to take longer than the Gaussian elimination because of 

the greater number of arithmetic operations required. 

Iterative methods [49, 212, 215, 217, 135], of which Gauss-Seidel iteration, 

Successive over-relaxation and Line iteration are examples can also be used for 

solving large sparse symmetrical matrices. Such methods have the advantage 

that only the non-zero coefficients are required to be stored and thus large 

matricies can be solved with a relatively small computer memory. The 

disadvantage of such a method is that a large number of iterations may be 

required to achieve an accurate solution. The number of iterations required is 

determined by the degree of accuracy needed, the method of iteration chosen, 

the intitial starting values and the conditioning and linearity of the equations 
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chosen. A disadvantage of many iterative methods is their linear convergence. 

This increases the solution time or decreases the solution accuracy depending 

on what trade off the modeller makes. 

Device modelling conclusions 

Analysis of the simple circuit theory of diode reverse recovery in an inductive 

circuit has shown that the present day practice of expressing the snappiness of 

a diode as the ratio of two time periods is an inadequate measure for diodes 

under high stress conditions. It is suggested that manufacturers adopt the 

softness factor € as a measure of the abruptness of diode recovery. This 

factor € is equal to the ratio of peak reverse recovery voltage to the final 

recovery voltage. 

The use of an equivalent circuit model to describe the reverse recovery of the 

diode has shown that the current chop-off phenomena can be explained by the 

variation of diode capacitance during switching. In this model the type of 

recovery a diode demonstrates is dependent on the acceleration of the 

depletion layer movement. Further studies indicate that the recovery 

characteristics of the diode are determined by the minority carrier lifetime, the 

transit time, the forward current and the external circuit parameters. In 

addition the fabrication method determines carrier lifetime and thus influences 

diode performance. These findings support the conclusions drawn from the 

experimental investigations. During these investigations, the possible effects of 

an area term influencing the variation of capacitance (ie. dC/dt = (€/W). 

dA/dt) or inductive effects within the diode [130, 145, 146] were not 

considered. 

Although promising as a technique for device analysis it was found that the 

finite element modelling technique when applied to the device/circuit simulation 

problem was far more complex to apply than an equivalent circuit model. 

Consequently it was decided to simulate the device/circuit interactions in a 

GTO inverter using the well known SPICE computer programme. 
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52 

5.2.1 

DEVICE/CIRCUIT SIMULATION 

An overview of device/circuit_modelling 

The initial experimental investigations had indicated that a diode snap-off 

phenomenon could exist in soft recovery diodes when operated under high 

stress conditions. Further experimental investigations and a literature search 

identified circuit conditions and diode parameters that are important in 

producing a snap-off voltage spike. The use of analytical models both provided 

an insight into the snap-off mechanism and also confirmed the importance of 

the experimentally identified parameters. An investigation was made into the 

possibility of modelling diode snap-off using the finite element method. [191, 

200, 202, 149, 137, 205]. However this method proved difficult to apply to 

the 3D time dependent device/circuit problem [68, 104, 103, 105, 115, 124, 

152]. Although benefits would have been gained in pursuing this method to 

analyse the snap-off mechanism, it became apparent that simpler methods could 

be used to provide a device/circuit transient simulation [37, 101, 181] within 

the time scale of this project. Thus the method chosen to produce such 

simulations was by use of the well known SPICE circuit analysis computer 

programme [222, 181]. 

Implementation of the preferred solution technique 

The SPICE programme 

SPICE which stands for Simulations Programme with Integrated Circuit 

Emphasis, is a general purpose circuit simulation programme developed at the 

University of California at Berkeley for non linear dc, non linear transient and 

linear ac analysis. SPICE has built in models for circuit components from which 

electrical circuits can be constructed [223]. Thus circuits can contain resistors, 

capacitors, inductors, mutual inductors, independent voltage and current 

sources, four types of dependent sources and transmission lines. In addition 

four of the most common semiconductors devices are also included, these are: 

diodes, BJTs, JFETs and MOSFETs. The models for these semiconductor 
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devices are already part of the SPICE programme and therefore the user has 

just to specify the model parameter values. The model for the BJT is based 

upon the Gummel-Poon integral charge representation. However if the 

Gummel-Poon parameters are not specified the model reduces to the simpler 

Ebers-Moll model. The description of semiconductor devices given in section 

2.3 is structured in a progressive manner; building up complex devices from 

simple PN junctions. This philosophy is consistent with the SPICE strategy of 

producing complex devices from a combination of simple devices. As stated in 

section 2.3.2, the thyristor can be represented by a combination of two bipolar 

transistors. Thus the performance of thyristors can be modelled on SPICE. In 

the transistor model, charge storage effects ohmic resistors and current- 

dependent output conductance can be included. The programme has two 

diode models one for the junction diode and one for the Schottky barrier 

diode. The MOSFET model includes effects such as channel-length modulation, 

subthreshold conductions, scattering limited velocity saturation, small-size effects 

and charge controlled capacitances. This latter effect is of relevance to 

snubber diode snap-off. 

SPICE is node voltage oriented, so any node voltage can be requested. 

Element currents flowing through independent voltage sources can also be 

requested. This particular study (snubber diodes in GTO inverter circuits) 

requires the transient analysis portion of the SPICE programme. In this mode, 

SPICE computes the transient output variables as a function of time over a 

user specified time interval. 

The initial conditions are automatically determined by a dc analysis. Sources 

such as power supplies that are not time dependent are set to their dc value. 

The transient solution is obtained by an iterative process. The calculation is 

stopped when the following conditions apply: 

a) The nonlinear branch currents converge to within a tolerance of 0.1% 

or 10!2 A, whichever is larger. 
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b) The node voltage converge to within a tolerance of 0.1% or 10% V, 

whichever is larger. 

The SPICE algorithm is generally very reliable, but will in some circumstances 

fail to converge to a solution. Should this situation occur the programme prints 

the node voltages at the last iteration and terminates the job. Therefore there 

is no guarantee that such printed node values will be close to the solution. A 

dec analysis convergence failure is usually due to a circuit specifying error, i.e. 

incorrect circuit connections, element values or nodal parameter values. 

Positive feedback and regenerative switching circuits will have difficulty 

converging in the dc analysis mode unless the OFF option is used for some of 

the devices in the feedback path or the NODESET card is used to force the 

circuit to coverage. 

When failure to coverage occurs a check for errors in the data input should be 

initiated. This can be achieved using the LISR and NODE options in the 

OPTIONS card. If the input data is correct, then failure to converge may be 

caused in a transient analysis by the internal timestep being too small. This is 

because SPICE starts to use the time step specified in the TRAN card and if 

convergence is not achieved within internal specified limits, the programme 

automatically decreases the internal time step. The time step is divided by 8 

each time, until a lower limit is exceeded. There are however a number of 

actions that can aid convergence. 

By using the UIC option without specifying any IC (equivalent to setting to 

zero) and then applying the power supply only, the circuit will then reach the 

steady state gradually and the time dependent input sources can then be 

applied. Another aid to convergence is to change the method of integration 

from TRAPEZOIDAL to GEAR by using the METHOD parameter in the 

OPTIONS card. A third method is to alter the parameters LVLTIM, TRTOL 

and ITL4 on the OPTIONS card. The truncation error time-step control is 

the default method for deciding when to double the internal time step for easy 

convergence and when to divide the internal time step by eight if the 
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convergence is difficult. As TRTOL is increased less importance is given to the 

truncation error and thus the possibility of dividing the time step by eight 

recedes. If LVLTIM is changed from 2 to | then a change in the time step is 

dependent only on the number of iterations needed to reach convergence. In 

this case TRTOL has no more influence and ITL4 must be modified. As ITL4 

is increased so the ease of convergence also increases. 

The circuit to be analysed by SPICE is described by a set of element cards 

(which define the circuit topology and element values) and a set of control 

cards which define the model parameters and the run controls. Each element 

in the circuit is specified by an element card that contains the element name, 

the circuit nodes to which the element is connected and the values of the 

parameters that determine the electrical characteristics of the element. The 

first letter of the element name specifies the element type. Thus: 

R = Resistor 

(S = Capacitor 

c = Inductor 

K = Mutual Inductor 

i = Transmission line (lossless) 

vi = Independent voltage source 

| = Independent current source 

G = (Non) linear voltage - controlled current source 

E = (Non) linear voltage - controlled voltage source 

F = (Non) linear current - controlled current source 

H = (Non) linear current - controlled voltage source 

Q = Bipolar junction transistor 

D = Diode 

J) = Jrer 
M = MOSFET 

= Subcircuit 

The R and T elements are constants. The elements C,L,G,E,F,H can be 

expressed as nonlinear polynomials. The model parameters in the elements 
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5.2.2 

Sees 

Q,D,} and M define their functions, while the sub-circuit is user defined. 

The independent sources may have their characteristics based on the following 

functions. 

a. Constants : ac or de constant values 

b. Pulse : defined with high and low values rise and 

fall times, pulse width and repetition rate. 

cs Sinusoidal : exponentially decaying sinusoidal. 

d. Exp sum of two exponential waveforms 

e. Piecewise linear : tabular function of time 

f. SFFM ¢ single frequency, frequency modulated 

waveform. 

The reference (earth) node must be numbered zero while the rest of the 

nodes must be non-negative integers. The circuit cannot contain a loop of 

voltage sources and/or inductors and cannot have a pathway consisting of 

current sources and capacitors. Each node must have a dc path to ground. 

Every node must have at least two connections. 

A subcircuit consisting of SPICE elements can be defined and then used as a 

single element. Thus two BJTs could be combined to create a thyristor model. 

The subcircuit is defined in the input deck by a group of element cards. The 

SPICE programme then automatically inserts the elements wherever the 

subcircuit is referenced [223]. 

Modelling GTO strings in megawatt inverters 

| Introduction 

Although dramatic improvements in the power handling capability of large GTO 

thyristors has taken place over recent years there is still a need to connect 

devices in series to satisfy the need for high voltage systems. A circuit analysis 

computer program was therefore used to simulate the behaviour of GTO 

strings in megawatt inverters [46]. This was based on the SPICE circuit 
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analysis programme and was implemented by J K Chester. By studying the 

switching behaviour of GTO’s and snubber diodes in synthetic test circuits a 

wealth of experimental data was obtained. Models simulating the observed 

behaviour were then incorporated into the SPICE based circuit analysis 

computer programme and used to study device/circuit interactions and their 

influence on such characteristics as switching loses, etc. By assembling strings 

of modular switching elements the effects of variations in such things as device 

parameters and drive conditions could be assessed. A complete inverter arm 

can then be assembled from such string modules, to enable the investigation of 

efficiency and component ratings. 

The turn-off capability of the GTO’s and the spread in device parameters 

between them were obviously factors to be considered. However, one less 

obvious factor that was considered was the problem introduced at turn-on due 

to the polarised snubber arrangement required by the GTO. Because of the 

spread in device characteristics and their gate drive tolerances the GTO fired 

last has significant current flow into its snubber capacitor via its snubber diode. 

Such a GTO must then reverse the diode current to enable the GTO anode 

voltage to collapse and the GTO to turn-on. This results in the GTO drawing 

current at high voltage until all of the diode stored charge is extracted. During 

this period then a severe inrush duty results, since the inrush current is not 

circuit limited. This problem can be reduced by close selections of GTO 

characteristics and gate drives. Such a solution is costly in that either improved 

manufacturing tolerances are required or increased time must be devoted to 

testing. Another drawback is that a device cannot be replaced ’off the shelf” 

but must be closely matched to other devices in the circuit. A circuit measure 

that could be employed to alleviate this problem would be the introduction of 

both linear and saturable reactors to reduce the initial di/dt during the first few 

microseconds of turn-on current inrush. 

Another way would be to reduce the stored charge in the snubber diode. 

However, this solution may also have penalties in terms of reduced dV/dt 

protection and the increased probability of a destructive voltage snap-off event. 

Examples of the modelling of this particular problem are given below. 
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§.2.2.2 GTO turn-on and snubber diode models used in SPICE 

The GTO can be described by a two stage turn-on. During the first stage 

when the voltage across the GTO is high, the current will only be a function 

of the gate drive current and will be anode voltage, independent. During the 

second stage the GTO current becomes limited by the external circuit and is 

dependent on the anode voltage. The point at which the transition between 

these two stages occurs is governed by how the voltage across the GTO 

collapses. Theoretical descriptions of turn-on in the GTO are complex since 

the physical processes involved are essentially three dimensional in nature. 

Therefore a semi empirical approach was used to construct a device model 

using experimental data for a specific device under known conditions and 

exhibiting the two stage behaviour described above. In each example the anode 

voltage collapse was represented by a piecewise linear voltage source and a 

gate current generating circuit was used to drive the model. 

The type of duty a snubber diode experiences when a series connected GTO 

is fired late consists of a small transient forward current loop followed by a 

reverse recovery current waveform where the commutating dl/dt increases 

rapidly with time i.e. di?/d*t + 0 and is +ve. 

The de forward characteristic of the ideal diode is modelled by using a non- 

linear current source. Thus 

Ig = |.(exp (q.Vi/k.T)-1) + Vg-GMIN -(E136) 

for values of Vj = - 5.n.k.T/q where | <n <2 

A schematic representation of this diode model is shown in figure 59(b). 

To aid convergence a small conductance GMIN is added by SPICE in parallel 

with every PN junction. The value of this parameter can be adjusted via the 

OPTIONS card. The user cannot set GMIN to zero and the default value is 
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10°? mho. 

Similarly the de reverse characteristic of the ideal diode is modelled by using 

the non-linear current source shown is figure 59(b). In the reverse bias case: 

lg Sad a) -(E137) 

Therefore equation (E136) is used between the limits : -5.n.k.T/q = Vy = 0 

and when V,< - 5.n.k.T/q, then: 

lg =  -1, + V4.GMIN -(E138) 

The secondary effects in diodes i.e. small forward bias, large forward bias, large 

reverse bias and stored charge can be accounted for by the SPICE model. 

The most important of these from the point of view of modelling snubber 

diodes and the snap-off phenomenon is the stored charge effect. 

In the ideal diode model the charge on one side of the junction can be 

expressed in the form. 

Qa = Ag x Na = Aa XN -(E139) 

In addition 

, - Va = (9/2.£).(Nax,? + Npx,7) -(E140) 

A change in V, requires a change in both x, and x,. A change in -x, and x, 

implies a change in the charge associated with the charge layer. Thus to 

balance any change in the junction voltage charge flows into or is extracted 

from, the space charge region. 

The capacitance associated with a change of dV, is then: 

Ca I dQ, -(E141) 
dV, 
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If Na >> Np then x, may be written 

Xn = 2.6,.(b, - V, -(E142) 

9:-Np 

Combining equations (E139) and (E142) yields the following expressions. 

Qu = VA2.qND + V bo - Va -(E143) 

Hence 

Cy = dQ, = A. V 2.€.4.Np -(E144) 

We 2 WOR ING 

This may be rewritten in the following forms 

Sa Cao! - (Vs / .)}% -(E145) 

and Cy Ay -(E146) 
Xn 

Equation (E145) shows that the depletion capacitance is related to the applied 

bias, the equilibrium capacitance and the built in voltage @,. 

Equation (E146) demonstrates that the capacitance may be calculated by the 

same expression as a parallel plate capacitor of area A, and spacing x,. To 

obtain the space charge Q, it is necessary to integrate the space charge 

capacitance with respect to voltage V,. 

hence: Q, = e Cy Vy = 2uby Coot! - VIb)F% -(E147) 
° 

It can be seen from the above equation that as the value of the V,/Q, tends 

to unity then C, becomes infinite and Q, tends to zero. 
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These basic relationships accounting for the charge storage effect are 

implemented in the SPICE large signal diode model. 

Thus for V, < FC. $, 

Oa chy Gf tl (Vide) (E148) 
° 

and for V; = FC . @, 

Qy = Clg PoC bt (C.yrs) a ( F; + mV, ) dV -(E149) 

FC.go Po 

Alternatively the diode capacitance for V; < FC . @, may be defined as: 

Ce= dQy = T ~ dhy + Cao {1 - Valbo)}™ ~(E150) 

C= dQ = 7. dy + Cy {I - (nVIG)} 
Wg We 

where F, = G,_ [I-(I - FO)!" 
I-m 

F, = (| - Fo!*™ 

F; = | - FC. (l+m) 

From these equations it can be seen that the total charge storage is composed 

of two separate charge storage mechanisms. 

Firstly the charge stored due to the injected minority carrier is accounted for 

by the exponential expression in equation (E136) via equations (E148) and 

(E149). In this case |, is the saturation current, n is the emission coefficient 

(n=1 for the ideal diode) and T is the carrier lifetime. 
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Secondly the space charge Q, is modelled by the parameter C, the zero bias 

or equilibrium junction capacitance ie Vj = 0, ’m’ the junction grading 

coefficient, p,’ the built voltage and ’FC’ the forward bias junction capacitance 

coefficient. Input values for @, range from 0.2 volts to about 1.0 Volt. The 

value of m is 0.5 for an abrupt junction and 0.33 for linearly graded junctions. 

The parameter FC chooses the calculation method during forward bias. In the 

default condition FC is equal to 0.5 thus when V, is greater or equal to the 

product of FC and @, SPICE then approximates C, by a linear extrapolation 

technique. 

5.2.2.3 Diode snap-off model 

The standard SPICE diode model described in the previous section produces 

good results under low stress conditions. Thus when modelling series strings of 

diodes, the diode which recovers last, is exposed to a low stress duty and 

therefore the above model can be used. Recovery under high stress conditions 

(in which diode snap-off might be produced) requires a different model. One 

strategy would be to alter the descriptive equations of the diode model. The 

standard diode charge control model provided in the SPICE device library 

assumed a constant injected carrier lifetime. Experimental investigations had 

revealed that the carrier lifetime is a function of current density. By using the 

test circuit in figure 60 (a) oscillograms such as 60(b) could be obtained. By 

measuring the gradient of the curve at the point of current interruption for 

various values of forward current the carrier lifetime could be calculated [5, 12, 

127, 142] thus: 

T = (kT/q) . (6t/5V) -(E152) 

where (6t/5V) is the reciprocal of the gradient of the curve 

This data could then be used to construct the graphs shown in figures 61 (a) 

and 61(b) demonstrating the variation of carrier lifetime with forward current. 

Thus the charge control diode model subcircuit used in this simulation 

incorporated a variable lifetime as a function of the current derived from 

experimental data. Figure 62 shows how a normal recovery waveform can be 
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FIGURE 60 

(a) Diagram of test circuit using the Open Circuit Voltage Decay 
method of calculating carrier lifetime. 

(b) Oscillogram showing diode voltage decay after open circuit. 
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FIGURE 61 

Graphs showing the variation of carrier lifetime with forward current. 
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FIGURE 62 
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described by three straight line approximations to the real curve. These lines 

are defined by the co-ordinates (Ij, t;), (Iz, ty), (Iz, t3) and (l4 t,). Smoothing 

of the curve can be obtained by defining four additional parameters 61,, 51, ,5|; 

and 51,4. These values represent the difference between the required values 

and the corner values |), |, ,l; and 14, Such parameters can then be used to 

describe a current generator, capacitor, resistor, inductor circuit that simulates 

diode reverse recovery performance. To obtain a smooth recovery voltage 

waveform that is a waveform with a slowly varying dV/dt it is necessary for the 

injected diode current waveform to have a continuous second derivative which 

requires high order equations for curve fitting. 

Inclusion of a lifetime dependent on current density improves the accuracy of 

the diode model but fails to address the issue of diode snap-off. One method 

of constructing a diode snap-off model would be by using empirical equations 

and/or "look up’ tables. Figure 16 shows the variation of critical commutating 

di/dt with main circuit series inductance. This curve can be approximated by 

the power equation. 

de = ALS -(E153) 
dt 

Thus this can be used as a test for snappiness 

If di > ALS -(E154) 
dt 

then the diode is snappy 

However figure 19 shows that the critical commutating dl/dt also varies with 

peak forward current. 

Here: Ig = VLC. dla -(E155) 

By combining equations (E153) and (E155), figure 63 can be constructed. Thus 
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FIGURE 63 

Triaxal graph showing the performance characteristics of the diode. 
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figure 63 demonstrates that the diode may be operated in a safe normal 

recovery regime depending upon the combination of peak forward current axe 

main circuit series inductance L, and commutating dl/dt. 

As an example of how to use figure 63, to determine if a diode will be subject 

to snap-off, first choose a combination of lorry L, and di/dt. 

Thus if L, = 6 pH andthe dl = 10 Ays! 

dt 

then by using equation (E155) where C = 2.9 uF. 

lie = VOPHx 29 pF .10 Aps! = 42A 

A line can then be constructed between 6 yH and 42 A. The intersection of 

this line and the 10 A.ys"! line drawn parallel to the inductance gives the diodes 

operating position i.e. point N on the figure 63. It can be seen from this 

diagram that a diode operated under these conditions will demonstrate normal, 

non-snappy recovery. 

An example of snappy recovery can be shown by choosing a combination of: 

lL. = 10 pH and dl, = 20 As", using these parameters: 
dt 

lag = VIOWH x 2.9 pF . 20 Aps! = 107 Amps 

By constructing a line from |0,H to 107 Amps the operating point, S, can be 

found at the intersection with the 20 As"! line. Thus at point S the diode is 

operating with a snappy reverse recovery waveform. 

The programme can then choose if the diode is undergoing snappy or normal 

recovery by implementing the following tests. Thus if: 
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las > VLC. exp InL.-InA -(E156) 

then the diode shows normal recovery, and if 

Ine < VLC. exp InL.-InA -(E157) 
B 

then the diode shows snappy recovery. 

By referring to figure 64 it can be seen that the calculated diode current 

waveform in the simulated circuit (figure 67) has a progressively increasing 

commutating di/dt. As the current waveform prior to peak current is circuit 

dependent this is entirely consistent with a current waveform found in practical 

circuits. 

A second test that could be employed is: 

if di = < exp InL.-InA -(E158) 
dt B 

then the recovery is normal. 

However because the circuit enforced current waveform has an increasing 

commutating dl/dt, (as shown in figure 64), this dl/dt will eventually exceed the 

critical di/dt and the diode will then snap-off. In a real diode, because of the 

limited stored charge, the commutating dlI/dt may not reach the critical value, 

since the diode will start to recover and the diode current will then be device 

dependent. 

From section 4, the diode recovery time (t,,) is as follows: 
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FIGURE 64 

Graph showing the variation of snubber diode current with time. 
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t, = t, + t cr -(E159) 

In the idealized triangular waveform shown in figure 36 the recovered charge 

Q,, can be represented by the following equation: 

Qe = as bem + tre 
Thus: 

Qe = ae Im » (ta + ts) 

Since: S$ = t, /t, then t, = t,S 

and On = Yaw Neyo (te » fat,-S) 

assuming |, = = I, 

Then lg» T =~ lim + (ts + tS) 

Hence t, = 2.7% Ney 
(lS). 

Since Q, = QO. + 2, 

and Q, = Wael lane Se 

Then by substituting (E166) into (E168) 

OTS Te dee = Telos 
(I + S) ¢ 

In the real diode (with a changing commutating dl/dt) 
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i] Q, iv I. dt -(E170) 

° 

Thus at the point where 

i. [pect = lhe © -(EI71) 

° ¢ 

if di, = exp In. - InA 

dt B 

then the diode will become snappy and if 

di, < exp InL. - InA -(E172) 
dt B 

the diode will exhibit normal recovery. 

When equation (E171) holds, the recovery dl/dt and thus the peak reverse 

recovery voltage can be determined. If the diode shows a normal recovery 

waveform then: 

and dio = LL. = Le -(E173) 
dt ty 2.Q, 

hence di = = 1214S") -(E174) 
dt 2. Ig > T 

and neglecting the effect of snubbers. 

Vee = Rea +S) ey, -(EI75) 
2 ler. T 

If the diode shows snappy recovery then 
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Doel 

igre eee lel ye Clecte ou leet Veet aN, -(E176) 12 

2. Mg T 

Where V, is the additional voltage contributed to the recovery voltage due to 

snap-off. The magnitude of V, is best determined by impressing the calculated 

device dependent recovery waveform on the SPICE diode current generator as 

a piecewise linear approximation. 

Verifying the model 

The limitations of non-circuit coupled device calculations 

Sections 3.3.| to 3.3.9 have dealt with the performance of individual devices. 

Obviously the ultimate performance of the device will be dependent upon the 

circuit in which it operates. Thus the purpose of sections 3.3.1 to 3.3.3 

inclusive was to investigate the effect of just such parameters e.g. main circuit 

series inductance and main circuit series capacitance. In addition the operating 

parameters were also investigated in sections 3.3.| to 3.3.4, e.g. magnitude of 

forward current, commutating dl/dt and junction temperature. 

Experience indicates however that the inclusion alone of relationships drawn 

from the above investigations would not by themselves construct a successful 

model. This is because when a circuit is constructed, inductive and capacitance 

contributions are created in addition to the value of the discrete components 

(ie. inductors and capacitors) included in the circuit. These additional 

contributions are known as stray inductance and stray capacitance. It was 

thought that stray capacitance would reduce the magnitude of the voltage spike 

but it was unknown if stray inductance would increase or decrease the snap-off 

phenomenon or indeed if the relationship was even that simple. 

Therefore in keeping will the policy statement in section 2.1 the importance of 

these second order effects was investigated as an aid to verifying the SPICE 

circuit model. 
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§.3.3 

The test circuit 

A test circuit similar to that shown in figure 12 and described in section 3.2 

can be used to investigate second order effects by connecting additional circuit 

components across the device under test. 

The effect of parallel capacitance on the diode peak reverse recovery voltage 

represents the practical case of stray circuit capacitance. This effect can 

therefore be investigated by placing various discrete capacitors across the test 

diode. The effect of stray inductance can also be investigated using discrete 

inductors. 

One experimental point to note is that care should be taken to ensure that 

current and voltage measurements were made only on the device under test. 

Referring to figure |2 it can be seen that the current measuring CT and 

voltage probe was placed inside of any external snubber circuit. This will 

ensure that only the diode parameters were recorded i.e. diode current flow 

was recorded and not the sum of diode current and snubber current. 

The effect of parallel capacitance on diode recovery voltage 

The commutating dI/dt can be kept constant and the recovery voltage can be 

measured for different capacitance values. By increasing the ‘stray’ capacitance 

across the diode, snap-off will not be prevented but both the rate of rise of 

recovery voltage and the magnitude of the peak value will be limited. The 

energy associated with the voltage spike will be dissipated by charging up this 

’stray’ capacitance. Now since: C = Q/ V and Energy = 4.C.V? = E, 

then for a spike of constant energy: 

Vv = v 2E/ C - (E177) 

It can be seen therefore that as the stray capacitance is increased the voltage 

spike decreases. The experimental investigation also showed that as the voltage 

spike was reduced the frequency of the accompanying oscillations was also 

reduced. 
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5.3.4 

Si3i5 

5.3.6 

As the capacitance across the diode increases, eventually the second recovery 

voltage peak exceeds the first recovery voltage peak. In addition as the 

capacitance across the diode increases the forward current drawn during 

subsequent oscillations also increases. The positive dl/dt is high enough to 

Produce a transiently high forward voltage drop and thus cause increased 

power dissipation. Figure 65 shows a graph of peak reverse recovery voltage 

against stray capacitance. It can be seen that even a small amount of additional 

Parallel capacitance (0.4nF) can reduce the initial voltage peak by approximately 

half. Further increases in stray capacitance would produce a diminishing 

improvement in spike reduction. 

The effect of parallel resistance on recovery voltage 

In practical inverter circuits an equivalent circuit analysis can show that there is 

effectively a resistive path in parallel to the snubber diode. During the switching 

transient a low resistance discrete resistor presents a lower impedance path 

than the transient impedance of the diode. Thus the peak reverse voltage 

generated during diode snap-off would be reduced. Unfortunately as the value 

of this resistance is reduced so the RC time constant for capacitor discharge 

will also be reduced, thereby increasing the turn-on duty of the GTO. 

The effect of parallel inductance on the recovery voltage 

A series connected combination of discrete inductance and resistance placed in 

parallel with the test diode represents the practical case of a wire wound high 

power resistor. Following the procedure outlined in section 3.4.1 the effect of 

inductance connected in parallel with the device under test can be investigated. 

The critical di/dt (at which snap-off commenced) will increased by the addition 

of these components. However as the parallel inductance is increased the 

critical di/dt will be lowered. 

The effect on recovery voltage of connecting devices in series 

Although the voltage rating of devices is improving, under certain circumstances 
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FIGURE 65 

Graphs showing the variation of peak reverse recovery voltage against 
parallel capacitance for constant commutating dl/dt. 
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it may be necessary to connect two devices in series to achieve the desired 

voltage rating. Alternatively over-rated series connected diodes could be added 

to a circuit to provide a measure of redundancy. A third reason why this may 

occur would be to achieve a better trade off between voltage withstand and 

stored charge. This situation is analogous to connecting two parallel plate 

capacitors in series. The sum of the series connected capacitance is less than 

the capacitance of one capacitor of equivalent voltage withstand. However, 

whatever the reason for connecting devices in series, unless the diodes are 

perfectly matched in terms of stored charge [7], a voltage sharing network will 

be required. In a pair of unmatched diodes, the diode that recovers first will 

see the entire recovery voltage; such a voltage could destroy that device. It is 

known that such voltage sharing networks improve the dc voltage sharing of 

the devices and also affect the transient performance [62,63]. 

Mismatched pairs can show an apparent reduction in voltage sharing when 

grading resistors were used. When the diodes are conducting in the forward 

direction the inductive resistive snubber is effectively shorted out. When 

reverse bias is applied, initially reverse current is drawn until the stored charge 

is extracted and the diodes start to produce blocking layers. With two diodes 

in series, the diode with the lowest stored charge determines the impedance of 

the current path and consequently is the first to develop significant volts across 

it. The development of this voltage is controlled by the snubber inductance of 

2L, and the snubber resistance of 2R,. If the variation in stored charge 

between diodes is significant and a centre tapped snubber is used, then during 

commutation as one diode starts to turn off, the other diode can still be in a 

low impedance state, allowing reverse current to be drawn through it via the 

snubber network. Each diode is in the equivalent circuit shown in figure 66. 

When the non-linear resistance R is high then the series circuit inductance is 

increased by L, and when the non-linear resistance is low the snubber 

inductance and snubber resistance are decreased by L, and R, respectively. 

The first diode to turn off has an L, and R, snubber network across it, 

decreasing the normal reverse recovery voltage, increasing the critical snap-off 

di/dt and decreasing any voltage spikes that are generated. The second diode 

Page 182



FIGURE 66 

Graph and diagrams showing the effect of snubber networks on series 

connected diodes. 
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5.4.1 

to turn off has an RL, snubber network across it but an increased circuit 

inductance of L. + L, and a circuit resistance of R. + R,. 

If the magnitude of the decrease in critical dl/dt due to increase in circuit 

inductance is greater than the magnitude of the increase in the critical di/dt due 

to the decrease in parallel inductance then the conditions for snappy turn off 

are enhanced. 

Predictions and simulations 

The simulation circuit 

The basic circuit used for simulating the turn-on of three series connected 

GTO thyristors is shown in Figure 67. The voltage source of 6kV (VX) feeds 

the series GTO’s via a 30H inductor termed LX. During a simulation where 

one of the GTO’s is characteristically different or is perhaps fired at a later 

time, then GTO’s | and 2 are defined as being identical (along with their 

snubber networks) and GTO 3 is defined as the different device. GTOI and 

GTO3 are described by two separate models while GTO2 and its associated 

snubber network are represented by a voltage source generating a voltage 

equal to that across GTO and its snubber. Since the snubber diode across 

GTOI is always in the off state during a turn-on event the standard SPICE 

diode model was used for this component while the snubber diode across 

GTO3 was modelled in some detail. A requirement of SPICE forced the 

inclusion of resistances RCS! and RCS3 across the capacitors to provide a de 

path to ground. The value of these resistors was chosen as |.0MQ each. To 

assist convergence a damping resistor RLX of |0kQ was placed across the 

circuit series inductance LX. To monitor the current flowing in each snubber 

network a zero voltage generator was added to the snubber i.e VISI, VIS3. 

The gates of each GTO were driven by a 50A current waveform. The GTO 

temperature was set at the maximum safe working junction temperature of 

110°C. 

Page 184



FIGURE 67 

Diagram of test circuit simulation. 
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5.4.2 Results of the computer simulation 

Some of the results of this study have been published [46]. These results 

were produced by running simulations of increasing the firing delay of GTO3 

relative to GTO’s | and 2 from 0 to 2ys in 0.4ys steps. 

In the initial stages of GTO! and 2 turn-on, the GTO current (which is initially 

circuit independent) is drawn via LX and can only flow via the GTO3 snubber 

network. Thus the current flows through the snubber diode DS3 in the 

forward direction, and into the snubber capacitor CS3 slowly raising its voltage. 

At the commencement of device turn-on in GTO3, current will start to flow 

through the GTO, contributing to the current being drawn from LX and 

reducing the contributions required from CS3. Eventually the current flowing 

through GTO3 equals the current being drawn through LX by GTO’s | and 2. 

At this point the current in DS3 will reach zero and then reverse direction 

until stored charge has been recovered. Until this time the snubber capacitor 

CS3 keeps the voltage across it, due to size of the capacitor and the small 

current levels. The capacitor will then be effectively connected across the 

GTO3 by the very low diode impedance. Hence, the voltage across GTO3 

will remain high until the snubber diode DS3 snaps-off. It can be seen 

therefore that delaying the firing of GTO3 substantially increases its power 

dissipation. Figure 64 shows that by increasing the firing delay the snubber 

diode forward current, reverse current and commutating di/dt are all increased. 

It should be noted that a 2ys firing delay in the GTO3 will result in a 

commutating di/dt of ~ 3000 A.ps"! being applied to the snubber diode. This 

progressively increasing dl/dt caused the snap-off to become more severe, 

resulting in the more rapid collapse of the voltage across GTO3. A kink in the 

voltage collapse wave-form is produced when the current starts to depend on 

the impedance of the external circuit instead of depending only on the gate 

current as it does in the early transistor like regime. 

The main series inductance LX was reduced from 30 pH to 20 pH. This 

resulted in a doubling of the peak power dissipation and an almost double 

energy dissipation in GTO3 with a firing delay of 1.2 ps. 
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By altering the snubber resistor RS to LRS with an inductance of 51H the 

same maximum power dissipation in GTO3 was found but the energy 

dissipation was reduced. This occurred because the additional inductance 

lowers the diode snap-off threshold producing a faster diode turn-off. The 

voltage across GTO3 thus collapsed more rapidly causing the power dissipation 

to drop to a low level immediately after reaching its peak. 

If a non-uniform initial voltage distribution was placed across the series 

connected GTO’s then a higher initial voltage across GTO3 increased its power 

dissipation in proportion to the voltage split. Similarly the dissipation is GTO] 

and GTO2 also increased when a high initial voltage was placed across these 

devices. The effect of variations in GTO turn-on characteristics proved to be 

important since a 20% increase in GTO3 switching time produced a 70% 

increase in energy and power dissipation. Similarly increasing the gate drive 

amplitude to GTO3 from 50A to 100A produced a 50% reduction in power 

dissipation while reducing the gate drive from 50A to 40A produced a 100% 

increase in power dissipation. 
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5:5 SPICE model conclusions 

2) 

3) 

4) 

Comparisons between experimental data and computer generated 

results, has shown that the SPICE model of the GTO circuit can 

accurately simulate in-service duty. 

Under certain combinations of GTO firing delay the snubber 

diode can be subjected to a non-linear, progressively increasing 

commutating dl/dt. Such a situation could induce diode snap- 

off. 

The diode model provided in SPICE is not suitable for modelling snap- 

off. 

The effect on the circuit of a sudden chop-off of diode 

current can be simulated using the suggested diode model. 
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REVIEW _OF THE ACHIEVEMENTS OF THIS STUDY 

The achievements of this study can be described in three parts: 

2) 

a) 

b) 

3) 

b) 

Experimental work (Section 3) 

The effect of circuit parameters, operating conditions and diode design 

on the type of recovery a diode exhibits were categorised. 

Device Modelling (Section 4) 

A simple capacitive diode model is suggested which explains the diode 

snap-off phenomena in terms of the propagation of the depletion layer. 

The task of incorporating the above findings into a finite element 

model proved difficult. This study identified that an alternative to the 

FEM using an equivalent circuit model of the diode could perform the 

necessary simulation task. 

Device/Circuit Simulation (Section 5) 

Using the SPICE programme the performance of a high power, high 

voltage diode was simulated. 

Predictions of in-service circuit performance were made. 
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APPENDIX A 

Construction of the p-i-n model 

For the purposes of this model and indeed this study it is assumed that the on 

state time prior to turn off greatly exceeds the turn-on time and thus the turn 

on transient. Therefore turn-on transients have decayed away and the diode is 

assumed to be in a steady state condition prior to turn-off. Thus the diode has 

a forward current density of J; for times - «© < t < 0 and at t=o the current 

drops instantly to a reverse current density of - Jp. 

To simplify the model the following assumptions are made: 

!) abrupt p-i and n-i junctions. 

2) one dimensional geometry (diode area A) with infinitely long contact 

layers. 

3) intrinsic middle layer. 

4) impressed time-independent current. 

5) recombination in the i-layer is negligible during turn-off. 

6) symmetrical diode model with respect for minority carrier 

lifetimes, diffusion constants and doping level of the contact 

layers. 

To satisfy the requirements for an analytical treatment the square well doping 

profile of assumptions (1) and (3) were necessarily implemented. In addition to 

eliminate a diode parameter, infinitely long contact layers were assumed. The 

justification for assumption (5) is that carrier life-time in the i-layer is much 

larger than the extraction time during the turn-off transient in high stress 

conditions. The symmetry contraint in assumption (6) cannot readily be justified 

in physical terms because this is not usually met in practice. However, 

introduction of this assumption does reduce the calculation required for solution 

by a factor of 2 and also the influence of unsymmetrical phenomena is a 2nd 

order effect. 
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The above assumptions limit the validity of the turn-off transient calculations but 

since the model was used to identify trends and parameters of most 

significance this was not considered too great a drawback. 

The starting point of any charge-control model is the continuity equation. 

JOT Oa - Al) 
dt 

This relates the total stored charge to the diode current |. The effective 

carrier lifetime is denoted by the symbol T, while Q, denotes the total stored 

charge. For a pin diode the total stored charge is the sum of i-layer charge 

and contact layer charge. Thus: 

Q = Q + 2Q - (A2) 

where Q; 

Q. 

stored charge in the intrinsic region 

stored charge in the contact layers 

Assigning carrier lifetime in the contact and intrinsic regions symbols T, and T; 

respectively allows the expansion of equation (Al). Thus: 

dQ, +Q + QO. + 2Q = | - 3) 
dt dt T Te 

Equation (A3) must now be solved for Q, and Q. by constructing a second 

relationship between these two unknowns. This can be done by first 

considering the forward conducting steady state to establish such an additional 

relationship between Q. and Q,. In this case: 

Q = Q. - (A4) 

Qo = Ge - (AS) 

di = 0 - (A6) 

dt 
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and eo = LA - (A7) 

Neglecting the i-layer component, the voltage drops across the two junctions 

amounts to half of the forward voltage V; minus the total contact potential Vp. 

AN Voi= 2. - (A8) 

where V, = junction volt drop 

According to Boltzmann statistics the stationary hole concentration in the i-layer 

can be written as: 

P(x) = P. cosh (x/L;)_ exp {-e(Vp - Vp)/2.k.T} - (A9) 

cosh (W/2L) 

where -W/2 =< x < W/2 - (AI0) 

In equation (A9) the x-coordinate origin is taken as the centre of the i-layer. 

L, is the diffusion length for electrons and holes in i-layer, P, the doping 

concentration at contact layers and kT/e the thermal voltage. Under the 

condition of low level injection in highly doped contact layers the minority 

carrier diffusion tails can be described by the following equation: 

P. (x) = Puexp {-(-'A.W))/La}. exp{-e.(Vp - Vp)/k.T} - All) 

where x 2W/2 

Here P. is the hole concentration in the n-contact layer and L. the 

corresponding diffusion length. Integrating (A9) and (All) yields the stored 

charges Q;, and Q., respectively. Using the steady state continuity equation: 

Qt, + 2Q,/t. = kh - (Al2) 

V_ can be elimated to produce: 
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v= exp {-3(Vp - V;)/2.k.T} 

     

=-L.t. tanh W,+/ bt, tanh(W/2L) 2 +__1, -(A13) 
2... T; 2.1, 2Lee-T 2 

Thus 

Oc = Aye-Pebee.v? - (Al4) 

and 

Q. = 2.tanh {( W/2.L)} . {(Ae-PeL?\/Le}” « (Qco)” - (Al5) 

The recovery of the diode can be described as being split into three time 

intervals. In the first interval the i-layer stored charge remains unaffected by 

the applied reverse bias but the contract layer stored charge is recovered. In 

the second phase the stored charge in the i-layer is recovered. The third and 

final phase occurs as space charge layers develop at the contact layers and then 

propagate across the i-region to eventually combine. 

During the first phase ie. 0 < t < t, the reverse current is produced by the 

extraction of the 2Q. stored charge. At t=t, the minority carrier 

concentrations at the junctions become zero. According to LeCan et al [234] 

t,; can be obtained by a geometrical calculation as indicated in figure Al (a). 

The exponential hole distribution of the n-type contact-layer diffusion tail is 

replaced by a straight-line approximation yielding the same Q,, i.e constant 

area. Then the gradient of the hole distribution near the junction x= W/2 is 

proportional to J/2. At t=t, the border concentration is zero. The gradients of 

the straight line approximation to the hole distribution shown in figure Al are 

given by: 

tan 0, = J, / 2.e.D, = Pov? / 2b. - (Al6) 

where D, = diffusion constant = Mek. T/e - (AI7) 

where Ls = diffusion length = (D7) - (Al8) 
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tan Q, = Jn / 2.e.D, - (AI9) 8 
At t=t, the border concentration is zero, therefore the recovered charge is 

6Q. = ——tan @,___ . Q.,.exp (+t)/T.) - (A20) 
tan ©, + tan O, 

The exponential term is introduced to account for recombination due to the 

short minority carrier lifetime in the contact layer. 

Equating 6Q., tol,. ‘At, -(A21) 

and accounting for equations (Al3),(Al4) and (AI5) produces the contact-layer 

recovery time. 

t) = 2.2 - exp (-tyt,) -(A22) 
In( 1 + tan ©,/tan ©) 

  

The hole distribution in the n-type contact for t > t, can be approximated as 

shown in figure Al. The residual current is assumed to decrease linearly with 

time until, 

tan @, = tanO, att = ty - (A27) 

and the recovered residual charge is then 5Q.. 

For t > t, the reverse current is made up from extracting both Q,, and Q.,. 

Because of the residual contact-layer current -I,(t), Q,, is only recovered by the 

difference current Ip - |, and at t=t), the contact-layer storage charge has 

shrunk to 

Qalti2) = %2-Qeo-exp(-ti2 / T.) ~ (A24) 

Again the exponential term accounts for losses due to recombination. 
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The charge is therefore approximated by, 

COR On( pes Tee BN) Mom ty.) - (A25) 
| + tan ©, / tanO , 

This is recovered during the time period (t,. - t)) 

Equating 5Q., to the charge transported by |,(t) produces an expression for 

ty2. Thus: 

to =t + 2QO. . [ = ol Ee eed AT | + exp (-t)2/T.) 
|_+ tan ©, /tan ©, 

lk + 2.e.A,D.tan ©, ~ (A26) 

For t > tj) an exponential residual current decay is assumed;which then 

produces the following equation: 

I(t) = I(t2) exp 2D. ti2-t) | -exp {(t2 - t/t} -(A27) 
i 

where t = t)) 

In the above equation the second exponential term accounts for recombination 

effects. Defining = Det - (A28) 

and 

1.(0) = Ip - (2.0-A.D, tan Q,- hh). t=t - (A29) 
ti -t 

for t; >t = ty 

produces the following equation, 

I(t) = Ieexp (3.t/t,) - (A30) 

where |, = 2.e.A,.D..tan ©, . exp (3.t)2/T.) - (A31) 

for t = tj. 

This expression describes the exponential decay of the residual current. 

The above equation describes the contact layer current. To obtain a full 
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description of the recovery process the charge recovery process in the i-layer 

must now be treated. For t > t, the current is primarily supported by the 

stored charge in the i-region. Prior to t=t), the i-layer charge of 

SQi(ti2) = far (In 1.) dt - (A32) 
tl 

has been recovered. Hence 

Qitiz) = Qo - (Ih - 2€A,D, tan @))  - t=t) - (A33) 
2 

This is used as the initial condition for the continuity equation, 

dQ, = -(k- ld - (A34) 
dt 

which is then used to calculate Q(t), t = t)2 with |, being obtained from 

equation (A30). Thus: 

Qit) = Q. - (Ip - 2eA.D. tanO)) «tia =t) + Inti - t) - (A35) 
2 

+ Meese exp (-3-t)2/T.) - exp ( -3.t/T)] 
3 

By linearizing the i-layer charge carrier distribution, ty can be calculated. By 

definition the border concentrations are zero. Therefore because the carrier 

flow at x = +/- W/2 is due to diffusion only. The gradient of the carrier 

distribution is therefore given by: 

oP, = een! - (A36) 
dx pew 2.e.A,D, 

The i-region charge carrier profile may either be a triangular or a trapezoidal 

approximation to the actual distribution. Which approximation is chosen 

depends upon the device physical structure and reverse current density. The 

stored charge at t=t, is calculated and used with equation (A36) to produce a 

transcendental equation which can then be solved for t,. For a trapezoidal 
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distribution at t=t, the ‘curve’ has a height of: 

5 = Q, /e.W,.A; see figure A2 - (A37) 

and a roof of width ’a’. Consequently, 

OP; = 2P,, = 2.0. at t=t, -(A38) 

dx x=Wid Wa eA.W.(W-a) 

and 

Q(t) = (Qi/2) . { | + @W)} - (A39) 

By combining the equations (A36), (A38) and obtaining |, from equation (A30) 

an expression for ’a’ can be produced. Thus: 

a=W,- 4.D,. i joe eens OF - (A40) 
Wille - leo-exP (-3-t,/T.)] 

Combining equations (A35),(A39) and (A40) an equation can be obtained which 

can then be solved for t,. In this case, 

ctin = t) - (Ip - 2eAD.tan O)) + Ip.(ty2 - t) 

2Q,. Q. 

+ dooce [exp (-3.t)2/T.) - exp (3.ty/t)] 
3.Q,, 

2 -4.D, . Q, -(A41) 
W?ille - ke exp (3:tyT)] 

The solution must be performed numerically. Once a solution has been 

obtained if ’a’ is less than zero, then the triangular distribution must be used. 

Referring to figure 48(b), the triangular distribution has a height equal to or less 

than P,,. The stored charge at t=t, is then: 

Qi) = (W7/8.D) - (Ik - Ie) -(A42) 
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Combining equation (A42) with equation (A35) produces the following. 

Qo - (a- 2eAD.tan ©)  - tir=t) + In(tic - tr) 
2 

& beg Te exp (tip / T.) - exp (3% / T)] 
3 

Wille - boo xP (-3.ty / T.)] -(A43) 
8D, 

I 

Again t, must be calculated numerically. 

In the third stage of the diode recovery ie t) < t < t; the space charge layer 

gradually widens until occupying the entire i-region as shown in figure 48(c). 

The two space charge zones grow from the junctions into the i-layer. The 

width of these zones is measured by a space coordinate ’s’. As the trapezoidal 

distribution shrinks it eventually becomes a triangular distribution at t=t3. 

From figure A2 it can be seen. 

Qlbs) = ZQ—-{ | - (@/W)} -(A44) 

By combining equations (A35), (A40) and (A44) an equation for calculating t,3 is 

produced. 

| - ty =t)( Ip - 2eA.D..tan O, ) + Ip.(ty = tos) 
Lo. Qi. 

+ Lote [ exp (-3.ty2/T.) - exp (-3.tp3/T.)] 
30, 

= 2.D,.0,, -(A45) 
Walk - koexp (3.tT.)] 

When Q((t;) = 0 the diode is fully recovered and t=t;. Thus: 
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Qin - tity -(Ip - 2.e.A.D..tan ©}) + Ip-(ti2 - ts) 
2 

+ Leeete [exp(-3.thp Mt.) - exp(-3.ty/t)] = 0 - (A46) 
3 

The recovery time t; can be calculated by solving the above equation 

numerically. 

Finally the transition time is calculated. During this time the electric field will 

have exceeded its saturation value then the drift velocity, u,, of electrons will 

effectively be constant. For silicon: u, = const ~ 2 x 10° m/s. 

Therefore the transition time will be 

(ty - t,) = 4M, /u, - (A47) 

At t= t, the i layer will be free from all mobile carriers and then the current 

flow through the device will cease. 

Neglecting the voltage drop across the diode during the initial charge extraction 

and assuming the dominant component of volt drop is due to the establishment 

of space charge regions then the space charge voltage across the i-layer is 

given by the equation due to Shockley and Prim [235]. Thus: 

IN
 

  

isaes 2. - (A48) 
eA; 

where e is the dielectric constant and the carrier mobility j1, is assumed to be 

field independent. The symbol s denotes the width of the space charge layer 

and is time-dependent. Thus s must be known to calculate | V|. Again 

either a trapziodal or triangular initial charge distribution (at t=t,) are used to 

calculate ’s’. 

In the case of the trapezoidal distribution the increase in the amount of 

recovered charge is related to the increase in the width of the space-charge 
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zones via: 

dQ; 2.¢.A,.Pi,.ds - (A49) 

Using dQ, i] (In = I) dt - (A50) 

and combining equations (A490) (A50) and |, from equation (A30) yields. 

2.0, ds = Tk - Lo-exp (-3.t/t,)] dt 
Ww 

t, S to < ty; - (AS!) 

By defining, s(t.) = 0, as the boundary condition then the solution can be 

expressed as: 

S= Wy fie(t- ty) + hte [exp (3:0/t,) - exp B.ty/t.)]} 
2.Q. 3 

+ 3 * St, - (A52) 

By using the expression for s the diode voltage can be calculated via equation 

(A48). Referring to figure A3 it can be seen that the reduction in the triangular 

distribution during the time period t,; < t < t; can be used to produce an 

equation linking dQ; and ds. Thus: 

dQ; = 2.q,, _ . (W, - 2s) ds - (A53) 

W..(W; - a) 

Combining the above with the following 

dQ; = (Ia - |.) dt 

produces a differential equation, thus: 

2.0,, _- (W, - 2.s) ds = [Ik - |.,.exp (-3.t/t,)] dt 

W..(W,-a) 
hi St st, - (A54) 
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Using the boundary equation s(t,;) = a/2, a solution for s is found. Hence: 

  

s = W, of W, - a)? - WW, = a)-{ly (tts) + boo Te 
2 25 2/6, 3 

[exp (-3.t / T.) - exp ( - 3.t3 / T. )]} 

ty = t= t - (A55) 

Thus equation (A55) can then be used to calculate | V| via equation (A48). 

In the case when the initial charge distribution is triangular a different 

expression for s is called for. Referring to figure A3 it can be seen that 

dQ, = 4.Q(t,).{(W, - 2.2} ds mace) 

it then follows that 

4.Q\(t)-{(W, - 2.5)/W?} ds = [lk - leo-exp (-3t/t,)] dt 

Get st - (AS7) 

Using the boundary condition s(t) = 0 the solution is 

  

s= Wi - [we (| ~ Aft = t) + beocTool3 [exp (-3.t/t,) 
2 4 Qi. - % (tiz - t))(Ip - 2-.e.A.D,.tan ©, ) 

  

- exp (-3t,/T.)] 

+ Intra = &) + hetJ3 [exp C3tit.) - exp@tyt)]} 
  

Sats - (AS8) 

Thus by inserting this equation for s into equation (A48) the diode voltage can 

be calculated. 

As can be seen from the above equations the calculation of the diode voltage 
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is very complicated during the transition phase. However, Schunemann [91] 

has shown that the diode voltage rises approximately 50% from its value at t, 

until reaching t, and in addition this rise is nearly linear since (t, - t;) < t;. 

Thus | V(t)| = | V(ts) | + | V(t) | .t=ts ~(A59) 
z ty - ty 

Also since the residual contact-layer current has only a marginal influence on 

switching times and voltages |, may be neglected. Thus simple formulae can 

then be used to calculate the diode voltage. 

Hence t, = 2.D,Q,,2 (trapezoidal distribution) -(A60) 

W?la? 

t) = Q.- W2 (triangular distribution) -(A61) 
Ip 8.D, 

The choice between trapezoidal and triangular distribution can be determined 

from the following equation 

a= W, -{(4.0,Q,)/W.)} > 0 -(A62) 
and 

ts = + {2.Q)/Wh)} -(A63) 

The recovery time is approximately given by 

ty on Q/la -(A64) 

The transition time is given by 

(ty - 3) = 'A.Wyu, -(A65) 

The diode voltage can then be calculated from the following, 
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IV] = 4 /2dps? ty 
3 EAL; 

lA o lA & 

The space charge layer width s for a trapezoidal distribution is: 

s(t) = Wryla . (t - t) 
2.Qi. 

for the time period sits t, 

s(t) = AW, - | (‘AW, - Yea)? - W,(W, = adap (t-ty3) 
2.Q 

for the time period 3) St Sty 

and for a triangular distribution is: 

st) = “ww, - [Wel - hte) 
4 Q(t) 

In the above case 

Q@ (tb) = W2ilg 
8.D, 

-(A66) 

~(A67) 

-(A68) 

-(A69) 

-(A70) 

for additional information on the derivation of the above diode model, the 

reader should consult the following references: [40, 41, 50, 91, 93, 94, 95, 98]. 
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FIGURE Al 
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FIGURE A2 
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APPENDIX B 

LIST OF SYMBOLS 

Equation (E114) constant 

Diode junction area 

Surface area of triangular finite element 

Equation (E94) constant 

Equation (E114) constant 

Main circuit series capacitance 

Diode Capacitance 

Steady state reverse bias diode capacitance 

Value of isolating capacitor 

Measure value of capacitance 

Average depletion layer capacitance 

Capacitance at time t. 

Capacitance [Farad] 

Softness factor = V,,,/V, 

Diffusion constant 

Pin diode contact layer diffusion constant 

Pin diode intrinsic layer diffusion constant 

Electron diffusion constant 

Hole diffusion constant 

Energy 

Capacitor stored energy 

Fermi energy level 

Trap energy level 

Residual error 

Equation E149 function 

Equation E149 function 

Equation E149 function 

Equation E94 constant 

FEM example in E109 
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LIST OF SYMBOLS 

H 

Pix) 

Px) 

Il 

Equation E95 constant 

Current [Amperes] 

Diode current 

Steady state forward current 

Pin diode contact layer current 

Reverse current in resistive circuit 

Pin diode contact layer current at time t 

Pin diode initial contact layer current 

Reverse saturation current 

Forward current in resistive circuit 

Reverse current 

Maximum reverse current 

Forward current 

Peak forward current 

Current density [Amperes/square metre] 

Forward current density 

Reverse current density 

Snappiness ratio = t,/t, 

Matrix in LU decomposition 

Main circuit series Inductance [Henries] 

Stray circuit inductance 

Pin diode intrinsic layer diffusion length 

Pin diode contact layer diffusion length 

Matrix notation in FEM 

N - type material; predominance of electrons 

Carrier trap concentration 

Density of donor atoms 

Matrix notation in FEM 

P - type material; predominance of holes 

Pin diode doping concentration at the contact layers 

Pin diode stationary hole concentration in intrinsic region. 

Pin diode stationary hole concentration in the n-contact layer. 
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LIST OF SYMBOLS 

Q(t) 

Qo 

Qeo 

2 

Q 

Qa 

Qa 

Q, 

Remar 

Rauc 

Charge [Coulombs] 

Diode charge 

Stored charge 

Recovered charge 

Recovered charge during time t, 

Recovered charge during time t, 

Pin diode charge in contact region 

Charge at time t 

Pin diode initial i-layer stored charge 

Pin diode initial contact layer stored charge 

Total stored charge 

Pin diode charge in intrinsic region 

Pin diode contact layer recovered charge at t, 

Pin diode contact layer recovered charge at t). 

Stored charge 

Resistance [Ohms] 

Recombination term 

Total recombination rate 

Shockley-Hall-Read recombination rate 

Auger recombination rate 

Snappiness factor = t,/t, 

Absolute temperature [degrees Kelvin] 

300K 

Matrix 

Transpose of matrix R,, 

Electric potential [Volts] 

Electric potential [Volts] 

Breakover Voltage 

Anode voltage 

Initial capacitor voltage 

Contact voltage 

Diode voltage drop 

Peak reverse recovery voltage 
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LIST OF SYMBOLS 

Ve = Forward voltage 

Vn = Maximum voltage withstand 

vy. = Reverse recovery voltage 

Ww = Base width [Metres] 

Ww = Depletion layer width 

Ww = Pin diode intrinsic layer width 

xX = Global co-ordinate in FEM 

xX = Equation E80 variable 

Y = Equation E81 variable 

x = Global co-ordinate in FEM 

Zz. = Global co-ordinate in FEM 

2 Equation E95 constant 

a = Polynomial constant in FEM (equation E112) 

a = Pin diode variable 

b = Polynomial constant in FEM (equation E| |2) 

qQ = Straight line equation constant 

ic = Polynomial constant in FEM (equation E| 12) 

G = Intrinsic carrier concentration 

g = Auger electon recombination constant 

Cane Electron capture rate for gold energy level | 

cole Hole capture rate for gold energy level | 

d = base width 

d = Base width 

e = Electron charge 

g = FEM example in E109 

i = Intrinsic material 

he = Capacitive current 

he = Current due to flow of electrons 

j = current density 

k = Boltzmann’s constant 

m = Gradient of a curve 

m = Mass of electron 
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LIST OF SYMBOLS 

Po 

Pi 

Hi 

Number of electrons 

Intrinsic carrier concentration 

Equilibrium electron concentration 

Hole concentration 

Equilibrium hole concentration 

Hole concentration if E; = E,, 

Unit charge 

Pin diode equation variable 

Time [Seconds] 

Time from current zero to I, 

Time from I,,, to second current zero 

Diode recovery time 

Diode storage time (time from current zero to junction volt reversal) 

Pin diode equation variable 

electron velocity 

local co-ordinate in FEM 

Local co-ordinate in FEM 

Local co-ordinate in FEM 

Pin diode linearized carrier concentration angle 

Pin diode linearized carrier concentration angle 

Proportionality constant between voltage and capacitance 

B7/E.A, 

Equation E93 constant 

L..Bo/e.A, 

Quasi-fermi level 

Electron quasi-fermi level 

Hole quasi-fermi level 

Matrix element 

Mobility constant 

Carrier - carrier scattering mobility constant 

Effective electron mobility 

Effective hole mobility 

Carrier mobility in intrinsic region of pin diode 
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LIST OF SYMBOLS 

Bi 

My 

Bo 

¥ 

lonised impurity mobility constant 

Lattice mobility constant 

Lattice mobility at 300K 

Electrostatic potential 

Carrier lifetime 

Pin diode intrinsic layer carrier lifetime 

Pin diode contact layer carrier lifetime 

Electron lifetime 

Hole lifetime 
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