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Thesis Summary 

A novel approach to the problem of resource allocation in telephone call demand satis- 
faction has been proposed by Prof David Lowe and Dr Ian Nabney in a feasibility study. 

The method, inspired by neural network approaches to combinatorial optimisation, has 

the advantage of allowing a flexible use of a multi-skilled workforce, proposing about 

25% fewer agents compared to figures produced by a traditional statistical method 

based on agents with single skills and separate queues. 

The purpose of this thesis is to develop and investigate some of these assumptions. 
One of these assumptions is that there is an unlimited pool of people in each skills mix. 

As this may not be appropriate for more highly qualified profiles, a method to cap the 

number of agents is described and its effects are investigated. It has been implemented 

and added to the earlier algorithm. 

To investigate the distribution of the calls across time, we developed a stochastic 

model of the queues based on the Erlang C model currently used in scheduling software. 
This model is more realistic than the assumption, made in the feasibility study, that the 

calls are uniformly distributed. In our new model, the arrivals are assumed to follow a 

Poisson process and the service time distribution is described by an hyper-exponential 

distribution, which takes into account the multi-skilled ability of each operator. This 
leads us to increase the number of agents required to achieve a proper service level, 

but nevertheless our approach still proposes 20% fewer agents compared to existing 

methods. 

The reliability of our method is tested with different data sets. In addition, some 

simulations were carried out to validate our new approach. The results, which are quite 

encouraging, are presented in detail. 

Another aspect of our approach was partially investigated. Instead of grouping 
people together in small numbers of groups with similar skills profiles, we grade each 
individual member of the workforce with his own unique skills profile. Consequently 
the incoming calls will be allocated to each individual and not to groups of agents. 
Some results and conclusions about this new issue are detailed. 

Keywords: call centre, multi skilled agent, connectivities, stochastic modelling of 
the queues, simulation
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Chapter 1 

Introduction 

1.1 Presentation of the problem 

The problem considered here is that of human resource allocation in a telephone call 

centre. The motivation behind the project is to devise a method which tackles this 

problem in a new way. 

A typical telephone call centre deals with a set of incoming telephone calls. The 

calls correspond to different types of queries or services available for customers. Each 

customer has to dial a phone number which corresponds to the specific type of service 

he wants. Therefore each telephone number corresponds to a specific type of skill from 

the agent employed to answer the queries. According to the number dialled by the 

customer, the calls will be routed in one of the queues of the call centre. Then the 

customer will have to wait in the queue until his call is allocated to an agent qualified 

to cope with this type of call. 

On the other side of a call centre, there are the agents, whose job is to answer the 

incoming calls. Each agent has a skills profile which is a measure of their ability at 

answering certain types of calls. The problem faced by the call centre management is 

to allocate the incoming calls to the agents in order to answer the calls effectively and
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to minimise the waiting time for each call. Typically the aim is to allocate sufficient 

numbers of agents of the required skills in order to provide a specified service level, for 

instance 95% of calls answered within 30 seconds. It is also advantageous to minimise 

the number of staff employed to answer the calls, while still maintaining a reasonable 

level of service. 

All the methods of forecasting the number of agents needed to provide the right 

service level with the smallest number of staff rely on parameters which describe the 

daily activity of the call centre. The two main parameters used to describe the incoming 

calls in each queue are: 

e The call volume which is the average number of incoming calls in a given span 

of time. 

e The call duration which is the average duration of a call. This parameter is 

strongly related with the mean service rate provided by the agents. 

With such parameters, it is possible to derive the density of telephone calls. Of 

course the call density varies throughout the day and also throughout a week in a 

characteristic manner, which may be specific to the business domain. 

Once the different parameters are known, the forecasting method provides the opti- 

mum number of agents required in the call centre and the expected performance of the 

call centre. The most important performance measure given by a forecasting method 

is the service level, ie. the percentage of calls answered within a period. A good 

service level is between 95% and 98% of incoming calls answered within 30 seconds. 

Another essential performance measure is the average delay of waiting for an incoming 

call before being answered. This measure is strongly linked with another one, the per- 

centage of abandoned calls which will increase if the waiting time is too long. Another 

important performance measure is the cost of the required number of agents in each 

10
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pool, for labour is the largest cost in a call centre. 

The purpose of this project is to device and test a new approach to the resource 

allocation, so that the required number of staff will be smaller than the one obtained 

with the traditional approach. The two approaches are presented in the following 

sections. 

1.2 Current method 

In this section the forecasting method currently used in the call centre will be described 

and illustrated. 

In the traditional way of dealing with incoming calls, the agents are gathered in as 

many pools as there are queues. All the calls in a queue will be answered by agents of 

the corresponding pool, who have the skills to respond to that specific queue. This phi- 

losophy is based on statistical independence assumptions whereby each queue of calls 

is modelled as an independent statistical process. This situation is depicted schemat- 

ically in Figure 1.1. The traditional forecasting attempts to determine the optimum 

number of agents within each pool using the mean observed behaviour of the queues. 

It is worth noting that the quality of the answer is not taken into account in this 

forecasting method, for the agents are assumed to have all the skills required for an- 

swering the phone calls that they have to deal with. Thus the standard of service will 

be measured by the service level and the number of abandoned calls. 

The drawback with this approach is that no account can be made of correlations 

between the different queues. However, from the observations of the actual data, the 

call densities are clearly correlated. Another drawback is that no allowance is made 

for the fact that some multi-skilled agents could answer calls from several different 

UL
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queues. Such allowance would allow us to use up possible spare capacity and to allow 

fluctuations in call numbers to be spread more widely. The purpose of developing a 

new forecasting method is to tackle this drawbacks. 

e f se person | 

| SPA | —_> ey My ms person 2 

Queue Calls of Type | 

  

Skills Type 1 
  

  

  

a le a person i 

i ea NE EEN | a 7 
Wie At Sl ee) person j 

— 

Queue Calls of Type 2 
Skills Type 2 

  

  

    
person p 

  

    Queue Calls of Type q Skills Type n person P 
  

Figure 1.1: Schematic diagram of the traditional approach to allocate agents to just 

one specific queue, depending upon their skills type. 

1.3. New approach 

An alternative approach is to assume that the agent population can be pooled by tag- 

ging each agent with their ability at answering each of the possible queues. Hence in 

principle, any call could be answered by any agent, if no agents of highest ability were 

available. This situation is depicted in Figure 1.2. 

The first step in this approach is to define the skills profile of each agent, which 

will describe how well they can answer each type of incoming call. Then an algorithm 

can be devised to forecast the optimum number of agents required to answer the calls. 

12
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The number of agents has to be big enough to provide a good service level and to 

give a sufficiently high quality of service. In fact, in this approach, we admit that the 

calls can be answered by agents not best qualified so that we can hope to decrease the 

number of agents needed but we have consequently to be aware of the quality of the 

answer. That’s why this approach requires a measure of quality of service provided to 

the customer. 

  

Sen 
Queue Calls of Type 1 
  

  

~, a MAR Nae 
Yo WY 

Queue Calls of Type 2 
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    Queue Calls of Type q ; 
  

Figure 1.2: Schematic diagram of our novel approach: Each agent may respond to any 

of the queues with a capacity depending upon their overall skills profile. 

1.4 System overview 

In this section, we shall describe how this new scheduling method fits into the overall 

scheme of a call centre. 

In our new approach, we redefine the way telephone calls are allocated to agents in 

a call centre. Obviously we expect this new method to require significantly less agents 

13
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than the traditional one. However we will have to look closely at the quality of service 

provided to the customers, as it might be affected by our new approach. Thus our 

aim is to predict the number of agents required in our new approach, whilst producing 

some measures of the quality of service. 

The first step in a forecasting method is to get some data on the daily activity of 

the call centre. The two main parameters describing this activity are the call volume 

and the average call duration, which are defined in the first section of this chapter. 

Using this two parameters, we can either compute the call density, i.e. the average 

number of calls active at an instant in the call centre, or derive the total number of 

agents required in the system using a stochastic modelling of the queues. Thus we 

would be able to forecast the required number of agents in the system. 

Another important point is to measure the quality of service provided to the cus- 

tomers. The first aspect of it is the service level, i.e. the percentage of incoming calls 

answered within a given delay. The second one is to measure how well the skills of the 

agents correspond to the ones required by the different types of calls they are answer- 

ing. This last measure is based on the skills profile of the agents. By being more or less 

demanding in our requirements of these two measures, we would be able to increase or 

decrease the number of agents in the system. 

1.5 Thesis overview 

Chapter 2 summarises the feasibility study [1] and its conclusions. The project follows 

on from this feasibility study and aims to investigate some of the assumptions made in 

the feasibility study. 

Chapter 3 describes the methods tried to cap the number of agents in certain skills 

14
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mix pools, the results obtained and the conclusions. 

Chapter 4 presents the work done on the stochastic modelling of the queues. The 

basic elements of the queueing theory are explained and the stochastic model used to 

describe the queues of incoming calls is detailed. 

Chapter 5 summarises the tests done in order to validate our approach. We have 

run our algorithm with different data sets and observed and compared the results. We 

have also written a simulation program in order to validate our approach through a 

real case. The results and conclusions following this simulation are detailed. 

Chapter 6 introduces a variant on our approach, called people-based approach. In- 

stead of considering skills mix polls of agents, we work with each agents as an individual 

with his own and original skills profile. 

Chapter 7, the last one, presents the conclusions that can be made following the 

work achieved in this project. We also discuss the future work that could be done on 

this project. 

At the end of this thesis, there are four appendices detailing some technical points: 

In appendix A, the Scaled Conjugate Gradients Algorithm is detailed 

In appendix B, we describe the Erlang’s C model 

In appendix C, we discuss in further detail the stochastic modelling of the queues 

In appendix D, the different algorithms are presented in a well commented way



Chapter 2 

The feasibility study 

2.1 Solution method 

In this first section, we will describe the strategy used to tackle the problem we are 

considering. 

The purpose of a scheduling method in a call centre is to predict the minimum 

number of agents required to achieve a certain service level and to provide a satisfac- 

tory quality of service, according to the expected activity in the call centre. In our 

method, the major unknowns are the connectivities between the telephone channels 

and the skills groups. The purpose of our method is to find the optimum values of the 

connectivities, i.e. the values that respond the best to the conditions described earlier. 

Each of these conditions, i.e. a minimum number of agents, a certain service level, a 

good quality of service, ..., can be modelled as cost terms. For instance employing more 

agents will increase the cost term corresponding to the minimisation of the number of 

staff. But on the contrary, employing less agents will increase the cost term corre- 

sponding to the service level. Thus the basis of our approach is to find the minimum 

of an overall cost function, which is made up from different cost terms mentioned above. 

16
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Another essential part of our model is to add some constraints to the cost function. 

A constraint term is an additive term which prevents the connectivities from taking 

certain values. This additive term will have a huge value in the forbidden area of the 

connectivities and a small value in the authorised area. So it looks like a cost term, 

but is not really one as we already know how to optimise it. 

In the minimisation of a cost function, we have to distinguish the local minima 

from the global one. The minimum for which the value of the cost function is smallest 

is called the global minimum while other minima are called local minima. As a con- 

sequence of the non-linearity of the cost function, it is not in general possible to find 

closed-form solutions for the minima. Instead, we consider algorithms which involve a 

search through connectivities space consisting of a succession of steps of the form: 

Cag Cl EAC, 

where j labels the iteration steps and AC; represents the connectivity matrix change. 

Different algorithms involve different choices of the connectivity matrix change. 

The algorithm used to minimise our cost function involves taking a sequence of 

steps through connectivities space. It is convenient to consider each of these steps in 

two parts: 

e first we must decide the direction in which to move; 

e secondly we must decide how far to move in that direction. 

The particular algorithm we have used is called the scaled conjugate gradients algo- 

rithm and is discussed in more detail in appendix A. For such algorithms, the cost 

function is guaranteed not to increase as a result of a change in the connectivities. One 

potential disadvantage for such algorithms is that if they reach a local minimum they 

will remain there forever, as there is no mechanism for them to escape (as it would 

17
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require a temporary increase in the error function). 

2.2 The cost function 

In this section, we outline the cost function used in the study, the minimum of which 

corresponds to the solution of the problem. Correct definition of the cost function and 

constraints on acceptable solutions is the key to success in optimisation problems. For 

this reason, in this section, we describe our approach and assumptions in some detail. 

All the materials described here came from a feasibility study [1] made by Prof David 

Lowe and Dr Ian Nabney. However some points of this study have been modified in 

the current project and are consequently presented in their latest version. 

2.2.1 Mathematical notation 

Before we construct the various components of the cost function, we need to introduce 

some mathematical notation to describe the problem. 

The total number of incoming queues of telephone calls is denoted by Q and at 

time t the call density in queue q is given by n,(t). In the feasibility study, the call 

density is assumed to be constant across each half hour period, which is our time basis, 

and we assume that the calls are uniformly distributed across the half hour period. In 

practice, the total number of calls offered in an half hour period, N,(t), is measured 

along with the mean call duration 7,(¢) in seconds in this period. Therefore to con- 

vert the measured data into the local call density (the average number of calls active at 

an instant) we need simply to scale the measured data as n,(t) = N,(t) x 7,(t)/(30 x60). 

The total number of pools of agents is denoted by P. People with similar skills pro- 

files will be grouped together into a small number of groups, where each of the skills
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profiles would be overlapping with other profiles. These profiles indicate the ability 

of members of the pools to answer any one of the Q different types of calls. Hence, 

when a call needs answering, the call would be routed to one of the skills mix pools 

for answering, even though that pool may not have a 100% competency to answer that: 

specific call. The skills profile is measured with a Q-dimensional vector sp, for there 

are Q different types of incoming calls. 

We can characterise the whole workforce by forming the complete skills matrix 

which lists the skills profiles for every pool. An entry in this matrix, S,, is the ability 

of a person belonging to the skills mix pool p to be able to answer a telephone call of 

type q, that is from queue q. For convenience (as we think of these entries as proba- 

bilities), the values are scaled to lie between zero and one. As each skills mix pool has 

its own skills profile, this skills matrix S is of a size (P x Q). 

Finally, we consider that there is also a connectivity matrix C. The entries cp, 

denote a link between queue q and pool p. There are various constraints that have to 

be imposed on this connectivity matrix to ensure that it is valid. 

2.2.2 The cost function 

The construction of the cost function is based on several constraints that we should 

impose. The variables of this cost function are the connectivities, whose final values 

will correspond to the optimum value of the cost function. 

One of these constraints is that, at an instant, there are only n,(t) calls active in 

queue q. Hence the sum of all connectivities across all pools must be less than or 

equal to this, i.e. yey pq < N,(t). As we wish to solve the problem (i.e. answer the 

telephone calls) whilst using as few people as possible, then another constraint on the 
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connectivity matrix is that the sum of all connectivities should be reduced as far as 

possible, i.e. Bey ye pq should be minimised. Finally we should ensure that the 

connectivities are set so that the most qualified agent available will answer the call. 

For this purpose, we need to introduce a measure of the quality of service provided to 

the customer and consequently a new constraint which is to maximise this measure. 

The measure of the quality of service tells us how well the solution matches the 

problem, i.e. how many calls are answered by people of high competencies. In the 

traditional statistical case this takes the form of what fraction of calls are answered 

on average within a set time period, say 30 seconds. In the traditional approach, 

this statistical reference is sufficient because all the calls are assumed to be answered 

by completely qualified people. In our approach we still want to answer the highest 

possible fraction of incoming calls, but we also have to take into account how well they 

are answered, because they can be answered by people without all the required skills. 

A straight forward way of measuring the quality of service provided to calls from queue 

q is to use the following formula: yea CpqSpq- If all the calls are answered by people 

with a skill of 100%, then this measure is maximised to n,(t). Hence, a measure of 

total quality of service across all queues, suitably normalised would be 

ibe al 
Q Xu Ny » CpqSpq 

As we are seeking to minimise a cost function, we are interesting in quantifying a 

loss in quality which we wish to reduce. So we may use the above definition of quality 

to define a measure of loss in quality as: 

12/2 . 
£o = OX (= CpaSpq — nto) 

This term would be equal to zero if all the calls are answered by people with 100% 

competencies. 

Another constraint is that there are only n,(t) calls in queue g at time ¢. The 
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penalty term which represents this requirement is: 

2 

[6 ay (= pq — Na( ») 
Qa p=1 

The penalty term which tries to minimise the total number of staff required is: 

je > 

= Q x (con) 

Finally one obvious constraint not yet considered is that negative connections are 

not allowed. So we need to introduce an explicit penalty term which forces the con- 

nectivities to only take on positive values. There are several ways we could choose to 

encode this constraint, e.g. by employing a ‘potential barrier’ term which ‘repels’ the 

parameters value away if it tries to go negative. More detail on this issue can be found 

in the section 3.3.1. The type of penalty term chosen could be: 

ahd Q gatpa | + exp(—7¢pq) 

where 7 is a large value which induces a strong gradient barrier around the origin. 

However this is not a sufficiently ‘strong’ way to implement this constraint. A more 

efficient way to do it is to use the penalty function method, whose use is explained 

and justified in the next chapter, section 3.2.1. The term a will be added to the cost 

function only if the constraint is violated, i.e. the connectivity cp, is negative. This 

term gets bigger as the connectivity cp, becomes ‘more negative’ and is null, and so as 

no effect, if the connectivity is positive. As we are minimising the cost function, this 

last term will prevent connectivities from being negative. 

The last constraint is that no call should be allocated to agents belonging to a pool 

with 0% competency to answer it. To prevent any call from being answered by an agent 

completely unqualified, we must implement the following constraint: if S,, is equal to 

zero the corresponding connectivity cp, should be null as well. An easy and efficient 

way to implement this constraint is to use the penalty function method, whose use is 

explained and justified in the next chapter, section 3.2.1. We then only have to add 
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a penalty term ae to the cost function if the constraint is violated, i.e. for the same 

queue q and the same pool p, Sp, is equal to zero and Gp, isn’t. 

Minimising a function subject to constraints is much harder than unconstrained 

minimisation. We want to minimise Hz subject to constraints. By rewriting these 

constraints as additional costs, we can use the method of Lagrange multipliers to 

recast the problem as one of unconstrained minimisation. The final cost function we 

are interested in is obtained by combining all the above terms as follows: 

E=Eo+ak; + BE2 

where a and # are Lagrange multipliers which may be set to specific values which 

reflect our relative importance of satisfying each of the penalty terms. 

This function is the one to minimise, and to which we apply the penalty function 

method in order to satisfy the last two constraints described above. 

2.2.3 Observations 

Although a number of assumptions was made, the proposed approach is quite general 

and could be applied to any call centre. For the end user, the only requirement is that 

they should be able to specify the skills of different groups of their staff members. Once 

this is done, the optimisation algorithm will determine how many staff members from 

each profile are required. 

The method operates on an instantaneous basis, i.e. the process produces the 

expected number of agents required in each skills mix which should be capable of an- 

swering the average number of calls in each queue in each half hour period. Each half 

hour period requires an separate optimisation. Because this is generally a nonlinear 

optimisation process, the algorithm requires an initialisation of the parameters which 

are then adjusted until a minimum is found. It might be the case that a minimum 
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is found which is unsuitable. Hence one generally needs to run the optimisation al- 

gorithm several times with different random start values for the connectivities. We 

have found that in this problem a suitable solution is found without requiring many 

random starts. The results presented next were obtained using a single run in each 

half hour period, and using the scaled conjugate gradients optimisation method, which 

is detailed in appendix A. 

The key assumptions made during the feasibility study are: 

1. The quality of service is measured using the skill score. The time taken to answer 

the call is assumed to be constant. This is appropriate for circumstances where 

the skill corresponds to the probability of converting a call into a sale, but not 

for technical calls. For example, when answering technical queries, a less skilled 

operator may come up with the same answer in a longer period of time. 

2. The staff all cost the same, which is not likely to happen for high skilled staff will 

earn higher wages than the low skilled operator. However it is relatively straight 

forward to associate different costs with different skills profiles and minimise cost, 

rather than staff number. 

3. In each skills mixes the pool of people is assumed to be unlimited. This may not 

be appropriate, as some highly qualified profiles may only have a small number 

of operators available. 

4. The calls are uniformly distributed across the half hour period. The traditional 

approach models the calls with an Erlang process, which results in assigning 

more than the expected number of operators to each queue in order to allow for 

fluctuations in the call density during the measured period. 

As some of this assumptions need to be investigated, some tests to be make and 

some simulations to be run, the feasibility study will be held further in this current 
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project. Thus the results obtained and the conclusions drawn will be closer to the 

actual behaviour of a call centre. 

2.3 Results 

The results presented in this section are derived from actual data provided by CallScan. 

This data described the activity of a call centre for one complete week. Data was pro- 

vided on call load and duration from six different queues throughout the whole week, 

that is six days (Monday to Saturday) with calls logged every half an hour from 08:30 

to 18:00 each day. The call density is displayed on figure 2.1, for each queue and for 

each half hour period of the week. 

On the basis of this information, the statistical model produces an estimate of the 

number of agents needed to be available in each half hour period throughout the week 

in order to answer these calls. Figure 2.2 shows the estimated staff numbers required 

for the same period, based on the assumption of a 95% service level objective within 

30 seconds. This figure is a benchmark for comparing the results of the optimisation 

approach against. 

To proceed with the minimisation of the cost function, we need to determine specific 

skills profiles. Table 2.1 described the 4 broad skills mixes chosen from the provided 

data. 

Using significantly many more than just 4 skills profiles, an almost perfect solution 

to the problem can be found, in the sense that it is always possible to answer all calls 

with people with a skill of 100. Hence we deliberately chose a small number of profiles 

in order to make the problem more realistic and to demonstrate the effectiveness of 

the approach. It is worth noting that the third skills mix area is less qualified than the 

other ones and therefore one can expect the agents from this skills mix area not to be 
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Skills Mix Matrix (unscaled) 
  

Queues || 1 2 Seleeult da i) 6 
  

  

Skill 1 | 35 | 100 | 100} 74] 0 | 0 
  

Skill 2 |) 36] 0 0 | 0 | 100 | 44 
  

Skill 3 60) 0 | 60}0] 0/0 
                        Skill 4 |} 80] 0 | 51 | 30] 100] 0 
  

Table 2.1: The four skills mix factor used in the experiments reported. Note the 

obvious inferiority of skills area number 3. 

employed in providing the service. This is not the case, as we will show. 

Figure 2.3 displays the aggregated final results of the proposed optimisation ap- 

proach, compared to the total number of agents required according to the traditional 

approach. The obvious point about this figure is that the neurally-inspired approach 

produces estimates of the required number of agents which are significantly less than 

estimates produced by the standard model. As mentioned previously, use was made 

of staff from the obviously less qualified skills profile in order to achieve this staffing 

level. This can be seen in Figure 2.4 which shows the breakdown of the data in Figure 

6 into the predicted number of agents required in each of the four skills mixes. 

The two other points that need now to be examined alongside the number of staff 

are what proportion of all calls were answered and how well those calls were answered 

according to our quality index. Figure 2.5 depicts the percentage of calls answered 

throughout the period by the approach used in this report. As can be seen, over 99% 

of all calls have been answered, despite using fewer staff than the traditional approach. 

Figure 2.6 shows the quality of service provided by the new approach. If all calls were 

answered by people with 100% competencies then the service quality index would be 

equal to unity. However if fewer than 100% calls were answered, or if calls were an- 

swered by people with inferior competencies, then the quality index should be reduced. 

This figure demonstrates that a high level of service quality is provided despite using 
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Figure 2.1: The call density in each of the six queues. The call density is the number 
of calls received in each half hour period, multiplied by the average call duration and 

then divided by the number of seconds in the half hour period.
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Figure 2.2: Number of agents used in each of the six queues according to the standard 

model. 
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Figure 2.3: Comparison between the number of agents used in the traditional model 

(the dotted line) and the number of agents used in our approach (solid line). 

fewer agents and also using agents with restricted competencies. 

A last point needs to be evocate: it is the time taken by this optimisation algorithm. 

All optimisation results using the skills mix approach were obtained in a matter of a 

couple of minutes.
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Figure 2.5: The percentage of all calls answered by the optimisation method. 
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Figure 2.6: The quantification of the quality of service provided by the skills mix 

approach method. On this scale a value of 1 indicates perfect quality. 
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2.4 Conclusions 

In this chapter, we have described a method for obtaining a solution to the resource 

allocation problem of matching agents to telephone call demand services. The main 

advantage of this new approach is that the potential agent pool is considered as het- 

erogeneous, differentiated by a coarse set of overlapping skills mix profiles. In theory 

any call could be answered by any person in any one of the skills mix areas. Our 

method returns the predicted number of agents required in each pool. The proposed 

approach appears to predict fewer staff required, compared to the traditional method. 

The overall performance in terms of percentage of calls answered reaches a good level. 

The method also returns a quantitative index of the quality of service provided, which 

may also be monitored. 

The following points weren’t considered in this feasibility study, some of them will 

investigated further in this report. 

1. No algorithm was defined for allocating agents to calls. A simple method, such 

as assigning the best qualified agent available to the call, would probably be 

adequate. 

2. No attempt was made at temporal smoothing. The method works on instanta- 

neous half hour values and does not account for shift patterns - it is only driven 

by the demands of the call density in each queue. 

3. Only one type of quality of service was considered. There may be a more ap- 

propriate definition which embodies more information specific to the problem 

domain. 

4. Alternatives exist to encode some of the constraints in this report which may 

lead to more robust cost functions. 
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5. We have assumed that all staff cost the same. It would be relatively straight 

forward to associate different costs with different skills profiles and minimise 

costs, rather than staff numbers. 

6. We have assumed that there is a unlimited pool of people in each skills mix. This 

will not be appropriate for all the more highly qualified profiles. 

7. We have assumed that the calls are uniformly distributed across the half hour 

period. With more information on the actual time of arrival of each call, it would 

be possible to take into account fluctuations in the call density within each period. 

8. We have assumed that each call in a given queue takes the same time to be 

answered, that is the average service time for all the calls from that queue. That is 

quite unrealistic, as the real times to answer calls from a given queue vary around 

this average value. Therefore it would be interesting to model the distribution of 

the incoming calls. 

32



Chapter 3 

Capping the number of agents 

3.1 Introduction 

So far we have assumed that there is an unlimited pool of people in each skills mix. This 

may not be appropriate, as some highly multi-skilled profiles may only have a small 

number of operators available. This leads us to take into account a new constraint: in 

highly qualified profiles, the number of agents available is limited by a capping number. 

This constraint could be characterised as a hard constraint, for it should not be broken. 

Typically, if a call centre could not allocate more than a certain number of agents to 

a pool, the result given by our algorithm should not exceed this and only approach 

the capping number, but should respect absolutely the constraint. A soft constraint 

is, for instance, to minimise the number of staff, and then we don’t have to respect 

some tough criterion. Therefore we had to use some strong method which gives us 

results that respect the constraint. A good method to use here is the penalty function 

method. 

3.2 Use of the penalty function method 

The purpose of this section is to describe the penalty function method, to explain and 

justify its use in the current problem. 
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3.2.1 The penalty function method 

Suppose we are minimising a function f(x) subject to the vector c of constraints: 

o(z)— 0 orm cla) > 0. t= 150 

We can construct a quadratic penalty term 8¢ é", where @ contains the constraints 

violated at x and 6 is called the penalty parameter. We add this penalty term to the 

function we are minimising to obtain a new function: 

6. or Po(z,6) = f(z) + 5¢e 

Now the problem is reduced to an unconstrained minimisation. The penalty term is 

continuously differentiable, but has discontinuous second derivatives where inequality 

constraints are exactly satisfied. 

An important point in this method is the choice of 6. We denote x*(6) the un- 

constrained minimum of Pg(x,6). Under mild conditions lims_... 2*(6) = 2*, the true 

minimum with constraints. So the way to proceed can be described as following: 

e minimise P9(x, 6) 

e increase 6 

¢ iterate until convergence 

The penalty parameter 6 can’t be chosen too large initially. 

The effect of adding the penalty term is to create a local minimum near «x* for 

sufficiently large values of 6. The example described in the next subsection makes it 

clearer. 

3.2.2 Example 

The following example illustrates the use of the penalty function method. 
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We want to minimise f(x) = x*, subject to the constraint x > —1. The quadratic 

penalty term is S(@ +1)? and the new function to minimise is: 

3,4 2 Po(x,6) = 2? + 3(% +1) 

The different functions are drawn on Figure 3.1. The solid line represents the new 

function to minimise, Pg(x,12), we have chosen 6 = 12 for this example. The dashed 

line represents the function to minimise under constraint, f(x) = 2°. The dash-dot 

line represents the quadratic penalty term, (x + 1)?. 

Penalty function method 
20 r   

  

\ —  : P12) ’ 
415 : -—- 13 | 

5 —-- 2@er1 m2 Ve Re       

10 

  

-5     

  

Figure 3.1: The penalty function method. 

3.2.3 Application 

In our current problem, we have to minimise the cost function derived in the previous 

chapter subject to the new constraint we have introduced just at the beginning of this 

section. This constraint is that in given pools of agents the number of people can’t be 

greater than a fixed number, the capping number. This constraint can be written as
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following: 

Q 

yy €pq S Ap (3.1) 
q=1 

where A, is the maximum number of agents available for the pool p. The total number 

of agents in the pool p is equal to the sum of all the connectivities linking the Q queues 

to the pool p, that is esi Cog: 

We can rewrite the inequality 3.1 in order to use it in the penalty function method: 

Thus, if the constraint is violated, i.e. Se Cpq > Ap, we add to our cost function the 

5 oe 
2 Ay — >) Gra 

following penalty term: 

q=l 

By adding this constraint, we slightly slow the algorithm, but the running time 

of this algorithm remains quite reasonable. All optimisation results are obtained in a 

matter of several minutes. 

3.3. Other approaches 

In this section we will describe the other approaches to capping the number of agents 

in certain skills mixes that we have tried and why they were abandoned. 

3.3.1 Use of a step function 

The idea behind this approach is to add a term which will take on big values if the 

number of agents in the considered groups is bigger than the number authorised and 

small values else. As we are minimising an overall cost function, this additive term will 
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keep the connectivities in the right area. i.e. where they are such that the numbers of 

agents are capped. A function whose value increases, or decreases, suddenly when its 

variables exceed a certain value, is called step function. We will describe how such a 

function has been tried in our approach. 

The sigmoid function 

The sigmoid function is a widely used step function, that can be defined as follows: 

1 

I) = TFexplae— a) 
If x is greater than the step value a, then f(x) goes towards one. If x is less than 

the step value a, then f(x) goes towards zero. Of course we can add a multiplicative 

coefficient in front of the function f so that the function takes on big values. The role 

of the coefficient 7 is to increase the steepness of the function around the step value a. 

The greater 7 is, the steeper the curve of the function is, when it goes from zero to one, 

that is around a. Figure 3.2 illustrates more clearly the properties of this function, 

with the particular function: 

1 

f(z) = 1+ exp(—6 x (x — 5)) 

Results and conclusions 

The constraint that we are considering is the following one: 

Q 

yy pq S Ap 
= 

So the sigmoid function should take as a variable mea Cpq and as a step value Ap. 

The coefficient 7 is chosen sufficiently large so that the step of the sigmoid function is 

steep enough. We add to the current cost function the following term: 

1 
1 + exp(—20 x (2, epq — Ap)) 
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A sigmoid function 
  

  

  

  
  

° 1 2 3 4 5 6 

Figure 3.2: This figure illustrates the properties of the sigmoid function. The step 

value @ is equal to 3 and the coefficient 7 is equal to 10. 

The effect of adding this term is to increase the final value of the cost function, if 

the constraint is violated. As we are trying to minimise the cost function, the values 

of the connectivities obtained should satisfy this constraint. 

The results given by this method are not completely satisfactory. If the constraint 

is to harsh, i.e. the capping number A, is to small, the connectivities obtained don’t 

satisfy strictly the constraint. Their sum on each queue, i.e. ei pq, is close to, but 

not less than Ay. This can be explained by the fact this constraint is not strong enough 

compared to the two other ones tried, the penalty function method and the softmax 

method, However, with this method, the algorithm runs quite fast and is barely slowed 

by the added constraint. 

3.3.2 Use of the softmax method 

With the softmax method [8], the basic idea is to make a change of variables, so that 

the new ones can’t break the constraint. So we keep the same cost function, but we 

rewrite the variables of this function, so that they always satisfy the constraint. 
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The softmax method 

Let’s explain the softmax method with a simple example. We consider a function FE, 

whose variables are denoted 2;, for 7 = 1,...,n. We want to minimise F, subject to the 

constraint: 
n 
Yas A 
i=l 

Now, instead of working with the variables z;, we will consider the variables y;, 

which are defined so that they always satisfy the constraint. Thus 7, y; < A is 

always satisfied. The new variables y; are defined by y; = f(x;). We now have to find 

the function f. 

We want that 7, f(x;) < A, which is equivalent to (A — YL, f(xi)) > 0. Then 

we introduce a new variable, a slack variable, A = A — ST, f(2;). This new variable 

is subject to the constraint: A > 0. We can now define f, so that 7, f(x;) = A—A. 

This can be done by defining f in the following way: 

a (A — A) exp(z;) 

a SSP pte) 

  

So the new problem can be summarised: 

e the new function to optimise is E(f), i.e. the function FE with the new variables 

yi = f(a) 

e the function f is defined as described in the previous paragraph 

e there is a new variable and a new constraint: A > 0 

Results and conclusions 

We can easily apply the softmax method to our approach. The constraint that we are 

considering is: 
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For each pool p, in which we are trying to minimise the number of agents, we will 

have to introduce a softmax function f, and a new variable As The softmax function 

is defined as follow: 

(Ap = Ap) xP (Coa) 
eee exp(Cpq) 

And the new variable A, is equal to A, = Ap eA f(€pq)- This variable should be 

Por p=1);..,P > flq3) = 

positive, so it is subject to the constraint A, > 0. A straight forward way to implement 

this last constraint is to use a sigmoid function as described before. 

This method has a huge drawback, that it is very computationally expensive. To 

optimise a week of incoming calls, it takes one hour and a half to obtain the required 

number of agents in each pool, with only one constraint on the number of staff. It is 

30 times longer than with the sigmoid function. Furthermore, if we want to implement 

constraints on the number of people in more than one pool, then it will be hugely long. 

This situation is due to the calculations of the derivatives of the softmax function, 

which are very complicated. 

With this method the constraints are satisfied, as with the penalty function method. 

But the results obtained are not better than the ones given by the penalty function in 

terms of quality of service provided to the customers and in terms of service level. So 

it is not worth keeping this method. 

3.4 Results and Conclusions 

Our algorithm now needs new parameters: the capping numbers for each pool of agents. 

As there are four skills mixes in our test data, we need four capping numbers, one for 

each half hour period. Of course, as there may be no need to cap one or several pools 

of agents, the capping numbers are not compulsory. So the capping numbers can be 

presented to the algorithm as a (120 x 4) matrix: four capping numbers for each one 
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of the 120 half hour periods of the week. It may also be presented as a vector with 

4 elements, in case there is a single overall capping number for all the half hour periods. 

If we assume that there is an unlimited pool of people in each skills mix, the 

predicted numbers of agents required for each half hour period are: 

e A; in skills mix 1 

e B, in skills mix 2 

e C;, in skills mix 3 

e D, in skills mix 4 

These numbers are obtained for each half hour period during a whole week. So there 

are stored in a (120 x 4) matrix. 

We are now going to cap the numbers of agents in the skills mixes. These are the 

assumptions and notations useful to read the tables detailing the results: 

e We have assumed that the calls are uniformly distributed across the half hour 

period. 

e The agents required in skills mix 3 are less qualified than the ones required in 

the other skills mixes, so they are assumed to be less expensive. Therefore the 

capping in this skills mix could be weaker than in the other ones. 

e In all the tables, the first line contains the uncapped results. 

e Staff denotes the sum of all the agents required in all the half hour periods for 

the whole week. 

e S.L. denotes the service level. 

e <0.95% denotes the number of half hour periods for which the service level is less 

than 95% of calls answered within 30 seconds. 

e Q.R. denotes the quality ratio. 
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3.4.1 First example 

The capping numbers for each half hour period are obtained by decreasing the uncapped 

results for each half hour period in each skills mix. 

  

  

  

  

          

Skills Staff | S.L. | <95% | Q.R. 

At By Cr dD; 5085 | 0.9999 0 0.7347 

A,—1 B,—1 C,—1 D,—1 | 4684 | 0.9895 2 0.7045 

Ay—2 By—2 C,—2 D,—2 | 4380 | 0.9297 | 87 | 0.6545 

A,—3 B,-3 C,—3 D,—3 | 4164 | 0.8752) 95 | 0.6424     

Table 3.1: Results of the first example. 

As a consequence of the decrease in the number of staff in all the pools, the service 

level and the quality ratio decrease. 

3.4.2 Second example 

The capping numbers for each half hour period are obtained by decreasing the uncapped 

results for each half hour period in skills mixes 1, 2 and 4. In skills mix 3, the capping 

number for each half hour period is equal to the uncapped result. 

  

  

  

  

          

Skills Staff | S.L. | <95% |] Q.R. 

Ay B Cr D: 5085 | 0.9999 0 0.7347 

A;—1 B,-1 C, D,—1| 4792 | 0.9964 0 0.7055 

A:—2 By-2 Cy, Dy—2]| 4474] 0.9617 | 23 | 0.6765 

A:—3 B,—-3 COC, Dy—3| 4245] 0.9098 | 90 | 0.6584       

Table 3.2: Results of the second example. 

By not capping the number of agents in skills mix 3, we obtain slightly better results 

for the service level and the quality ratio. 
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3.4.3. Third example 

The capping numbers for each half hour period are obtained by decreasing the uncapped 

results for each half hour period in skills mixes 1, 2 and 4. Whereas in skills mix 3, 

the capping number for each half hour period is obtained by increasing the uncapped 

result. 

  

Skills Staff | S.L. | <95% | Q.R. 

At By CQ Dy 5085 | 0.9999 0 0.7347 

  

  

A:—1 B,-1 C,+1 D,—1 | 4826 | 0.9995 0 0.7037 
  

A,;—2 By-—2 C,+2 D,—2 | 4688 | 0.9898 2 0.6831 
  

A,-3 Be-3 Cy+3 D,—3 | 4502 | 0.9684 | 20 | 0.6607 
              A;-4 Be-4 C,+4 D,—4 | 4376 | 0.9418 | 77 | 0.6314 
  

Table 3.3: Results of the third example. 

We compensate for the loss in staff in skills mixes 1,2 and 4 by adding agents in 

skills mix 3. Therefore the service level and the quality ratio don’t decrease as much 

as previously. 

3.4.4 Fourth example 

The capping numbers for each half hour period are obtained by decreasing the maxi- 

mum of the uncapped results for all the half hour periods of the whole week. 
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The maximum of the uncapped results in each pool are denoted by A, B, C and 

iD: 

  

A=mazx(A;) B=mazx(B,) 

C = maz(C;) D =mazx(D;) 

Skills Staff | S.L. | <95% | Q.R. 
  

At B, Ct D; 5085 | 0.9999 0 0.7347 
  

Ae —1 D-—1 | 4999 | 0.9998 0 0.7344 
  

A—2 B 2 —2 D—2 | 4976 | 0.9996 0 0.7341 
  

  

A-4 B-4 —4 D-—4 | 4896 | 0.9953 5 0.7308 
  

A-5 B-5 —5 D-—5| 4827 | 0.9886 8 0.7271 
  

Cc 

C 

A-3 B-3 C-—3 D-—3 | 4926 | 0.9988 1 0.7329 

Cc 

@ 

Cc A-—6 B-—6 —6 D—6| 4785 | 0.9754} 20 | 0.7221 
        A-7 B-T C-—7. D—-7T| 4727 | 0.9591 26 =| 0.7141       
  

Table 3.4: Results of the fourth example. 

In this example, the capping works only for the half hour periods where the number 

of staff required is high. So it doesn’t affect too much the service level and the quality 

ratio. 

3.4.5 Fifth example 

The number of agents in skills mix 3 is uncapped, whereas in skills mixes 1, 2 and 4 the 

capping numbers for each half hour period are obtained by decreasing the uncapped 

results. 
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Skills Staff) S.L. | <95% | Q.R. 

At Bi Cr D: 5085 | 0.9999 0 0.7347 

A;-1 Be-1 / D,—1 | 4886 | 0.9999 0 0.7169 

Ay-2 Be-2 / D,—2| 4875 | 0.9996 0 0.7038 

A,-3 B-3 / D,—3] 4870 | 0.9994 0 0.6965 

A,-4 B—-4 / D,—4 | 4866 | 0.9990 0 0.6931 

A.-5 Be—-5 / D,—5| 4861 | 0.9989 0 0.6834 

A:-6 B—-6 / D,—6| 4852 | 0.9986 0 0.6754 

A,-7 Be-7 | D,—T7| 4849 | 0.9983 0 0.6714 

Ar-8 Be-8 / D,—8| 4843 | 0.9980 0 0.6692 
  

Table 3.5: Results of the fifth example. 

As the number of agents in skills mix 3 is left uncapped, the loss in staff in skills 

mixes 1, 2 and 3 corresponds to an increase in skills mix 3. Thus the service level 

remains high, whereas the quality ratio decreases because of the poor competencies of 

the agents in skills mix 3. 

3.4.6 Conclusions 

First some remarks need to be made. The time taken by the optimisation algorithm be- 

comes longer because of the added constraint, but remains in a matter of few minutes. 

The second point is the starting values of the algorithm. As this optimisation algo- 

rithm is a nonlinear process, it might require several runs with different random start 

values for the connectivities. However we have found that, with the capping constraint 

as well as without it, a suitable solution is found without requiring many random starts.
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We have tried three different methods of capping the number of people in certain 

pools: 

e a sigmoid function, whose results are not quite satisfactory although it is quite 

fast 

e the softmax method, which is efficient but really too long to run 

e the penalty function method, which is as efficient as the softmax method and 

much faster 

A lot of experiments can be done with this method. But the aim of this method is 

to decrease the number of people in certain skills mixes, which are the most qualified 

and therefore the most expensive. We have found that it is possible to decrease the 

number of agents in the most qualified pools and still maintain a good service level. 

This can be done by increasing in the same time the number of agents in less qualified 

pools, which also leads to a decrease in the quality of service provided. 

According to the five examples described earlier in this chapter, the best way to 

apply this is to cap the number of people in highly qualified pools and to let uncapped 

some less qualified pools. Thus the total number of staff won’t decrease too much, 

which enables us to keep a good service level, whereas the quality of answer might 

decrease. Some economy can then be done as the more highly qualified staff are as- 

sumed to be more expensive, but the measure of the quality of service must be carefully 

observed in order to maintain a satisfactory quality of service. 
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Chapter 4 

Stochastic modelling of the queues 

4.1 Describing a queueing system 

In this section we will justify and describe the use of a stochastic model of the queues. 

We shall also describe the most general way to model a queueing system in order to 

present the points that have guided our research. In fact, the researches made to 

design a stochastic model of the queues of our system are based upon the queueing 

theory. That’s why it is first essential to introduce some general notions about queueing 

theory, [2] [3] [4] [5] [6] [7], before developing our real works. For further details about 

the traditional way of modelling the queues in a call centre, i.e. the Erlang’s C model, 

see appendix B. 

4.1.1 Introduction 

So far we have assumed that the calls are uniformly distributed across the half hour 

period, which is equivalent to consider the call density constant within each period. 

This assumption is quite inaccurate to describe the actual behaviour of the queues, 

because we don’t account for any fluctuations in the call density. With the use of a 

stochastic model of the queues, it would be possible to take into account fluctuations 

in the call density which results in assigning more than previously predicted number 
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of agents to each pool. 

In this new approach, we still use the call volume, i.e. the number of incoming 

calls, and the mean call duration in an half hour period as the only two parameters. 

We now want to build a model that accounts, first, for fluctuations in the time be- 

tween call arrivals and, secondly, in the service time. Non-uniform call arrivals cause 

clustering in the arrivals, as there may be busy periods inside an half hour as well as 

quiet ones. It is much more realistic than considering each queue as a steady stream 

of calls to the call centre. The obvious consequence of this new assumption is that 

our model will require more staff in order to cope with the clusters of calls that may 

arrive. The second aspect in this new approach is to consider the service time as a 

random variable, and no more as a constant number. This means that the service 

time will take on random values from a given distribution. Consequently, some calls 

will take more time than others to answer, and especially more time than the mean 

value of the call duration. This also leads to increase the number of agents, in order to 

compensate the unavailability of some agents who are answering particularly long calls. 

First we will present the elements of a queueing system. Customers from a popu- 

lation or source enter a queueing system to receive some type of service. In our case a 

customer will be an incoming phone call. The service facility of the queueing system 

has one or more servers. A server is an entity capable of performing the required service 

for a customer, so we will consider each agent as a server. If all servers are busy when a 

customer enters the queueing system, the customer must join the queue until a server 

is free. So in a queueing system, it is usual to consider one queue of incoming calls. 

4.1.2 Queueing theory notations and definitions 

First it is necessary to define and precise the notations, which we will use in this 

chapter. 
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The variable ¢ is considered as a continuous variable, i.e. a genuine measure of the 

time, and not as an index for the half hour periods as in earlier chapters. 

In the usual treatment of queueing theory, only one queue is considered and so it is in 

this section. Up to now, q has been used to index the multiple incoming queues. In 

order to avoid the confusions, all the variables related to the single queue considered 

in the queueing model are denoted with d. The basic queueing theory notations and 

definitions are listed below: 

c: number of identical servers 

d: random variable describing the time spent in queue 

L: expected steady state number of calls in the system, E[N] 

La: expected steady state number of calls in the queue, E[Na] 

L: expected steady state number of calls receiving service, E[N.] 

A: average arrival rate of calls to the system 

ji: average service rate per server, that is the average rate of service completions 

while the server is busy 

N(t): random variable describing the number of calls in the system at time t 

N: random variable describing the steady state number of calls in the system 

Na(t): random variable describing the number of calls in queue at time t 

Na: random variable describing the steady state number of calls in queue 

N,(t): random variable describing the number of calls receiving service at time t 

N,: random variable describing the steady state number of calls receiving service 

P,,(t): probability that there are n calls in the system at time t 

Pn: steady state probability that there are n calls in the system 
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e p: server utilisation = A/(c x p) 

e s: random variable describing the service time 

e r: random variable describing inter-arrival time 

e w: random variable describing the total time spent in the system 

e W: expected steady state time in the system, E[w] 

W,: expected steady state service time, E[s] 

W4: expected steady state time in queue, E[{d] 

There are some obvious relationships between some of the random variables listed 

above. They depend upon the two states in which the system might be. 

The system is said to be in the transient state if the number of calls in the queue 

and in service depends strongly upon both the initial conditions and upon how long 

the system has been in operation: 

N(t) = N,(t) + No(t) 

w= qts 

After the system has been in operation for a long time, the influences of the initial 

conditions and of the time since start-up have ‘damped-out’ and the number of calls 

in the queue and in service is independent of time. The system is then said to be in 

the steady state: 

N=N,+N, 

L= Leth, 

W=W,+W, 

The population of customers is assumed to be infinite, thus the arrival rate doesn’t 

depend upon the time. In our model we assume this to be true over each half hour 

period.
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4.1.3 Arrival pattern 

The ability of a queueing system to provide service for an arriving stream of calls de- 

pends not only upon the arrival rate, but also upon the pattern in which they arrive. 

We assume call arrivals at times: 0 < to < th < tz <...<tn<.. 

The random variables t = ty, — tx-1 are called inter-arrival times. 1, 72, 73,... 

is assumed to be a sequence of independent identically distributed random variables. 

We therefore use the symbol 7 for an arbitrary inter-arrival time. The arrival pat- 

tern most commonly assumed for queueing theory models is the exponential pattern: 

P(r <t) =1—e-™, where is the average arrival rate. Because of the properties of 

the exponential distribution, if the inter-arrival time of calls to a queueing system has 

an exponential distribution, the arrival pattern is called a Poisson arrival pattern. 

By assuming a Poisson arrival pattern, we consider the arrivals of calls as a sequence 

of independent events whose probability of occurrence is the same for any moment of 

some interval of time. Arrivals of telephone calls in a call centre do not strictly fall in 

this category but they often come exceedingly close to it. Therefore we will assume that 

they have both of the above properties, independence and constant probability in time. 

As a consequence of these properties, i.e. since the calls arrivals are independent 

and have a constant probability in time, clusters of calls can occur. Therefore the 

number of agents had to be high enough to cope with clusters of calls, that is peaks 

in the call density. This situation is illustrated in Figure 4.1, which represents P,(t), 

the probability that x events have occurred by time t, as a function of x in a Poisson 

process. We assumed ¢ to be equal to 10 seconds and A, the arrival rate, to be equal 

to 5 arrivals per second. Then we computed P,(t) for different values of «. Of course 

the most likely case is that 50 calls have arrived by 30 seconds, but all other cases are 
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possible and with a decreasing probability as the number of calls is far from 50. Hence 

70 calls can arrived in 10 seconds, that is 40% more than the expected value, so the 

required number of agents has to deal with such clusters of call arrivals. 

Poisson process 
0.06 r   

0.05 4 

0.04- 4 

0.03+ + 

0.02+ 4 

0.01 4     ° 
° 10 20 30 40 50 60 70 80 90 100 
  

Figure 4.1: The Poisson process: P,(t) = f(x), the probability that x events have 
occurred by time ¢ as a function of x. t = 10 seconds and \ = 5 arrivals/second. 

4.1.4 Service time distribution 

The exponential distribution is often used to describe the service time of a server. Thus 

if the service time is exponential, the expected time remaining to complete a call ser- 

vice is independent of the service already provided. In queueing theory, exponentially 

distributed service time is called random service and the distribution function W,(t) is 

given by: 

W,(t) = P[s < t] =1-—e“ 

It is difficult to give a sound theoretical reason why service times should be expo- 

nential; but the fact is that in most cases they are nearly exponential. It implies that 
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the most likely duration of a call is around 0. It also means that the longer calls are 

the less likely to happen. This situation is depicted in Figure 4.2. 

Exponential distribution 
0.01   

0.009 

0.008 

0.007 

0.006 

0.005 
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0.002 

0.001 

  

    
    
° 50 100 150. 200 250 300 350 400 450 500 

t (time in seconds) 

Figure 4.2: This figure illustrates an exponentially distributed service time. On the 

x axis, t represents the service time and on the y axis, p(t) represents the probability 

that a call requires a service time of duration t. 

4.1.5 Kendall notation 

A shorthand notation, called the Kendall notation, after David Kendall, has been 

developed to describe queueing systems and has the form A/B/c/K/m/Z. Here A 

describes the inter-arrival time distribution, B the service time distribution, c the 

number of servers, K the system capacity (maximum number of customers allowed in 

the system), m the number in the source and Z the queueing discipline, that is the rule 

for selecting next customer to receive service. We will use the shorter notation A/B/c 

as we assume that there is no limit to the queue size, the customer source is infinite 

and the queueing discipline is ‘first come, first served’. The symbols we will use for A 

and B are: 

e G: general service time distribution 
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e Hg: @Q-stage hyper-exponential service time distribution (it will be defined later) 

e M: exponential inter-arrival or service time distribution 

When we say a queueing model, such as M/G/c, has a general service time distribution, 

we mean the equations of the model are valid for very general service time distributions 

and, thus, in particular, the equations are valid for the M/Hg/c system. 

4.2 A model of a call centre queueing system 

In this section, we will present the current approach we use to describe the call centre 

queueing system and the mathematical notions required to model it. The assumptions 

made in the modelling of the system will also be discussed. For further details about 

all the mathematical notions used in this section, see appendix B. 

4.2.1 Introduction 

We consider a set of Q queues, each of which contains calls of only one type, that is to 

say with one arrival rate and one service rate. The arrival pattern used to described 

the arrival of the calls in the different queues is a Poisson process, with arrival rate A, 

depending upon the queue. We assume that the service time for each type of calls is 

exponentially distributed with service rate jg depending upon the queue. The descrip- 

tion of a Poisson process and the meaning of an exponential distribution are discussed 

in more detail in appendix B . 

We have seen in the previous section that in queueing theory, it is usual to consider 

a single queue and a single service time distribution. Each type of queueing system 

is characterised by an inter-arrival time distribution, a service time distribution and a 

number of servers. To model our system, we need to find an inter-arrival time distri- 

bution and a service time distribution which fit our multiple queues system. That is
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what is discussed in the following section. 

In queueing theory, there are some formulas which give the service level reached 

with a queueing model. Thanks to such formulas we can know how many servers we 

need in this system to achieve a certain service level. On the test problem, the desired 

service level is the following: 95% of all the calls should be answered within 30 sec- 

onds. Once we know the required total number of agents in the system, we have to 

share them between different skills mix pools thanks to the optimisation of the quality 

ratio, which was discussed earlier. The quality ratio takes into account the differences 

between the skills required by the incoming calls and the real skills of the agents who 

have to answer the calls. By optimising it, we can find the right distribution of the 

agents between the skills mixes. 

4.2.2 Exponential inter-arrival time 

In each queue, the inter-arrival time distribution is assumed to be exponential. Because 

of the properties of the exponential distribution, summarised in appendix B, the arrival 

pattern is a Poisson arrival pattern. For each queue q, the arrival rate A, is computed 

using the call volume, i.e. the number of incoming calls in an half hour period, denoted 

N,, and is assumed to be constant throughout an half hour period: 

A= Ns 
30 x 60 
  

In our approach, all the agents can answer calls from any queue and so the different 

queues are merged in one system. So it is relevant to model the arrivals of the calls 

from different queues in our system as one process, as we are trying to do. 

The sum of independent Poisson processes is itself a Poisson process, whose param- 

eter is the sum of the parameters of the different Poisson processes. As each of the 

types of call has an independent Poisson arrival pattern with parameter A,, the single 
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queue to our system has also an Poisson arrival pattern, whose arrival rate parameter 

X is equal to: 

It is easy to understand how to derive the new arrival rate. As the arrival rate of each 

queue is equal to the number of incoming calls during an half hour period divided by 

the number of seconds in an half hour period, i.e. 4, = N,/(30 x 60), the global arrival 

rate is computed with the total number of calls from every queue: 

cra Ny > ( is) : = Set =o), 
= 50x60 ~ 2, (30x60 x i q=1 

  

To conclude, we can use an exponential distribution to model the inter-arrival time 

of every type of incoming call. 

4.2.3 Hyper-exponentially distributed service time 

In our model each agent answers different types of incoming call. The service time 

distribution for each type of call is exponentially distributed and with a different pa- 

rameter for each queue. However we considered that all the queues are merged in one, 

so the service time distribution has to be modelled according to a combination of the 

service time distributions of each type of call. This can be done using a Q-stage hyper- 

exponential distribution, which is used for modelling the service time of a queueing 

system, which has a large standard deviation relative to the mean value. 

For each queue q, the service rate ji, is computed using the mean duration of a call 

in an half hour period, which is denoted T,, and is assumed to be constant in an half 

hour period: 

1 
t= Hq T 

As there are Q types of call, so Q different mean call duration values, we will use a 

Q-stage hyper-exponential distribution to model our service time. The density function 
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of this distribution is equal to: 

S Q 
f(t) = Ogp,e 4*! with a, = —*— 

Us ray (4.1) 

Each server is considered as a (Q-stage hyper-exponential service facility, that means 

each agent has the ability to provide Q different services, each with an exponentially 

distributed service time. This situation is depicted on Figure 4.3. 

Each a, represents the probability that an agent answers a call of type q. Thus the 

probability that an incoming call is one of type q is equal to ag = ae 
veda 

An important point concerning the formula 4.1 describing the service time distri- 

bution is that we are using a stochastic model of the service time, which is usual, and 

call types, which is less usual. Indeed, the coefficients a, enable us to take into account 

the relative importance of each type of call in the system. 

  

      Stage 1 

Stage Q       

Figure 4.3: Model to represent a Q-stage hyper-exponential service facility.
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4.2.4 Conclusions 

We consider a system of Q queues, each of which has exponential inter-arrival and 

service time distributions. The parameters used to describe this Q queues are denoted 

, for the arrival rates and 1, for the service rates. Our current queueing system can 

be described by an M/Hg/c model: 

e arrival pattern: exponentially distributed inter-arrival time with an arrival rate 

given by A = 3 dg 

e the service time distribution is hyper-exponential: the density function is equal 

to fat) = Tiger ange, with ag = <a 
quire 

Once we have found a relevant model for our system, we need to derive the number 

of servers required to achieve a satisfactory service level. This will done in the next 

section. 

4.3. Required number of servers 

In this section, we will present the mathematical notions and formulas needed to derive 

the number of servers required in our system. We will also describe how it can be 

derived. 

4.3.1 Introduction 

In the previous section, we have discussed the model used to represent our system. 

The model found is an M/Hg/c model, that is a queueing model with exponential 

inter-arrival time distribution, Q-stage hyper-exponential service time distribution and 

c servers, i.e. c agents. The purpose of this section is to describe how to derive the 

number of agents required in such a model to achieve a sufficiently high service level. 

Therefore we will introduce some mathematical notations and formulas and make some 

assumptions.
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4.3.2 Martin’s estimate 

We shall consider an M/G/c queueing system. Such a system has an exponential 

inter-arrival time distribution, a general service time distribution and c servers. As 

detailed earlier in section 1, d denotes the random variable describing the time spent 

in queue, and the expected value of the time spent in queue is denoted by Wy = E[d]. 

So W, can be considered as the average waiting in queue and, for this system, one can 

approximate the average waiting time in queue, Wy = E[d], by: 

_ Cle, a) x Efs] e 1+C? 

c-—@ 2 
Wa Martin’s estimate (4.2) 

where: 

e s is the random variable describing the service time 

E|s] is the expected service time 

e a=Xx E[s] and 4 is the arrival rate 

e C(c,a) is the Erlang’s C function (see appendix B) 

@G= vara is called the squared coefficient of variation of s 

Formula 4.2 is called Martin’s estimate, [2], and, as it is not an exact formula but an 

estimate, it might not be entirely true. However the results are quite accurate and the 

error is nearly zero. Such an estimate has the important advantage of being relatively 

easy to calculate. To find an exact formula for the model considered, i.e. an M/Hg/c 

model, would have been excessively long and the formula obtained would have been 

probably difficult to calculate and computationally expensive. 

An important point is that in our system the only unknown is the number of servers 

and consequently Wy depends only upon it. So the average waiting time in queue can 

be considered as a function of c, the number of agents in the system. 
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4.3.3 Heavy Traffic Approximation 

We shall consider a G/G/c queueing system, i.e. general inter-arrival and service time 

distributions and c servers. An important variable in queueing theory is p, the server 

utilisation, which measures the average utilisation of a server. It is equal to A/(¢ x 1), 

that is the ratio of the number of arriving calls per unit of time and the number of calls 

per unit of time that the system is able to complete. It is relatively straight forward to 

see how p can be used to measure the importance of the traffic in a queueing system: 

e If p approaches 1, then the traffic can be considered as heavy 

e If p approaches 0, then the traffic can be considered as light 

As p approaches 1, the distribution of the queueing time, d, approaches that of an 

exponential distribution, see section 4.1.4. That is the heavy traffic approximation, 

which suits our case well as we want to minimise the number of staff, which implies a 

server utilisation close to 1. To consider the distribution of our queueing time close to 

an exponential distribution allows us to compute easily the percentile value of d, the 

random variable describing the queueing time. 

The r‘* percentile value of d, denoted by z4(r), can be used as a measure for the 

service level. For instance, if 72(90), the 90" percentile value of queueing time, is equal 

to 40 seconds, then 90 percent of all calls spend less than 40 seconds in the queue. So 

the r‘* percentile value of d, ra(r), is defined by: 

r 
Pid< = (4s mar) = 

Assuming the heavy traffic approximation, and consequently that the distribution 

of the queueing time, d, approaches that of an exponential distribution, one can use 

the following formula to calculate the r‘* percentile value of d: 

na(r) = Eld x In ( ag0 ) = Wi xin ( 200) ) 
100 —r 100 —r 
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The justification of this formula is given in appendix C. 

This relation between the r“” percentile value of q and the expected queueing time 

gives the required number of agents to achieve our service level, as the expected queue- 

ing time W, can be considered as a function of c, the number of servers. 

4.3.4 Required number of servers 

Once we have decided on the model to describe our system, we can derive the required 

number of servers in our system, thanks to the formulas and approximations made 

earlier. 

In our example, the service level will be achieved if 95% of the incoming calls are 

answered within 30 seconds. Therefore the 95" percentile value, 74(95), must be equal 

at least to 30 seconds, which is equivalent to P(d < 30) = 0.95. Using the heavy traffic 

approximation, 74(95) = Wa x In(#82) = 3 x Wy. So m4(95) & 3 x Wy must be equal 

or less than 30 seconds, which means that we have to find the minimum number of 

servers such that W4, is equal or less than 10 seconds. 

Thanks to Martin’s estimate, the expected waiting time can be easily computed in 

the case of an M/Hg/c system: 

C(c,a) x Els] _ 1+? 
c—a “ 2 

Wa = 

And, as the service time distribution is hyper-exponential, the different terms of 

this formula can be computed: 

© Els] = 52. 

© Bls?] =252, % 
2 Var{s] E{s? 

°C} = Sl = ah - 1 
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e C(c,a), the Erlang’s C function, can be derived thanks to an iterative formula 

More detail about this calculations can be found in appendix C. 

Since c is the only unknown in this formula, we can consider Wy, as a function of c. 

So we can derive the required number of servers by finding the value of ¢ for which Wy 

matches the right value of the waiting time. That means that the required number of 

servers will be the smallest value of c for which W4 will be less than 10 seconds. 

4.4 Results 

4.4.1 The cost function 

Using the method described in the previous section, we can compute the required 

number of servers, i.e. agents in the system, for each half hour period throughout the 

whole week. So we will have to work now with the required number of staff, computed 

with the queueing model, and not anymore with the number of active calls. This can 

be done because the sum ey pq, Which formerly was seen as the number of agents 

to allocate to all the calls active in queue q at an instant, can now be regarded as the 

number of agents required to answer calls from queue g. Therefore this sum, ee cas 

now has to match n,, the predicted number of agents required to answer the calls from 

queue q. The meaning of the cost function will then slightly change. This number will 

be derived thanks to c, the total number of servers in the system. We consider that ng 

is equal to ¢ times the ratio of active calls in the queue q and the total number of calls 

active in the half hour period: 

sm NqT, 

Dei MT, 
where N, is the number of incoming calls in queue q during an half hour period and 7, 

Ng xe 

is the average call duration in queue q. 

Another important point, in this new approach, is that we require a minimum 

number of servers in the system for each half hour period. Thus we have to model this 
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constraint, according to the fact that if the total number of agents in the system is less 

than the minimal one, the service level won’t be reached. It is then necessary to use a 

hard constraint to model this, such as the penalty function method. If the constraint 

is violated, we add to the cost function a penalty term: 

QP Qe. 
SMer<¢ then Prey = Foa+ = $(xx~-4 
g=1 p=1 g=1p=1 

The cost function that we have mentioned is the same that we have used before. It 

always contains the following terms: 

e a term measuring a loss in quality: 

2 

TOs a3 (x CpaS'pq 4) 
=1 

e a term constraining the sum on each queue to equal the number of calls: 

1.9 fe c 
ae Q D | Sc - 

q=1 \p=1 

e a term corresponding to the minimisation of the number of staff: 

boyd, 
Q jap 

The final cost function we are interested in is obtained by combining all the above 

terms as follows: 

E=Eo+ak, + BE, 

where a and # are Lagrange multipliers which may be set to specific values which 

reflect our relative importance of satisfying each of the penalty terms. 

And we need the following constraints to be implemented using the penalty function 

method: 

e no connectivity should be negative: 

If ¢, <0, then Frew = Boa+ Sa, 
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e no call should be answered by people completely unqualified: 

6 
If Sp. =10 ‘and c:>0,. then” Ey. = Boa + 3% 

e the number of agents in the system should be greater than c, that is the minimum 

number of agents required to achieve the right service level: 

QP ee é 
Te 3 Gg <c; then Few = Laat 3 ee — e 

g=1 p=1 g=1p=1 

An optional constraint can of course be added, if it is necessary, to cap the number 

of people in some skills mixes. We should then consider the following penalty term: 

2 
Q Fs Q 

Hf Sem > Ap, then Bnew = Eou + 5 (= Coq — 4) 
q=1 q=1 

4.4.2 Results 

As expected the number of agents required increases compared to the one found with 

uniformly distributed calls, so that the workforce can cope with the fluctuations in the 

call density. This situation is depicted on Figure 4.4. The increase in the number of 

agents is around 5%, compared to the simple model used in the feasibility study. The 

total reduction in the workforce remains quite high, that is 20% fewer agents required 

in the whole week, as is shown on Figure 4.5. 

Now we have to consider two stages before obtaining the final distribution of the 

agents between the pools. First we have to run an algorithm which computes the total 

number of agents required in the system for each half hour period in order to achieve 

a satisfactory service level. This first stage is quite fast, it takes barely a few minutes 

with a Matlab program. Then we use the number of agents required in the system to 

run our optimisation algorithm and to share the agents between the different pools. 

This stage uses the same algorithm that the one used before in the simple model, in 

which we have added the constraint which prevents the total number of agents in the 

system from being less than the one required to achieve the service level. So it takes 
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a little bit more than 10 minutes to run the algorithm through the data of a whole week. 

Total number of agents with the two methods 
  

  90} 1 
—— stochastic modelling 
—- uniformly distributed 

80       

    

  

  

° 20 40 60 80 100 120 

Figure 4.4: Comparison between the number of agents required with uniformly dis- 

tributed calls (the dotted line) and with the stochastic model of the queues (solid 
line). 

Total number of agents 
120     

—— Optimized 
—— Conventional           

      

° 20 40 60 80 100 120 

Figure 4.5: Comparison between the number of agents used in the traditional model 

(the dotted line) and the number of agents used in the stochastic model of the queues 
(solid line). 
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4.5 Conclusions 

The results found by using a stochastic model of the queues are quite close to the 

ones found using the assumption that the calls are uniformly distributed. This can 

be explained by the fact that by spreading the queues across a number of skills mix 

groups it is easier to cope with fluctuations in call arrivals. Another reason in the 

small importance of the increase lies in the delay of 30 seconds that we now allow to 

the agents before answering a phone call. In the previous approach, the agents were 

allocated on a instantaneous basis to active phone calls. Now we consider the waiting 

time in the queue, which smooth the fluctuations. It is also worth noting that we don’t 

take into account the calls that are given up when the delay is too long before they are 

being answered. This naturally increases the number of agents required as we assume 

that all the incoming calls have to be answered, which is not the case in reality where 

some calls are abandoned. 

The next step is to run some simulations in order to validate our model. We have 

made in this study some assumptions and approximations that needed to be tested on 

a real simulation: 

1. Martin’s estimate to model an M/G/C queueing system may not be as accurate 

as expected; 

2. the Heavy Traffic Assumption, which seemed to be valid for our system, as we 

consider a minimal workforce, needs also to be validated through a simulation; 

3. the hyper-exponentially distributed service time may be a too simple way of 

modelling the actual service time. 
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Validation 

In this chapter, we present the different methods we have used to validate our approach. 

One of them is to observe and analyse the results obtained with different data sets. 

First. we have built new data sets by scaling up the one that we have used so far. 

The two kinds of data that we consider are the call volume, i.e. the number of incoming 

calls to the system, and the mean call duration. By observing how changes the number 

of agents required when we increase these two parameters, we could derive some rules 

on the behaviour of our approach against the size of the data. 

Secondly we have run our algorithm through new data sets provided by CallScan. 

By comparing the number of agents required with our method and with the traditional 

one, we could conclude on whether the reduction obtained in the number of agents is 

strongly linked to the nature of the data set. 

Another way to validate our approach is to run an algorithm that simulates the ac- 

tivity of a call centre for a whole week. Such simulation is based on some assumptions 

that are commonly used to model the behaviour of the queues of incoming calls in a 

call centre. 

     ASTON LINIVERSITY 
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5.1 New data sets 

5.1.1 Scaling-up the data set 

On the basis of the first data set provided by CallScan, we created new data sets by: 

e Increasing the call volume 

e Increasing the average call duration 

e Increasing the call volume and the average call duration 

For each of this three cases, we computed the number of agents required in our new 

approach, using the stochastic modelling of the queues, alongside the number of agents 

predicted in the traditional approach, i.e. using the Erlang’s C model. This two 

numbers are compared using figures showing the numbers of agents required in both 

methods throughout the whole week. 

In figure 5.1, the number of agents required in both methods is presented for the 

initial call volume and for the initial call volume increased by 2, 5 and 10. We obtain 

four plots, each corresponding to a different scale of the initial data set. By increasing 

the call volume, we increase the arrival rate, hence the number of agents will increase 

but differently with the two methods. The number of agents required in our model 

increases more than the one required with Erlang’s C model. Therefore the percentage 

of the number of agents gained with our new approach compared with the traditional 

number of agents, i.e. the one predicted in Erlang’s C model, will decrease. Actually it 

decreases from 25% with the initial data set to 6% with a call volume increased by 10. 

This reduction in the staff may decrease as a percentage but still increases in term of 

number of agents. For instance, the average reduction in the number of agents with our 

method compared to the traditional one for an half hour period is 17 agents with the 

initial data set, 20 with a call volume increased by 2, 23 with a call volume increased 
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by 5 and 28 with a call volume increased by 10. 

In figure 5.2, the number of agents required in both methods is presented for the 

initial mean call duration and for the initial mean call duration increased by 2, 4 and 

6. We obtain four plots, each corresponding to a different data set. By increasing the 

mean call duration, we decrease the service rate and therefore the number of agents 

will increase but differently with the two methods. The situation is the same than the 

previous one, i.e. when we increased the call volume. The reduction of staff with our 

new method compared to the traditional one is decreasing as a percentage, but not in 

the number of agents, as is shown on the figure 5.2. 

In figure 5.3, the number of agents required in both methods is presented for the 

initial data set and for the initial call volume and mean call duration respectively in- 

creased by 2 and 2, 5 and 4 and 10 and 6. We obtain four plots, each corresponding to 

a different data set. By increasing the call volume and the mean call duration, we both 

increase the arrival rate and decrease the service rate, therefore the number of agents 

will increase but differently with the two methods. The situation is the same than the 

previous ones, i.e. when we increased the call volume or when we increased the mean 

call duration. The gain in agents with our new method compared to the traditional 

one is decreasing as a percentage, but not in the number of agents. as is shown on the 

figure 5.3. 

The decrease in the percentage of agents gained with our method corresponds to 

the decrease in the proportion of the clustering as the call volume and the call duration 

increase. The clustering concerning the arrivals means an increase in the call density, 

i.e. more calls in the same amount of time. As for call duration, the clustering means 

more calls requiring long service time incoming together in the call centre. In both 

cases, the proportion of the clustering decreases as these parameters increase. Since 
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our approach copes well with such clustering by spreading the handling of queues across 

a number of skills mix groups (and a potentially larger pool of people for any given 

queue), its advantage over the traditional model becomes less important as the activity 

of the call centre increases and the proportion of clustering decreases. 
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Increasing the call volume 
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Figure 5.1: Comparison between the number of agents used in the traditional model 
(the dotted line) and the number of agents used in our approach (solid line) when 
increasing the call volume. 
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Increasing the mean call duration 
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Figure 5.2: Comparison between the number of agents used in the traditional model 
(the dotted line) and the number of agents used in our approach (solid line) when 
increasing the mean call duration. 
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Increasing the call volume and the mean call duration 
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Figure 5.3: Comparison between the number of agents used in the traditional model 
(the dotted line) and the number of agents used in our approach (solid line) when 

increasing the call volume and the mean call duration. 
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5.1.2 Tests with different data sets 

Two new data sets have been provided by CallScan in order to validate our approach. 

These data sets contain three types of data: 

e the call volume, i.e. the number of incoming calls 

e the mean call duration 

e the number of agents in the call centre 

These data are collected from a call centre for a whole week of work. They described 

the activity of the call centre for every half hour period of the week, i.e. from Monday 

to Sunday and from 7:30 to 23:00. So we consider 217 half hour periods and for each of 

them we compute the number of agents predicted with our method. The actual number 

of agents in the call centre differs slightly from the number of agents required with a 

Erlang’s C model using the two first parameters. This is explained by the fact that the 

actual number of agents in the call centre is computed with an Erlang’s C model but 

with predicted rather than actual values of call volume and mean call duration. For a 

fair comparison between our model and the Erlang’s C model, we should compare our 

results with the results calculated with Erlang’s C model for the actual data. 

Since the two data sets provided by CallScan describe a single queue, we consider 

that six identical queues of incoming calls arrived to the call centre. We also compute 

the measure of quality of service provided to the calls. This measure will tell us how 

well the calls are answered. This measure is a percentage which will take on the value 

1 if all the calls are answered by people totally qualified.
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First data set 

This data set comes from a very busy call centre, as the number of agents required is 

very high. The service level considered in this example is 85% of all the calls answered 

within 20 seconds. As we are considering a call centre with a high level of activity, 

we observe a quite small percentage reduction in the number of agents required in our 

method compared to the traditional one: we need 5% fewer agents in our approach. 

However, since the number of agents required in both models is quite high, a 5% re- 

duction means 45 agents less in average for each half hour period. The number of staff 

required for this first data set is shown in Figure 5.4, and the evolution of the quality 

ratio throughout the whole week in Figure 5.5. 
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Figure 5.4: Comparison between the number of agents used in the traditional model 
(the dotted line) and the number of agents used in our approach (solid line) with the 
first new data set. 
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Quality ratio : 
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Figure 5.5: The quantification of the quality of service provided by the skills mix 

approach method with the first new data set. On this scale a value of 1 indicates 
perfect quality. 

Second data set 

This data set represents a call centre with a reasonably high activity. The percentage 

of agents gained with our method is around 10%, which is what we expected according 

to the tests made with the scaled-up data set. The number of staff required for this 

first data set is shown in Figure 5.6, and the evolution of the quality ratio throughout 

the whole week in Figure 5.7. 
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Figure 5.6: Comparison between the number of agents used in the traditional model 
(the dotted line) and the number of agents used in our approach (solid line) with the 
second new data set. 
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Figure 5.7: The quantification of the quality of service provided by the skills mix 

approach method with the second new data set. On this scale a value of 1 indicates 

perfect quality. 

5.2 Simulation 

In this section, we discuss how we validated our new approach through simulation. 

Therefore we first have to justify and explain the algorithm used to simulate the ac- 

tivity of a call centre. This simulation aims to validate our approach by observing 
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how a realistic model of a call centre behaves. The measures we will use to estimate 

how well our approach works, are the service level, i.e. the percentage of calls answered 

within the maximum acceptable delay, and the quality of service provided to customers. 

5.2.1 Assumptions 

In the simulation, we will use the initial data set provided by CallScan to simulate 

the behaviour of the queues. That means we will consider six queues of incoming 

calls, six working days, each with ten hours of work and consequently 120 half hour 

periods of work. For each half hour period and each queue, we know the call volume, 

i.e. the number of incoming calls, the mean call duration and the predicted number 

of agents required to answer the calls. The predicted number of agents we are con- 

sidering is the one given by our approach and with a stochastic modelling of the queues. 

To model the activity of a call centre, we have made the following assumptions: 

e Poisson arrivals 

Exponentially distributed service time 

e No agent is allowed to answer calls for which he has 0% competency 

e An incoming call is allocated to the most qualified agent available 

The longest waiting call is always the one selected for service 

The customers are assumed to be infinitely patient 

We consider that the service level to achieve is 95% of calls answered in 30 seconds. 

In our simulation we used the skills matrix in table 2.1. 
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5.2.2 Simulation 

According to the Poisson process, either zero or one calls can arrive in any small time 

interval, as explained in more detail in appendix B. So we work with the second as the 

time basis, as it could be consider as a small time interval: in a second either zero or 

one call arrive in each of the six queues. Thus, in our algorithm, each second of each 

half hour period is considered as a step. Here are the different actions done by our 

algorithm at each step, that is for each second of a given half hour period: 

e In each queue either one or zero calls arrive, i.e. between 0 and 6 calls arrive in 

our system; 

e We decrease the remaining service time of each agent answering a call by one 

second; 

e An agent is available if his remaining service time is equal to zero; 

e The longest waiting call is allocated to the most qualified agent available; 

e The time required to answer the call is taken randomly from an exponential 

distribution; 

e We increase by one the waiting time of the calls still waiting in one of the queues. 

The random process used to model the call arrivals and the service time is describe 

in appendix D. For each half hour period in the week, the fraction of calls that have 

experienced a waiting time greater than 30 seconds is computed. The quality of service 

provided to the customers is also computed using the skills score of the agents answering 

the phone calls: the quality of service is the average competence with which the calls 

are being answered by the agents. This measure of quality reaches the value 1 if all the 

calls have been answered by agents with 100% competencies. Of course this situation 

won’t happen because, one of the advantages of our approach is that we take into 

account all the skills of every agent, so that an agent can answer calls for which is not 

completely qualified. However we are striving to maximise our measure of quality. 
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5.3 Results of the simulation 

5.3.1 Initial results 

These are the first results given by our simulation program. These results are the aver- 

age of several simulations, each run with a different random seed [9]. These results are 

quite acceptable, as the service level is often greater than 95% of calls answered within 

30 seconds. However the service level is not reached in 17 half hour periods, amongst 

the 120 of the whole week, as shown in Figure 5.8. This happens mainly for half hour 

periods with a small number of calls, as it will be detailed later. Consequently if we 

consider the service level for the whole week instead of the service level for every half 

hour period, we obtain the following result: only 2.75% of calls are not answered within 

30 seconds. So globally, the service level achieved is quite good but locally, in some 

half hour periods, it is not satisfactory. As for the quality of service provided to the 

calls, the results are better than the ones expected, as the average competence of an 

agent answering a phone call is 81%, as shown in Figure 5.9. 

The relative weakness of the results concerning the service level has at least three 

causes. First, in our model, we have assumed that any agent can answer any type of 

call. This is not true since we have decided that an agent should answer only the calls 

for which he has some competencies, i.e. a skills score non null. Secondly, an important 

point is the sharing of the agents between the queues. In our new approach, we use 

queueing theory to determine the total number of agents in our system and then we 

use a cost function to derive how this number of agents has to be shared between the 

different skills mixes. 

To illustrate the importance of this point, we can consider a pool whose agents are 

more qualified than the ones of the others. As we allocate the incoming calls to the 

most qualified agent available, the agents of this pool are the first to be answering 
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Figure 5.8: Histogram of the number of half hour periods when the service level is 
not achieved. For every interval (for instance 0.01-0.02, i.e. 1%-2%), we count the 

numbers of half hour periods for which the fraction of calls, that have experienced a 

delay greater than 30 seconds, lies in this interval. 
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Figure 5.9: Quality of service provided. For each half hour period, the mean compe- 

tency of the agents answering the incoming calls is computed. 

calls. Therefore this pool will first be without any free agents. Moreover if we assume 

that this pool of agents is the only one to have the skills to answer the calls from a 

certain queue, then the calls from this queue will have to experience a greater delay as 

the agents of this pool will be more occupied that the ones of the other pools. There- 
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fore, as our cost function increases the quality ratio, it will allocate more agents to 

this pool. So we could certainly improve our results by increasing the importance of 

the measure of quality in the cost function, which will improve the distribution of the 

agents between the pools and consequently improve the service level. 

In Figure 5.10, which shows a typical evolution of the service level throughout a 

whole week, there is a very interesting characteristic concerning the remaining 10 half 

hour periods, for which the expected service level is not reached. In all these half hour 

periods, the activity of the call centre is at his lowest level. The numbers of these 

half hour periods are around the multiples of 20, which is the number of half hour 

periods considered in a day. So they correspond either to the start or the end of a 

day, which are the most quiet periods of the day. This situation is shown in Figure 

2.1, which illustrates the activity of each queue of the call centre throughout the whole 

week. So our model seems to reach its limits when the activity of the call centre is 

low, which can be partially explained in the case of our simulation. We have used to 

simulate the arrivals of the calls to the call centre a Poisson process, which is a stochas- 

tic process. Hence the number and the pattern of call arrivals fluctuate randomly in 

each half hour period around the average observed number of calls. Such situation 

affects much more our model in quiet periods than in busy ones. Indeed, in quiet 

periods, when the call volume is particularly small, an increase of 2 or 3 calls in an half 

hour period compared to the expected number of calls could represent an increase of 

50%, which is difficult to tackle for the small number of agents predicted in this period.
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The service level throughout a whole week 
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Figure 5.10: The service level computed with the simulation throughout a whole week 

for the last example. The percentage of calls that have experienced a delay greater 

than 30 seconds is computed for each half hour period of the week. 

5.3.2 Results with another skills matrix 

To improve the results, we now make the following assumption: each incoming call can 

be answered by, at least, two different pools of agents. That means that we modify the 

skills matrix so that for every queue at least two pools have competencies to answer 

calls from this queue. This assumption makes the simulation closer to the model we 

have considered, in the sense there are more agents available to answer each type of 

call. The skills matrix that we have used is in the table 5.1. 

Skills Mix Matrix (unscaled) 
  

Queues || 1 Zs oo eua|peo 6 
    

Skill 1 | 35 | 100 | 100] 74) 0 0 
  

Skill 2 36] 0 0 | 0 | 100 | 44 
  

Skill 3 |) 60 | 50 | 60 | 0 | 0 | 50 
  

Skill4 } 80) 0 | 51 | 30} 100] 0                         

Table 5.1: The four skills mix factors used in the experiments reported.
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In 7 half hour periods, the service level is not reached, as shown in Figure 5.11. 

This is a strong improvement in the service level. It is also worth noting that only 1.8% 

of all calls of the whole week are not being answered within 30 seconds. The quality of 

service provided remains quite high, as the average skill of an agent answering a call is 

79%, as shown in Figure 5.12. So we can conclude that our model gives better results 

when each incoming call can be allocated to, at least, two pools of agents. If this is 

not the case, we have to improve the distribution of the agents between the pools as it 

is explained in the following section. 
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Figure 5.11: Histogram of the number of half hour periods when the service level is 

not achieved. For every interval (for instance 0.01-0.02, ie. 1%-2%), we count the 
numbers of half hour periods for which the fraction of calls, that have experienced a 
delay greater than 30 seconds, lies in this interval. 
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Quality ratio 
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Figure 5.12: Quality of service provided. For each half hour period, the mean compe- 

tency of the agents answering the incoming calls is computed. 

5.3.3 Results with new coefficients in the cost function 

Another way to improve the service level is to optimise the distribution of the agents 

between the pools. This can be done by increasing the weight of the measure of quality 

in the cost function, thanks to the coefficients reflecting the importance of the different 

terms of the cost function. 

We have changed the coefficients in order to improve slightly the importance of the 

term representing the quality. This operation doesn’t increase the number of agents 

required in the system. We have used the initial skills matrix, so some types of call can 

only be answered by only one pool. We note an improvement in the service level: in 

11 half hour periods the service level, i.e. 95% of all calls answered within 30 seconds, 

is not reached, as shown in Figure 5.13, and the global service level for the whole week 

is 2.25% of all calls experienced a waiting time greater than 30 seconds.The quality of 

service provided remains quite high, as the average skill of an agent answering a call 

is 81%, as shown in Figure 5.14. 
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Figure 5.13: Histogram of the number of half hour periods when the service level is 

not achieved. For every interval (for instance 0.01-0.02, i.e. 1%-2%), we count the 
numbers of half hour periods for which the fraction of calls, that have experienced a 

delay greater than 30 seconds, lies in this interval. 
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Figure 5.14: Quality of service provided. For each half hour period, the mean compe- 
tency of the agents answering the incoming calls is computed. 

5.4 Conclusions 

We have used two methods to validate our approach: 

e testing with different data sets
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e running some simulations 

Of course other methods need to be used to validate more thoroughly our approach 

and to explore its limits. 

The tests with new data sets have shown that the first promising results can also 

be obtained with other data, that is the gain in the number of staff isn’t due to some 

particular properties of the first data set. By scaling up our data, we have observed 

the evolution of the results with the activity of the call centre, and that our method 

still predicts fewer agents for call centres with a very important activity. Even if 

the percentage of agents gained with our method compared with the traditional one 

decreases as the activity of the call centre, i.e. the call volume and call duration, 

increases, the number of agents gained increases with the activity of the call centre. 

So our method still predicts some interesting economies in the number of staff required. 

The simulation has given some interesting results, but not as good as expected since 

there are some half hour periods, around 15 amongst 120, where the expected service 

level is not reached. The global service level achieved for the whole week is better than 

one expected, i.e. 95% percent of calls answered within 30 seconds, as less than 3% 

of all the calls of the whole week experienced a waiting time greater than 30 seconds. 

As for the quality of service provided to the calls, the average competence of an agent 

answering a phone call is 81%, which is quite good. We have nevertheless found some 

ways of improving the service level in some half hour periods: 

e first by building pools of agents so that each type of incoming calls can be an- 

swered by two different pools of agents; then in less than 10 half hour periods we 

fail to achieve the right service level. 

e secondly by increasing the importance of the the measure of quality in the cost 

function predicting the number of agents required in each pool; then in around 

10 half hour periods we fail to achieve the right service level. 
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Obviously the first method is quite constraining and could often be impossible to 

realise. Nevertheless it is worth noting that one of the strengths of our model is to take 

into account the multi-skilled aspect of the agents, and consequently by having pools 

of agents with broad skills profiles we improve the efficiency of our approach. 

The second method is much easier to apply. By increasing the importance of the 

term representing the quality in our cost function, we optimise the distribution of the 

agents between the pools, which improves the service level. But this method can lead 

to increase the number of agents required in some pools, which is not what we wanted. 

However it remains some half hour periods when the service level couldn’t easily be 

reached, these are the half hour periods when the activity of the call centre is low. In 

such quiet periods, the number of agents required is particularly small and therefore 

can not easily cope with fluctuations in the call density. 

A last remark has to be made. In our simulation, we have assumed that all the 

customers are infinitely patient, which means that we don’t take into account the 

abandoned calls. Of course, in a real call centre, some of the calls experiencing a delay 

too important are abandoned, which means that some of the incoming calls won’t be 

answered. This situation leads to improve the service level, since some agents could 

answer calls waiting for less than 30 seconds instead of calls that would be abandoned. 
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Chapter 6 

People-based approach 

6.1 Introduction 

In this section we introduce a new aspect of our approach, which is based on individual 

agents rather than groups of agents. In our first approach, we have decomposed the 

workforce population into broad skills mix groups. Now, in this second approach, we 

consider the problem from the perspective of individuals. The theoretical basis of this 

approach are very close to the ones of the approach used so far and were described in 

the works carried out by Prof David Lowe and Dr Ian Nabney [I]. 

Instead of grouping people together into a small number of groups with similar 

skills profiles, we will now grade each individual member of the workforce with his own 

unique skills profile. So the incoming calls will be allocated to each individual agent, 

who is the best qualified agent available. This will lead us to reconsider the meaning 

of the connectivity matrix, as we now consider connections between an agent and a 

queue of incoming telephone calls. 

The structure of this chapter is very similar to the chapter 2. We will present and 

justify the construction of a cost function, which differs slightly from the one we have 

used so far. Then we will detail the results obtained and the conclusions drawn from 
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our works on this particular issue. 

6.2 The cost function 

Before we construct the various components of the cost function, we need to redefine 

some mathematical notation, that we have used so far. 

Since we now use a stochastic model of the queues, ¢ denotes the total number 

of agents required in the system to achieve a proper service level and n,(t) denotes 

the number of agents needed to answer incoming calls from queue q. ¢ is computed 

using our stochastic model of the queues and n,(¢) is the fraction of the ¢ agents in the 

system that are expected to be required to answer calls from queue q. 

We also consider that there are P people in the workforce and that person number 

p is characterised by a skills profile vector s,. There are a total of Q possible skills 

that this person could have (corresponding to their ability at answering calls from each 

of the Q telephone queues). Hence s, is a Q-dimensional vector. Of course this skills 

vector is zero everywhere except in the positions which correspond to the types of calls 

that the person is allowed to answer. We can characterise the whole workforce by 

forming the complete skills mix matrix which lists the skills profile for each and every 

person in the workforce. An entry to this matrix, $,, is the ability of person p to be 

able to answer a telephone call of type (or queue) g. As each person would have his 

own skills profile, this skills mix matrix is of size (P x Q). 

Finally we have to reconsider the meaning of the connectivity matrix C. The entry 

pq denotes a link between queue q and person p. There are two new constraints, fol- 

lowing from the perspective of individuals that we are now considering, that have to 

be imposed on this connectivity matrix. 
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The first of these constraints is that, now, cp, is the proportion of calls from queue 

q that person p answers in an half hour period, so it implies c,, < 1. An efficient way 

to implement this constraint is to use the penalty function method. If the constraint 

is violated, we add to the cost function a penalty term: 

6 2 If Gq >1,; then Enew = Eoa+ 9 {ra -1) 

The second of these constraints is that, one person can only be answering one call, 

then the sum of all connectivities to one person must also be either zero or one, i.e. 

ee pq € {0,1}. It can also be implemented using the penalty function method: 

Q Q 6 (2 7/Q i 
Tf Soep #0 and Soe, #1, then Enew = Eow+ ey Da on, Seq -1 

q=l q=1 q=l zB q=l 

The cost function that we have mentioned is the same that we have used before. It 

always contains the following terms: 

e a term measuring a loss in quality: 

Tote fe 
Eo= Q yD 3B, pqSipq — Nq 

q=1 \p=1 

e a term constraining the sum on each queue to equal the number of calls: 

£ (Eon) 
q=1 \p=1 

  

e a term corresponding to the minimisation of the number of staff: 

Ieee 
ie DY Ye See 

Q g=1 p=1 

The final cost function we are interested in is obtained by combining all the above 

terms as: 

E=E£ot+ ak, + BE, 

where a and # are Lagrange multipliers which may be set to specific values which 

reflect. our relative importance of satisfying each of the penalty terms. 
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And we still need the following constraints to be implemented using the penalty 

function method: 

@ no connectivity should be negative: 

6 
Tf ‘G< 0, then Brew = Pog + 3° 

e no call should be answered by people completely unqualified: 

6 
If S,,=0 and «,>0, then FE, = Eoat+ 5c 

e the number of agents in the system should be greater than c, that is the minimum 

number of agents required to achieve the right service level: 

QP 6/22 2 
If ee <e then Enew = Hold + 5 doen se 

q=1 p=1 q=1 p=1 

An optional constraint can of course be added, if it is necessary, to cap the number 

of people in some skills mixes. We should then consider the following penalty term: 

Q 6 (2 4 
If > Gq > Ap, then) Bnew = Loa + = (= Cog = 4) 

2 \o=1 q=1 

6.3. Results 

In this section are presented the first results obtained with the people-based approach. 

These should be taken as a first attempt to test this new approach, as we hadn’t have 

enough time to explore it thoroughly. 

We have run the algorithm through the data of a whole week. As the maximum 

number of agents predicted by our stochastic model in an half hour period is 83, we 

have assumed that for each half hour period the number of agents available is 100. 

Then our algorithm chooses, for each half hour period, amongst all these agents the 

ones required to achieve a proper service level and the best quality of service. The 

skills matrix describing the skills profile of each agent is a (100 x 6) matrix and was 
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designed so that there are agents of very different abilities for each queue. The num- 

ber of agents required with the people-based approach is the same than the number 

of people required with the skills mix approach. This situation is depicted on Figure 6.1. 

Total number of agents 
120 + + ; +   

  

—— Optimized 
‘A — = Conventional 

    100   

80 

60 

40 

20     

  

  

o 1 
oO 20 40 60 80 100 120 

Figure 6.1: Comparison between the number of agents used in the traditional model 

(the dotted line) and the number of agents used in the people-based approach (solid 

line). 

There are some important difficulties with the people-based approach. These diffi- 

culties are a consequence of the large connectivity matrix, that we need to model all 

the connections between each agent and each queue. First, since there is an important 

increase in the number of variables, i.e. the connectivities, this may lead to an even- 

tual cost function with many unsuitable minima, which would make our search for a 

suitable minima more complicated. Secondly a more obvious drawback of the increase 

in the number of variables is the increase in the time taken by our algorithm to find a 

suitable minimum to the cost function. With the data set used, which is a relatively 

small one, it has taken a couple of hours to run the optimisation algorithm. Hence if 

we use a more important data set, the time taken by the optimisation algorithm will be 
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quite huge. Concerning the search for a suitable minimum, we have encountered some 

problems with several different values of the coefficients used in the cost function. So 

this point has to be investigated in more details. 

With the results previously obtained, we have run several times the simulation al- 

gorithm and computed the average results. Obviously, the results of the simulation are 

quite disappointing. The right service level, i.e. 95% of all the calls answered within 30 

seconds, is not reached in 41 of the 120 half hour periods of the whole week, as shown 

in Figure 6.2. However, the total percentage of all the calls answered within 30 seconds 

in the whole week is equal to 4.25%. The quality of service is as good as expected, as 

the mean competency of the agents concerning the calls they are answering is 81%, as 

shown in Figure 6.3. 
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Figure 6.2: Histogram of the number of half hour periods when the service level is 

not achieved. For every interval (for instance 0.01-0.02, ie. 1%-2%), we count the 

numbers of half hour periods for which the fraction of calls, that have experienced a 
delay greater than 30 seconds, lies in this interval. 
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Quality ratio 
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Figure 6.3: The quantification of the quality of service provided by the people-based 

approach method. For each half hour period, the mean competency of the agents 

answering the incoming calls is computed. 

6.4 Conclusions 

The people-based approach appears to be an interesting approach concerning small 

staffs, as it is more likely in big staffs to have people whose skills profiles are the same 

and therefore who can be grouped together in skills mix pools. Another point, which 

makes this approach more adapted to small staffs, is that to consider each agent as 

an individual implies a huge number of variables, i.e. the connectivities, in our cost 

function. When the number of variables increases, the time taken to run the algo- 

rithm increases and the methods to find the minimum of the cost function become less 

efficient, as there are many unsuitable minima. We have experienced both problems 

in our test with a relatively small data set, so this method seems definitively more 

appropriate to small staffs. 

The results obtained are quite disappointing, but this is partially due to the lack of 

time to explore more deeply this problem. The total number of agents is the same than 

the one required in the skills mix approach. However, in around 40 half hour periods, 

the right service level is not reached. Nevertheless the overall service level obtained for 

the whole week is as good as expected, since only 4.25% of all the calls aren’t answered 
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within 30 seconds. The quality of answer provided to the calls is quite good, as the 

average competency of an agent answering a call is 81%. Obviously more work has to 

be done on this issue, especially with small data sets which may require only around 

30-40 agents. Then it is really possible to explore all the properties of this approach. 
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Conclusions 

7.1 Current state of the project 

This project has started on the basis of the feasibility study made by Prof David Lowe 

and Dr Jan Nabney [1]. Its purpose was to investigate some assumptions made and to 

go further in the validation of the method introduced in this first study. 

The conclusions drawn from the feasibility study are presented in the section 2.4. 

They are quite encouraging as, compared to the traditional method the proposed ap- 

proach appears to predict fewer staff required, whilst still returning a good level of 

overall performance in term of the percentage of calls answered. The method devised 

also provides a quantitative index of the quality of service provided to the incoming 

calls. However these results were obtained using some assumptions that needed to be 

investigated. 

The first assumption that we have considered in this project is that there is an un- 

limited pool of people in each skills mix. Obviously this is not the case in practice for 

all the more highly qualified profiles. Therefore some methods were devised to cap the 

number of agents in some skills mixes. We have found that the penalty function method 

gives the best results and is not too computationally expensive. The effects of capping 
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on the number of staff, the service level and the quality of service are investigated 

through some examples. It appears that it is possible to maintain a good service level 

while capping the number of people in some skills mixes. In this situation, the number 

of agents required increases in the skills mixes whose number of staff is uncapped so 

that a high proportion of calls can be answered. An effect of capping the number of 

agents might be a decrease of the quality of service. This is explained by the fact 

that the number of staff is often limited in the most qualified skills mixes, so that the 

less qualified agents are more numerous and therefore more likely to answer phone calls. 

The second assumption considered is that the calls are uniformly distributed across 

the half hour period and that all calls take the same length of time to be answered. 

These assumptions are quite inaccurate, since they don’t take into account the fluc- 

tuations in the arrival pattern of the calls and in the service time distribution. To 

explore and develop this assumption, we have used queueing theory which gives us the 

mathematical tools that we need to build our own stochastic model of the queues. We 

have made same assumptions about arrival pattern and service time distribution as 

the Erlang’s C model, which is what is currently used. To model our system, we have 

chosen a Poisson process as the arrival pattern and a hyper-exponentially distributed 

service time. Once this model is chosen, the number of people required in the system 

to achieve a proper service level can be computed. We then run our optimisation al- 

gorithm which shares this total number of agents between the different pools in order 

to maximise the quality of service. The number of people required in our system in- 

creases, since the stochastic modelling of the queues results in assigning more than the 

expected number of agents to cope with fluctuations in the call density. However this 

increase in the number of staff remains quite small and our model still requires much 

fewer staff than the traditional one. 

Some other issues are also investigated in this project. The first one concerns tests 
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made with new data sets in order to observe how the results vary with different data 

sets. To analyse the evolution of the results through the size of the data, we have 

scaled up our initial data set. The conclusion is that the percentage of agents gained 

with our method compared with the traditional one decreases as the call centre activ- 

ity increases, but the number of agents gained increases. Thus our method still allows 

useful gains in the number of staff with an important activity of the call centre, but 

not as important as expected. Another aspect of this issue is to try our algorithm on 

new data sets to check if the results of our method aren’t due to the particular nature 

of our usual data set. After running our algorithm through two new data sets, we 

have seen that the results are also quite good for other data. So this gives encouraging 

results on the reliability of our method with different data sets. 

Another issue investigated is the validation of our method through simulation. We 

have run an algorithm, that simulates the arrival pattern and the service time distribu- 

tion in a call centre. To measure the performances of our approach, we have computed 

the service level for each half hour period and for the whole week and also the quality 

of service provided to the customers. The service level will be reached if 95% of all 

calls are answered within 30 seconds. The service level for the whole week is reached 

and even better than expected. The average quality of service in each half hour pe- 

riod is also slightly better than expected. These two results are quite encouraging and 

are an important steps towards a final implementation of our approach in a real case. 

However in some half hour periods, about ten, the service level is not reached. This 

happens when the activity of the call centre is small and in such situations only 3 calls 

not answered within 30 seconds represent a relatively high percentage of all the calls, 

around 10%. So these are isolated problems which don’t really call into question our 

approach. 

The last issue discussed is the people-based approach, which has been already in- 
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troduced in the feasibility study on which this project is based. We have detailed the 

point of view adopted in this approach and justified it. It appears that this approach 

requires the same number of agents as the skills mix approach. However the results 

of the simulation concerning the service level aren’t as good as these obtained in the 

skills mix approach. Some difficulties are linked to this approach, they are due to the 

increase in the number of variables, which represent a connection between a agent and a 

queue. It is important noting that the people-based approach has not been thoroughly 

investigated in this project and that, consequently, more work has to be done on this 

issue. 

7.2 Further points to investigate 

Some work has still to be done on some of the issues of this new approach. We shall 

give in this section the main ones: 

1. other arrival patterns than the Poisson process can be investigated. For example 

in the case of people phoning in call centre in response to a television advertise- 

ment, all the calls arrive mainly during the same small period of time following 

the advertisement. 

2. some other distributions, different from the exponential one, can be used to model 

the service time. For instance a normal distribution with the mean and standard 

deviation computed using some data about the call duration of calls could be 

more appropriate. 

3. some work had to be done on the simulation in order to investigate how we can 

improve our results and in order to make it closer to the real behaviour of a call 

centre. For example, the allocation of incoming calls to agents can be optimised 

to achieve the best service level and to improve the quality of service provided to 

the customers. 
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4. abandoned calls can be introduced in our model, this could decrease the number 

of staff required. 

5. the meaning of the quality ratio can be investigated as it is an important measure 

of the efficiency of our method. Possible models of the effects of skill on the call 

answering can be explored. For instance, a less skilled agent may come up with 

the same answer in a longer period of time. 

6. the people-based approach has to be investigated in more detail as it is an im- 

portant aspect of our general approach to the resource allocation problem. 
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Scaled Conjugate Gradients 

Algorithm 

In this appendix we shall describe in some detail the Scaled Conjugate Gradients 

Algorithm. We consider the minimisation of the non-linear function f, whose variable 

is the vector x. This algorithm is based on a search through the variables space 

consisting of a succession of steps of the form: 

ry = tj + Aa; 

where x; is the variable vector at the step j, j labels the iteration steps and Ax; 

represents the increment of our variable. Each steps can be divided in two parts: 

e first we must decide the direction in which to move 

e secondly we must decide how far to move in that direction 

Suppose that at step j, the current variable is 2; and we wish to consider a partic- 

ular search direction d; through the variables space. The minimum along the search 

direction then gives the next value for the variable: 

544 = 2; + ajd; 

where the parameter a; is chosen to minimise 

f(a) = f(x; + ad;) 
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This gives us an automatic procedure for setting the step length, once we have chosen 

the search direction. 

This is a summary of the key steps of the algorithm: 

1. Choose an initial variable vector 21 

2. Evaluate the gradient vector g, = Vf at the point x1, where V denotes the 

gradient operator in the variables space 

Set the initial search direction d; = —g; 

Set the initial scale parameter 4; = 1 and f; = f(«1) 

3. At step j: 

Evaluate 6; = df Hd; + Aj;||d;\|?, H is the Hessian matrix of the function f 

If 6; <0 then A; = 2(A; — mr) 

Compute the step length a; = “gu 

Derive the new value of the variable x}; = 2; + ajd; 

Update the value of the function fj41 = f(xj41) 

Introduce a comparison ratio A; = aan which gives a measure of the ap- 

proximation made in this algorithm 

If A; <0 then 2;4; = 2;, i.e. don’t take the step 

4, Test to see if the stopping criterion is satisfied 

5. Evaluate the new gradient vector g;41 = Vf at the point rj41 

6. Adjust A;41 according to comparison ratio: 

if Aj > 0.75 then Ajy1 = 

if A; < 0.25 then Aj41 = 4A; 

otherwise \j41 = A; 

7. Evaluate the new search direction: 

djz1 = —G41 + Bij, 
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T 
with 8; = Eee) Hestenes-Stietel formula 

(9341-95) 

We have used in the step 3 H, the Hessian matrix of the function f, but only on 

the form of the Hessian multiplied by a vector d;. So the quantity of interest is not the 

Hessian matrix H itself, but the product of H with the vector d;. Instead of computing 

the Hessian as an intermediate step, we have used an efficient approach to evaluating 

aH directly, which requires significantly less operations. We first note that: 

ree Le d;H= dV(Vf)) 

We can then estimate the right-hand side of this equation using finite differences to 

give: 

(Vf) = Vilas + = — VF(z;) 

where € denotes a small coefficient, such that we can apply the finite differences with 

the vector ed;. 
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Erlang’s C’ model 

B.1 Introduction 

B.1.1 The Poisson distribution 

The Poisson distribution with the parameter \ is defined by the formula: 

Ce ae 
#(\) = — - r=0,1,2.. 

@. 

It represents the probability that a random variable X takes on the value x: 

Prox =2) =F.) 

B.1.2 The Poisson process 

It’s a model for describing the occurrence of random events in time. There are three 

postulates that specify a Poisson process with rate \ > 0: 

1. The probability that an event occurs during any small time interval [t,¢ + 6¢] is 

equal to Aét + o(6t). 

2. The probability that more than one event occurs during any small time interval 

[t,t + 6¢] is equal to o(ét).
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3. The occurrence of events after any time t is independent of the occurrence of 

events up to time t. 

The random variable X representing the number of events occurring by time ¢ in a 

Poisson process has a Poisson distribution, with the parameter \t: 

eo x (AL) 
z! P,(t) = x =0,1,2,... 

B.1.3 Birth-and-death process 

We shall consider a ‘population’ which is simultaneously gaining new members through 

birth and losing old members through death. We also assume that the birth rate, A, 

and the death rate, zn, depend upon n, the size of the population. We denote each 

state of the population, whose size is n, by En. 

A system, which has a population of n elements at time tf, is said to be described by 

a birth-and-death process, if there exist non-negative birth rates, {A,,n = 0,1,2,...} 

and non-negative death rates, {fin,n = 1,2,...}, such that the following postulates are 

satisfied: 

e State changes are only allowed from state E,, to state E,41, > 0, or from state 

£,, to state E,-1,n > 1. 

e The probability that the transition F,, + E,4,1 (birth) occurs during any small 

time interval [t,¢+ 6t] is equal to A, dt + 0(6t). 

e The probability that the transition E, — E,-1 (death) occurs during any small 

time interval [t,¢ + 6t] is equal to 1,6¢ + o(dt). 

e The probability that more than one transition, either birth or death, occurs 

during any small time interval [t,t + 6¢] is equal to o(6t). 

In general, it’s difficult to find the time-dependent solutions of a birth-and-death pro- 

cess. However, we shall consider a particular case: the steady state. This state is 
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characterised by the following statement: 

Vn limptoo Pat) = Pn 

Then we derive the following results: 

eo Vn>1 pa = (Ty =) 00 Mk 

e Since Dip, =1, S=1-+ DAS (Ty 2) = pp). Hk 
  

B.1.4 Exponential random variables 

A continuous random variable X has an exponential distribution with parameter \ > 0, 

if its density function f is defined by: 

e f(z) =re** a) 

© fiz) —0 x <0 

The distribution function F is then given by: 

e F(«)=1-e-* z>0 

e F(x) =0 x<0 

Some properties of the exponential distribution: 

© EIX)=4 
e Var[X] = 4 

e EX =H k=0,1,2.... 

e P[X >t+h|X >t] = P[X > h] t>0 h>O 

e If the inter-arrival times of customers to a queueing system are independent, 

identically distributed, exponential random variables, each with mean 1/A, then 

the number of arrivals, Y;, in any time interval of length ¢ > 0, has a Poisson 

distribution with parameter At, that is, 

P= k] = x00" p= 0,1,2,... 
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B.2 Erlang C model 

B.2.1 Assumptions and definitions 

This model is based upon the following assumptions [10]: 

e random (Poisson) arrival pattern and X is the corresponding arrival rate 

e exponentially distributed service time and y is the corresponding service rate 

© c servers 

infinitely many waiting slots in the system 

e the longest-waiting call is always the one selected when a server becomes available 

e all customers are infinitely patient 

It is useful to introduce this two parameters: 

ea= Bs offered load in erlangs 

¢ T = 1: average handle time 

In addition, we establish the following notations: 

e t: maximum acceptable delay 

F(t): fraction of calls that experience a delay greater than t 

e W: average delay for all calls, including those whose delay is 0 

e B= B(c,a) = =a, Erlang’s B function 
n=0 nt 

© C=C(ca)= Seay Erlang’s C function 

With such assumptions, the birth rates are equal to: A, = 

And the death rates are equal to: 
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eo fn = Ny n<e 

© pln = CH n>c 

The probabilities can then be computed: 

ar c-1 a” at ¢.j-1 

@'po = [eneo at t at % oe 

© Pn = Po nse 

© Pn = gonzo n2c 

B.2.2 Formulas for service time and average delay 

The service level is computed using: 

E(t) Cece Ne 

where F(t) is the fraction of calls whose delay is longer than the maximum acceptable 

delay t, C is the Erlang’s C function, n is the number of agents, T' is the average 

handling time and a is the offered load in erlangs. 

The average delay for all calls is given by: 

  

DOxgT. 

CG) 
w 

where C is the Erlang’s C function, n is the number of agents, T' is the average handling 

time and a is the offered load in erlangs. 
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Stochastic modelling of the queues 

In this appendix, some points introduced in chapter 4 are discussed in more detail. 

C.1 Calculation of the percentile value 

In chapter 4, it was said that since the distribution of the queueing time, d, approaches 

that of an exponential distribution, one can use the following formula to calculate the 

r‘* percentile value of d: 

100 100 ra(r) = Bld] xin (a ® -) Wx tn (an g -)     

In order to justify this result, we shall consider X, an exponentially distributed 

random variable, and z(r), its r’* percentile value, defined by: 

re 
P(X < = —— sme 

Since X is an exponentially distributed random variable, whose parameter is de- 

noted A, we can write: 

a(n 
P(X <x(r)) =1-—e°") =1-—e om 

We have seen in appendix B that the expected value of an exponentially distributed 

random variable with parameter ) is equal to }. So: 

x(n) i x(r) 100 —r 
joe | eS cS 

= 100 : 100 
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This implies the following result: 

  m(r) = E[X] xn ea) 

C.2  Erlang’s C function 

In chapter 4, we have introduced Martin’s estimate, which uses Erlang’s C' function 

C(c,a). This function is defined for a queueing system, where c is the number of servers 

anda= a, where J is the average arrival rate of calls to the system and ju is the average 

service rate per server, is the offered load in erlang. The following formulas defined 

Erlang’s C function: 

  

cx B(c,a) . 
Y= = ’s C funct: C=C(e,a) =ESsaeay Erlang’s C function 

where B= B(c,a)= aa an Erlang’s B function 
n=0 ‘nt 

This last formula defines the Erlang’s B function B(c,a), but is not useful for 

computation. One excellent method for computing B(c,a) is the following iterative 

formule: 

e B(0,a)=1 

© B(k,a) = eee k= 1,2,3,...,¢ 

C.3 Expected value of an hyper-exponentially dis- 

tributed random variable 

We shall consider X, an hyper-exponentially distributed random variable with param- 

eters ftz,n = 1,2,3,...,N. So the density function of X is given by: 

N N 
Fat) = Yo nttne with Sla,=1 

n=l n=1 
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The expected value of X is defined as follow: 

20 co LN N oo Nias 

E(x] =) fa(t dt = f Ye ansine Pd = Sy f pge tat = pe 
GOP SO lney n=1 oe n=1 hn 

Since the expected value of an exponentially distributed variable with parameter ji, is 

1 
un” 

co 1 Lo mmermea = 4 
00 Hn 

So the expected value of s, the service time, is equal to: 

oa, 
Es)= 

gq=i Ma



Appendix D 

Outline algorithm 

This appendix displays the full algorithm which was used to produce the figures ob- 
tained in this thesis. The code is written in the interpreted matrix manipulation 
language MATLAB. 

D.1 Top-level optimisation program 

The following code is the top-level program used to read in information, set up the 
costs and minimise the cost function iteratively until a minimum has been found. It 
includes a method of capping the number of people in certain pools and the stochastic 
modelling of the queues. 

% Optimise staff scheduling 

% Ian Nabney 13 August 1996 and Gilles Le Corroller 23 August 1997 

% Read in the skills matrix 
load skills; 

% Rescale to range 0-1. 
skills = skills ./100.0; 
% Only use the first four skills profiles to make it interesting 
% In the people-based approach this line should be removed 
skills = skills(1:4, :); 

% Read in the data matrix describing the activity of the queues 
load volume; 
% time_steps_a_day is the number of half hour periods in a day 
time_steps_a_day = 20; 

% Compute what should be the number of agents answering calls 
% from each queue, according to the stochastic modelling of the queues 
H_q = zeros(120,8); 
H_q = H_ratio(volume,time_steps_a_day) ; 

% queue contains the required number of agents in each queue 
queue = H_q(:,1:6); 
% server contains the total number of agents required in the system 
server = H_q(:,7); 
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% Read in the agents matrix, that contains the capping numbers 
% for each queue in each half hour period 
load H_ag.dat; 

rand(’seed’, 42); 

options = foptions; 
foptions(1) = 1; % Display error values 
foptions(9) = 1; % Check gradient calculations 
options(14) = 10; % Number of training cycles 

% total number of half hour periods for the whole week 
num_time_steps = size(queue, 1); 

% number of skills mixes 
num_sk = size(skills, 1); 
% number of queues 
num_q = size(skills, 2); 

% Initialise results matrices 
staff = zeros(num_time_steps, num_sk) ; 

calls = zeros(num_time_steps, num_q); 
quality = zeros(num_time_steps, num_q) ; 

Tacs 

for i = 1:1:num_time_steps 

fprintf(’Time step %d\n’, i); 
% Initialise connection matrix 
con = rand(size(skills)); 

agents_i = H_ag(i,:); 
queue_i = queue(i, :); 
server_i = server(i); 

% Set hyperparameters on Lagrange multipliers for constraints 
alpha = 1.0; % If people-based approach then 1 else 0 
beta = 10.0; % Total sum on queue equals number of servers 
gamma = 1.0; ¥ Minimize number of staff 

delta = 1.0; % Total number of servers in the system 

penalty = 1; % Coefficient of the penalty function method 

for, uj= 1:21:10 
penalty = penalty * 4; 
% Pass vector form of connection matrix to optimizer 
con = scg(’costs’, con(:)’, options, ’dcosts’, queue_i, 

skills, agents_i, server_i, alpha, beta, gamma, delta, penalty); 
con = reshape(con, num_sk, num_q); 

end 

% Make sure all values are positive 
con = max(con, zeros(size(con))); 

% This line is for the people-based approach 
% It rounds the connectivity to 0 or 1 
y% con = round(con) ; 

% Should round up the number of agents answering queues to integer values 
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% sum function does column sum 
calls(i, :) = ceil(sum(con)); 
for j = i:num_q 

h fprintf(’Number of calls in queue %d is %f\n’, 
% vound(j), calls(i, j)); 

end 

% Should round up the number of agents in each pool to integer values 
staff(i,:) = ceil(floor(sum(con’)*100)/100) ; 
for j = 1:num_sk 

% fprintf(’Number of staff in skills_mix 4d is %f\n’, 
% round(j), staff(i, j)); 
end 
fprintf(’Total staff is %f\n’, sum(staff(i, :))); 

% Calculate quality on a queue by queue basis 
quality(i, :) = sum(skills.*con) ; 

end 
toc; 

save ’staff.dat’ staff -ascii; 
save ’calls.dat’ calls -ascii; 
save ’quality.dat’ quality -ascii;
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D.2 Code for the cost function 

The following code evaluates the costs asociated with the connectivity. 

function q = costs(con, calls, skills, agents, server, alpha, beta, gamma,.. 

delta, penalty) 

% COSTS Calculates cost of connectivity matrix 

% This has been coded for maximal clarity rather than speed, so 
% uses few vectorized operations. 
% However sometimes the vectorised version of operations is also mentionned 

% Find number of skills 
num_sk = size(skills, 1); 
% Find number of queues 
num_q = size(skills, 2); 

% Turn (local) vector into more user-friendly matrix 
con = reshape(con, num_sk, num_q); 

% Calculate quality cost 
di = 0; 
for j = 1:num_q 

d2 = 0.0; 

  

= a2 + skills(i, j)*con(i, j); 
end 
di = di + (d2 - calls(j)).°2; 

end 
q = di/num_q; 

% Add cost to match the number of servers in each queue 
di = 0.0; 
for j = 1:num_q 

d2 = 0.0; 
for i = 1:num_sk 

d2 = d2 + con(i, j); 
end 
di = di + (d2 - calls(j)).°2 

end 
q=q+ (di * beta)/num_q; 

% Minimise number of staff 

  

di = 0.0; 
for i = 1:num_sk 

for j 5 
di = di + con(i,j).72; 

end 
end 

q = q+ ((gamma * di) / num_q); 

% Add cost to match the total number of servers 
di = 0.0; 
for j = 1: num_q 

ey i = 1:num_sk 
di + con(i,j); 
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end 
end 
di = (di - server)*2; 
q=q+ (di * delta) /num_q; 

% Penalty function method 
% Keep connectivities positive 
di = 0.0; 
for i = 1:num_sk 

for j = 1:num_q 
if ( con(i,j) < 0 ) di = di + penalty/2*con(i,j)*2; end 

end 
end 
% Optimised version of the penalty function method 
% di = sum(sum((con<0)*penalty/2.*con.~2)) ; 
q Seq teat, 

% Penalty function method 
% If Spq = 0, then cpq should be equal to 0 
di = 0.0; 
for i = 1:num_sk 

for j = 1:num_q 
if (skills(i,j) == 0) & (con(i,j) > 0) di = di + penalty/2*con(i,j)~2; en 

end 
end 
% Optimised version of the penalty function method 
% di = sum(sum((skills == 0).*(con>0)*penalty/2.*con.~2)); 
qe= q trdt; 

% Penalty function method 
% The total number of agents should be greater than c 

  

di = 0.0; 
for i = 1:num_sk 

for j 1:num_q 

di = di + con(i,j); 
end 

end 
if di < server di = penalty/2*(di-server)~2; 
% Optimised version of the penalty function method 
% 41 = ((sum(sum(con))-server) < 0)*penalty/2*(sum(sum(con)) - server)~2; 
q=q+ di; 

% Penalty function method 
% Connection <= 1. Put alpha = 0 to ignore this (if 
% connections coded on a skills rather than person basis) 
% Put alpha = 1 if it is the people-based approach 
di= 0.0; 
for i = 1:num_sk 

for j = 1:num_q 
if con(i,j) > 1 

di = di + penalty/2*(con(i,j)-1)*2; end 
end 

end 
% Optimised version of the penalty function method 
% di = sum(sum((con>1).*penalty/2.*(con-1).*2)); 
q =q + alphartdi;
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% Penalty function method 
% Sum of connections to one person = 0 or 1 
% Put alpha = 0 if it is the skills mix approach 
% Put alpha = 1 if it is the people-based approach 

ou 

di= 0.0; 
for i = 1:num_sk 

if ( sum (con(i,:)’) “= 0) & ( sum( con(i,:)’) “=1) 
di = di + penalty/2*sum(con(i,:)’)*2*(sum(con(i,:)’)-1)72; end 

end 
% Optimised version of the penalty function method 
% dt = sum(((sum(con’)~=0)&(sum(con’)~=1))*... 
% penalty/2.*sum(con’) .~2.*(sum(con’)-1).72); 
q=q + alpha*di; 

% Penalty function method 
% Add a constraint term 
% Cap the number of people in certain skills mix area 
di = 0.0; 
for i = 1:num_sk 

if agents(i) > 0 
if sum (con(i,:)’) > agents(i) 

di = di + penalty/2*(sum(con(i,:)’)-agents(i))*2; end 
end 

end 
% Optimised version of the penalty function method 
% di = sum((agents > 0).*((sum(con’)-agents) > 0)*... 
% penalty/2.*(sum(con’)-agents) .~2) ; 

q=q+ dl; 
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D.3 Code for the gradient of the cost function 

The following code evaluates the gradient of the cost function. 

function dq = dcosts(con, calls, skills, agents, server, alpha, beta, 
gamma,delta, penalty) 

“%DCOSTS Calculates partial derivatives of cost of connectivity matrix F P A 
h 

% This has been coded for maximal clarity rather than speed, so 
% uses few vectorized operations. 
% However sometimes the vectorised version of operations is also mentionned 

% Find number of skills 
num_sk = size(skills, 1); 
% Find number of queues 
num_q = size(skills, 2); 

% Turn (local) vector into more user-friendly matrix 
con = reshape(con, num_sk, num_q); 

dq = zeros(size(con)) ; 

for j = 1:num_q 
d2 = 0.0; 
for i = 1:num_sk 

d2 = d2 + skills(i, j)*con(i, j); 
end 
d2 = 2*(d2 - calls(j))/num_q; 

d3 = 0.0; 
for i = 1:num_sk 

d3%= d3 + con(i, 3); 
end 
d3 = 2*(d3 - calls(j))/num_q; 

d4 = 0.0; 
for i = 1:num_sk 

for k = 1:num_q 

d4 = d4 + con(i,k); 
end 

end 

d4 = 2*(d4 - server) /num_q; 

for i = 1:num_sk 
dq(i, j) = d2 * skills(i, j); % Quality 
dq(i, j) = dq(i, j) + beta*d3;  % Match number of calls in this queue 
dq(i, j) = dq(i, j) + gamma*2*con(i, j)/num_q; % Minimize staff 
dq(i, j) = dq(i, j) + delta*d4; % Match number of servers in the system 

end 
end 

% Penalty function method 
% Connectivities positive 
for i = 1:num_sk 

for j = 1:num_q 
if con(i,j) <0 dq(i,j) = dq(i,j) + penalty*con(i,j); end 
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end 
end 
% Optimised version of the penalty function method 
% dq = dq + (con<0)*penalty.*con; 

% Penalty function method 
% If Spq = 0, then cpq should be equal to 0 
for i = 1:num_sk 

for j = 1:num_q 
if (skills(i,j) == 0) & (con(i,j) > 0) 

dq(i,j) = dq(i,j) + penalty*con(i,j); 
end 

end 
end 
% Optimised version of the penalty function method 
wdq = dq + (skills == 0) .*(con>0)*penalty.*con; 

% Penalty function method 
% The total number of agents should be greater than c 
d4 = 0.0; 
if sum(sum(con)) < server d4 = penalty*(sum(sum(con)) - server) ; 

for i = num_sk 
for j = num_q 

dq(i,j) = dq(i,j) + 44; 
end 

end 
end 
% Optimised version of the penalty function method 
% dq = dq + penalty*ones(num_sk,6)*((sum(sum(con))-server) < 0)*... 
% (sum(sum(con))-server) ; 

% Penalty function method 
% Connectivities <= 1 
% Put alpha = 0 if it is the skills mix approach 
% Put alpha = 1 if it is the people-based approach 
for i = 1:num_sk 

for j = 1i:num_q 
if con(i,j) > 1 dq(i,j) = dq(i,j) + alpha*penalty*(con(i,j)-1); end 

end 
end 
% Optimised version of the penalty function method 

%daq = dq + alpha*(con>1)).*penalty.*(con-1) ; 

% Penalty function method 
% Sum of connections for one person = 0 or 1 
% Put alpha = 0 if it is the skills mix approach 
% Put alpha = 1 if it is the people-based approach 
for i = 1:num_sk 

for j = 1:num_q 
if (sum(con(i,:)’) ~=0) & (sum(con(i,:)’) ~=1) dq(i,j) = dq(i,j) +... 

alpha*penalty*(sum(con(i,:)’)*(sum(con(i,:)’)-1)72+... 
sum(con(i,:)’)72*sum((con(i,:)’)-1)); end 

end 
end 
% Optimised version of the penalty function method 
% dq = dq + alpha*(ones(6,1)*(((sum(con’)~=0)&(sum(con’)~=1))*...
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% penalty.*(sum(con’) .*(sum(con’)-1).*2+sum(con’) .*2.*(sum(con’)-1))))? 

% Penalty function method 
% Cap the number of people in certain skills mixes 
for i = 1:num_sk 

for j = 1:numq 
if agents(i) > 0 if sum(con(i,:)’) > agents(i) dq(i,j) = dq(i,j) +... 

penalty*(sum(con(i,:)’-agents); end 
end 

end 
% Optimised version of the penalty function method 
% dq = dq + (ones(6,1)*((agents > 0).*((sum(con’) - agents) > 0)*... 
% penalty.*(sum(con’) - agents)))’; 

dq = dq(:)’; 
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D.4 Code for Scaled Conjugate Gradients 

This piece of code is the minimisation algorithm known as scaled conjugate gradients, 
which was used to carry out the resource allocation. 

function [x, options, errlog, scalelog] = scg(f, x, options, gradf, ... 
Pi, P2, P3, P4, P5, P6, P7, P8, P9, P10) 

USCG Scaled conjugate gradient optimization. 
y 

% Description 
% scg(’f’, x, options, gradf) uses a scaled conjugate gradient 
% algorithm to find the minimum of the function f(x) whose gradient is 
% given by gradf(x). Here x is a row vector and f returns a scalar 
% value. scg(f, x, options, gradf, pi, ..., p10) allows up to 10 
% additional arguments to be passed to f#() and gradf(). The 
% optional parameters have the following interpretations. 

% options(1) is set to 1 to display error values; also logs error 
% values in the return argument errlog, and values of the scaling 
% parameter in the return argument scalelog. 

% options(2) is a measure of the precision required for the value of x 
% at the solution. 

% options(3) is a measure of the precision required of the objective 
% function at the solution. Both this and the previous condition must 
% be satisfied for termination. 

% options(9) is set to 1 to check user defined gradient function. 

% options(14) is the maximum number of iterations; default 100. 

% Copyright (c) Christopher M Bishop and Ian T Nabney (1996) 

% Set up the options. 

if (options (14)) 
niters = options(14); 

else 
niters = 100; 

end 

options = foptions(options) ; 

display = options(1); 
gradcheck = options(9); 

funcstr = [£]; 
funcstr=[funcstr, ’(x’]; 
for i=1:nargin - 4 

funcstr = [funcstr,’,P’,int2str(i)]; 
end 

funcstr = [funcstr, ’)’]; 

gradstr = [gradf]; 
gradstr=[gradstr, ’(x’];
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for i=1:nargin - 4 
gradstr = [gradstr,’,P’,int2str(i)]; 

end 
gradstr = [gradstr, ’)’]; 

% Check gradients 

nparams = length(x); 

if (gradcheck) 
epsilon = 1.0e-6; 
xorig = x; 

deltaf = zeros(size(x)); 
for i = 1:nparams 

x(i) = xorig(i) + epsilon; 
fplus = eval(funcstr); 
x(i) = xorig(i) - epsilon; 
fminus = eval(funcstr) ; 
deltaf(i) = 0.5*(fplus - fminus)/epsilon; 
x(i) = xorig(i); 

end 
gradient = eval(gradstr) ; 
fprintf(1, ’Checking gradient ...\n\n’); 
fprintr(1, ” analytic diffs delta\n\n’); 
disp([gradient’, deltaf’, gradient’ - deltaf’]) 

end 

% Main optimization loop. iF P 

errlog = zeros(1, niters); 
scalelog = zeros(1, niters); 

sigma0 = 1.0e-4; 
fold = eval(funcstr); % Initial function value. 
options(10) = options(10) + 1; % Increment function evaluation counter. 
grad = eval(gradstr); % Initial gradient. 
options(11) = options(i1) + 1; % Increment gradient evaluation counter. 
srch = - grad; % Initial search direction. 
success = 1; 

lambda = 1.0; % Initial scale parameter. 

lambdamin 1.0e-15; 
lambdamax 1.0e100; 

n = 1; % n counts number of iterations. 
nsuccess = 0; % nsuccess counts number of successes. 
xval = x; 

while (n <= niters) 

% Calculate first and second directional derivatives. 

if (success == 1) 
mu = srch*grad’; 

if (mu >= 0) 
srch’ = - grad; 

mu = srch*grad’ ; 

end
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kappa = srch*srch’; 
sigma = sigma0/sqrt (kappa) ; 
x = xval + sigma*srch; 

gplus = eval (gradstr) ; 
options(11) = options(11) + 1; 
gamma = (srch*(gplus’ - grad’))/sigma; 

end 

% Increase effective curvature and evaluate step size alpha. 

delta = gamma + lambda*kappa; 
if (delta <= 0) 

delta = lambda*kappa; 
lambda = lambda - gamma/kappa; 
end 
alpha = - mu/delta; 

% Calculate the comparison ratio. 

x = xval + alpha*srch; 
fnew = eval(funcstr) ; 
options(10) = options(10) + 1; 
rho = 2*(fnew - fold) /(alpha*mu) ; 
if (rho >= 0) 

success = 1; 
else 

success 
end 

0; 

% Update the parameters to new location. 

if (success == 1) 
xval = xval + alpha*srch; 
msuccess = nsuccess + 1; 
x = xval; 

fold = fnew; 

end 

if (display) 
errlog(n) = fold; 
scalelog(n) = lambda; 
fprintf(1, ’Cycle %4d Error %11.6f Scale %e\n’, n, fold, lambda); 

end 

if (success == 1) 
% Test for termination 

if (max(abs(alpha*srch)) < options(2) & max(abs(fnew-fold)) < options(3) 
options(8) = fold; 
return; 

else 
gold = grad; 
grad = eval(gradstr) ; 
options(11) = options(11) + 1; 

end 
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end 

% Adjust lambda according to comparison ratio. 

if (rho < 0.25) 
lambda = 4.0*lambda; 

if (lambda > lambdamax) 
lambda = lambdamax; 

end 
end 
if (rho > 0.75) 

lambda = 0.5*lambda; 
if (lambda < lambdamin) 

lambda = lambdamin; 
end 

end 

% Re-compute search direction using Hestenes-Steifel formula, or re-start 

% in direction of negative gradient after nparams steps. 

if (msuccess == nparams) 
srch = -grad; 

nsuccess = 0; 

else 
if (success == 1) 

beta = (gold - grad)*grad’/mu; 
srch = - grad + beta*srch; 

end 
end 
n =n + 4; 

end 

% If we get here, then we haven’t terminated in the given number of 

% iterations. 

options(8) = fold; 
if (options(1) >= 0) 

disp(’Warning: Maximum number of iterations has been exceeded’); 
end
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D.5 Code to compute the required number of agents 

The following programs evaluate the required number of agents in the system in order 
to achieve a proper service level. 

D.5.1 Number of agents in each queue 

function H = H_ratio(volume,time_steps_a_day) 

% This function calculates the number of servers required 
% if we merge all the queues(M/M/c system) in one system 
% considered as a M/H6/c system 
% It also computes the normalized number of agents 
% required in each queue 

% volume provided all the data describing the six queues: 
% number of incoming calls per queue and per half-hour period 
% mean service time per queue and per half-hour period 
% number of server required in each queue considered separately 

= time_steps_a_day is the number of half hour periods in a day 

% number of queues in our system 
num_q = size(volume,1)/time_steps_a_day; 
% number of days considered in the week 
num_day = size(volume,2)/3; 
% total number of half hour periods for the whole week 
num_time_steps = num_day*time_steps_a_day; 

% queue contains the numbers of calls active at an instant in each queue 
queue = zeros(1,num_q); 

% the required number of agents in each queue for each half hour period 
q = zeros(num_time_steps ,num_q) ; 
% the total number of servers, i.e. agents required in the system 
c = zeros(num_time_steps,1); 
% the server utilisation 
ro = zeros(num_time_steps, 1); 

% First line: call volume in each queue 
% Second line: average call duration in each queue 
param = zeros(2,num_q); 

for n = 1:1:num_time_steps 

total = 0; 

% Search for the call volume in the matrix volume 
for i = 0:1:num_q-1 

param(1,i+1) = volume(rem(n-1,time_steps_a_day)+1+time_steps_a_day*i,... 
3*ceil(n/time_steps_a_day)-2) ; 

end
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% Search for the average call duration in the matrix volume 
for i = 0:1:num_q-1 

param(2,i+1) = volume(rem(n-1,time_steps_a_day)+1+time_steps_a_day*i,... 
3*ceil(n/time_steps_a_day)-1); 

end 

% Count the total number of calls active at an instant 
for i = 1:1:num_q 

queue(1,i) = param(1,i)*param(2,i)/(30*60) ; 
total = total + queue(1,i); 

end 

% Compute the total number of agents required in the system 
% to answer 95% of all calls within 30 seconds 
if ae > 0 w= zeros(1,2); 

= H_agents(param,95,30) ; 
r = w(1)/total; 
e(m,1) = w(1); 
ro(n,1) = w(2)/w(1); 

else r = 1; ro(n,1) = 1; c(n,1) = 0; 
end 

% Compute the number of agents required in each queue 
for m = 1:1:num_q 

q(n,m) = queue(1,m)*r; 
end 

end 

% The function returns q, c and ro 
=[ qcro V5 

D.5.2 Number of agents to achieve the right service level 

function H = H_agents(param,p,t) 

7 H_agents calculates the minimum number of agents in order to 
% answer p% of all the calls within t seconds 

1; 
zeros(t,2)5 
W_q(param,c) ; 

hs 
c 
w 
w 

% The average waiting time must be less than t/log(100/(100-p)) 
eptie w(1) > (t/1og(100/(100-p))) 

etd: 
W_q(param,c); w 

end 

n_agents = c; 

% a is the offered load in erlangs of the system 
a = w(2); 

y% the function returns n_agents and a 

= [ n_agents, al; 
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D.5.3 Average queueing time 

function w = W_q(param,c) 

% This function calculates Wq the average queueing time 
% for a M/H6/c system: 

% Exponentially distributed arrival times 

% The service time distribution is a 6 stages hyper-exponential distribution 
% (the parameters describing this two distributions are in param 

% c servers 

% lambda is the total arrival rate, that is equal to the sum of 

% the six single arrival rates of each queue 

num_q = size(param,2); 

    

lambda = 0; 

for i = 1:1:num_q 
lambda = lambda + param(1,i); 

end 
lambda = lambda/1800; 

% E_s is the expected value of s, the service time 

E_s = 0;    

  

for i “4:4:num_q 

E_s = E_s + param(1,i)*param(2,i)/1800; 
end 
E_s = E_s/lambda; 

% a is the offered load of the system 
a = lambda*E_s; 

% the offered load must be strictly less than the number of servers 
% else the number of calls waiting grows without limit 
if (c-a) < 0 q = 1000000; 
else 

E_s2 = 0; 

for) i =°1:1:num_q 
% E_s2 is the expected value of s°2 
E_s2 = E_s2 + param(1,i)*param(2,i)~2/1800; 

end 
E_s2 = 2*E_s2/lambda; 
C = Erlang_C(c,a); 
% q is the average waiting time in the system 
q = C/(c-a)*E_s2/(2*E_s) ; 

end 

% The function returns q, the average queueing time in the system, 
% and a, the offered load of the system 
w=[qal];
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D.5.4 Erlang C' function 

function C = Erlang_C(c,a) 

% This function returns the value of the Erlang C function: 
% c is the number of servers in the system 
% a is the offered load in erlangs of the system 

% B is the Erlang B function 
B = 1; 

fork = D:icc 
B = a*B/(kt+a*B) ; 

end; 

C = c*B/(c-a*(1-B))
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D.6 Simulation 

The following code simulates the activity of a call centre and returns the service level 
and the quality of service achieved. 

% Simulation 

% Read in the set of random numbers 
load random.dat 

% Read in the agents matrix 
load H_ag.dat; 

% Load volume information 
load volume; 

% time_steps_a_day is the number of half hour periods in a day 
time_steps_a_day = 20; 
% number of queues in the system 
num_q = size(volume,1)/time_steps_a_day; 
% number of days considered in the week 
num_day = size(volume,2)/3; 
% total number of periods for the whole week 
num_time_steps = num_day*time_steps_a_day; 

% num_sk is the number of skills mixes 
num_sk = size(H_ag,2); 

% Read in the skills matrix 
load skills; 

% Rescale to range 0-1. 
skills = skills ./100.0; 
% Only use the first num_sk skills profiles to make it interesting 
skills = skills(1:num_sk, :); 

% In the first column of result are stored the percentage of calls that 
% exprienced a waiting time greater than 30 seconds 
% In the second column are stored the values of the quality ratio 
result = zeros(num_time_steps,2) ; 

% The simulation runs throughout a whole week 
for n = 1:1:num_time_steps 

% incoming _calls describes the arrivals of calls in each queue 
% for the 1800 seconds of an half hour period 

incoming_calls(100,4)=1 means one arrival in the 100th second 

ncoming_calls(100,4)=0 means no arrival in the 100th second 
incoming_calls = zeros(num_q, 1800); 

   

  

% queues contains the number of calls waiting in each queue 
queues = zeros(1,num_q); 

% total is the counter of incoming calls 
% in the queues for an half hour period 
total = zeros(1,num_q); 

% waiting times contains the waiting times 
% of all the calls waiting in the queues 
% The first line correspond to the first arrived 
% (i.e. the longest waiting) calls 

130



APPENDIX D. OUTLINE ALGORITHM 

% The maximum number of calls waiting in a queue is fixed to 200 
waiting_times = zeros(200,num_q) ; 

% over_waiting counts the number of calls that experience a waiting time 
% greater than 30 seconds for each queue 
over_waiting = zeros(1,num_q); 

% quality is the sum of the skills of the answering agents 
% in an half hour period 
quality = 0; 

% agents contains the number of agents required in each skills mix pool 
agents = H_ag(n,:); 

% service_time contains the remaining time 
% for each call which is being served 
% service_time is initialized with -1 values 
service_time = -ones(num_sk,max(agents)) ; 

% The elements of the matrix service time which could contain service time 
% are initialised to 0, the others will remain equal to -1 
for s = 1:1:num_sk 

service_time(s,1:agents(s)) = zeros(1,agents(s)); 
end 

% The first line of param contains the number of incoming calls for each 
% half hour period in each queue 
% It is used to compute the arrival rate: lambda 
for i = 0:1:num_q-1 

param(1,i+1) = volume(rem(n-1,time_steps_a_day)+1+time_steps_a_day*i,... 
3*ceil(n/time_steps_a_day)-2) ; 

end 

% The second line of param contains the average service time for each 
% half hour period in each queue 
% It is used to compute the service rate: mu 
for i = 0:1:num_q-1 

param(2,i+1) = volume(rem(n-1,time_steps_a_day)+1+time_steps_a_day*i,... 
3*ceil(n/time_steps_a_day)-1); 

end 

% incoming_calls is filled according to this rule 
% p < lambda: one arrival 
% p > lambda: no arrival 
for i = 1:1:num_q 

incoming_calls(i,:) = random(:,i)’<param(1,i)/1800; 
end 

% For each second of the half hour period 
% the different parameters are computed 
for i = 1:1:1800 

% We add to the current queues the new arrivals 
queues = queues + incoming_calls(:,i)’; 

131



APPENDIX D. OUTLINE ALGORITHM 

% We add to the total number of incoming calls the new ones 
total = total + incoming calls(:,i)’; 

% When the service time is completed the agent become available 
% So we add him to the counter of free agents 
for s = 1:1:num_sk 

agents(s) = agents(s) + sum(service_time(s,:) == 1); 
end 

% We decrease the remaining service time by one second 
for s = 1:1:num_sk 

service _time(s, find(service_time(s,:) > 0)) =.. 
service_time(s,find(service_ time(s, : a>" 0))=-51;5 

end 

% For each queue 
for j = 1:1:6 

m = 0; 

exit = 0; 

% While there is at least one call in one of the queues and 
% While there is at least one agent qualified to answer that call 
while queues(j) > 0 & exit == 0; 

% available contains the skills of the avaible agents 
available = (agents ~= 0).*skills(:,j)’; 
% If there is one agent qualified to answer the calls from queue j 
if max(available) > 0 

% add to quality the skill of the most qualified agent available 
quality = quality + max(available) ; 
% m is the number of the pool whose agents are 
% the most qualified to answer that call 
CY I] = sort(agents.*(available == max(available))); 
m = I(num_sk); 
% We decrease by one the number of agents in the pool number m 
agents(m) = agents(m) - 1; 
% We decrease by one the number of calls waiting in the queue j 
queues(j) = queues(j) - 1; 
% We compute the service time for answering that call 
% which is taken randomly from an exponential distribution 
service_time(m,min(find(service_time(m,:) == 0))) = 
ceil (param(2,j)*log(1/(1-random(i,7)))); 
% When a call is answered, the next waiting call becomes the 
% first which will be answered 
for k = 1:1:199 

waiting_times(k,j) = waiting _times(k+1,j); 
end 
waiting _times(200,j) 

else 
% If there is no agent available to answer 
% the calls from queue j we quit the loop 
exit = 1; 

end 
end 

0; 
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% The waiting times of the waiting calls are increased by one 
if queues(j) ~“=0 waiting_times(1:queues(j),j) = 

waiting_ times(1: queues(j), + 4; 
end 

Yu lia waiting_time becomes greater than 30, it is counted 

over_waiting(j) = over_waiting(j) + sum(waiting_times(: ,j)==31); 

end 

end 

% Print the percentage of calls that have experienced 
% a waiting time greater than 30 seconds 
result(n,1) = sum(over_waiting)/sum(total) ; 

% Print the value of the quality ratio for the current half hour period 
result(n,2) = quality/sum(total) ; 

end 

save ’result2.dat’ result -ascii 
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