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Thesis Summary 

The problem of vertex colouring in large random graphs is unlikely to be an easy task. Given a 

number of available colours (in our study we used three colours), there are two relevant values of the 

graph connectivity delimiting three different states: when it is quite easy to find a solution, when it 

is very hard and when it is almost impossible. We adapt an existing algorithm using message-passing 

techniques to graphs and hypergraphs (here hypergraph means that the graph contains edges linking 

three vertices) and study its behaviour in the different states with large random graphs. We then 

compare it with an exact enumeration algorithm on small systems. 
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Chapter 1 

Introduction 

Before studying the algorithms in detail, we need to describe the problem accurately, in order to 

introduce the necessary notations and the mathematical notions. 

1.1 Graph colouring 

1.1.1 Basic definitions 

We define a graph G(Ny, a, \) as a set of N, vertices, also called nodes, linked to each other by edges 

or hyperedges . The variable a represents the mixture coefficient between two types of edges: those 

connecting exactly two vertices (2 body-interaction edges) and those connecting exactly three vertices 

(3 body-interaction edges or hyperedges). One should then keep in mind that a belongs to the interval 

(0, 1]. A hypergraph is a graph containing hyperedges. The parameter A, called the connectivity of 

the graph, is the average number of edges per vertex. 

1.1.2 How to colour a graph ? 

Let us now assume that for each vertex v of this graph, we have a set of available colours {fty,,-+ +; Hve}> 

where {v1,..-,0c} depend on v. The graph colouring problem is to assign a colour to each vertex 

so that all (or the maximum number) of the constraints on the edges are satisfied. The constraint 

here is that not all the vertices connected to the same edge have the same colour, i.e. an edge cannot 

be monochromatic. If an edge connects two vertices, the condition becomes: the vertices must have 

different colours. It is obvious that the constraint on that kind of edge is stronger than the constraint. 

on a three body-interaction edge, since there are q times more ways to satisfy the second than the 

first (if g is the number of colours, there are q(q — 1) ways to satisfy the edge and q(q? — 1) ways to 

satisfy the hyperedge), whereas in both cases there are q ways not to satisfy it.
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Although it is possible to define a different set of available colours for each vertex, we will deal 

with the case where it is the same set for all the vertices. We will denote this set {1,...,q}. An 

example of a perfect colouring is shown in Figure 1.1. 

  

Figure 1.1: A graph, G(6,0.5,5/3). El and E3 are two body-edges while E2 and E4 are three body-edges. 

Three colors are enough since ) is very small. Note that this is one among many possible colourings. 

In the example, three colours have been used, although the graph could have been coloured with 

only two colours. Actually, the graph colouring problem is divided into two main issues : the q- 

colouring problem, i.e. trying to find if a graph can be coloured with q given colours and when that 

is not possible to try to reach the best solution (with the smallest number of unsatisfied edges), and 

the optimal colouring problem, i.e. trying to find the minimum number of colours required to colour 

a graph (called the chromatic number, x(@) ). In this thesis, we focus on the first problem. 

The q-colouring problem of random graphs is a field on which a considerable amount of research 

has already been done, including, for example, the famous 4-colours theorem [2, 3], stating that every 

planar graph can be 4-coloured, but there are still many remaining tasks to explore. It is the natural 

evolution of the percolation theory initiated by Erdés and Rényi in the middle of the past century 

[17]. Indeed, it is a very important issue not only in the field of discrete mathematics, but also for
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real world applications. 

1.2 Applications 

Although, for many settings, no perfect algorithms to solve the graph colouring problem are known, 

any algorithm being able to come close to a solution can be useful for many real world problems that 

can be mapped onto graph colouring problem. The first three examples deal with two body-edge 

graphs while the others deal with many body-edge (hyper)graphs. 

1.2.1 Production scheduling and timetabling 

Let us consider, for example, a set of lectures (vertices) and a set of time slots (colours) available for 

the head of the timetables department. To build the graph representation, we need to put an edge 

between two lectures when they have students in common, and hence they cannot take place in the 

same time slot. The problem consists in assigning the time slots in such a way that these restrictions 

are satisfied. Determining the minimum number of time slots needed is equivalent to finding the 

chromatic number of the associated graph. We could also add additional constraints, such as the 

preference of a lecturer not to teach on Friday afternoons. 

1.2.2 Frequency assignment in wireless communication 

In this type of application, studied by Gamst [21], the vertices represent transmitters, the list of colours 

allowed for a vertex contains the frequencies locally available, and adjacency means that interference 

may occur between the corresponding two stations and hence they should not use the same frequency. 

In this interpretation, selecting large subsets of the colour lists ensures that the stations can operate 

on a fairly wide range of frequencies without the danger of interfering with each other. 

1.2.3 Distributed storage 

In this quite new issue, coming from private discussions, there is a network of electronic units (for 

example mobile phones or computers) spread over space. In order to save memory space, the data 

is split into several parts, the colours. The goal here is to store one part in each unit, the vertex, of 

the network so that one unit can have access to the missing parts of the data in its direct neighbours. 

Note that here the constraint is not the same as the one described above: each vertex must be able 

to see the maximum number of colours. 

10
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1.2.4 Partitioning variables onto multiple register files 

Current multiple-functional-unit architectures allow the boosting of performance by executing many 

operations, but register file technology can provide only a limited input/output (I/O) data-bandwidth, 

and can only support a few, fast, pipelined functional units. 

Register allocation, i.e. the process of allocating each instance of a variable to a register, has been 

historically performed by using Chaitin’ algorithm [13, 8].This model, though, cannot be efficiently 

extended to deal with the additional constraints imposed by a non-homogeneous register space, such 

as multiple register banks. 

In [10, 11], Capitanio et al. assume, as a model of execution, a horizontally microcoded, multi- 

functional-unit architecture, a Very Long Instruction World (VLIW) architecture. The model is 

parameterized by the number of register files (R) and the number of functional units (F), and it 

provides 2F read ports and F write ports evenly distributed among the register files, i.e. each register 

file has aE read-ports and £ write-ports. 

Given a program compiled for a single-register file VLIW, its variables must be partitioned into 

R sets, each to be allocated on a register file. This can be done with the help of a hypergraph whose 

nodes are the variable registers and whose hyperedges model the competition among variable register 

concurrently accessed within an instruction. Note that there are two types of edges: read and write 

edges. One has to colour the nodes of the graphs, the colours represent the register files to which 

a variable will be assigned, so as to satisfy two types of constraints depending on the type of the 

hyperedge. A read-hyperedge must not contain more than ca nodes of the same colour, since it is 

representative of an instruction which accesses no more than af operands stored in the same register 

file and that can therefore can be legally executed and a write-hyperedge must not contain more than 

£ for similar reasons. 

1.2.5 Design of multifiber Wavelength Division Multiplexing networks 

In [19], Ferreira et al. consider the design of multifiber Wavelength Division Multiplexing networks. 

Given a network with a set, N, of nodes, a set, L, of links each with k fibers and a set, P, of lightpaths 

(end-to-end connections), the (k,w)-wavelength assignment problem is to assign each path with one 

out of w wavelengths so that for every link, no more than k paths using the link receive the same 

wavelength. If the set of vertices is P and the set of hyperedges is L= {le L,je € Eye= {pe 

11
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P, p involves 1}}, the problem is to assign a wavelength among w (the colours) such that 

Ve € B,Vq€ {1,...,w}, |{v € E, ov) =k} <k, 

where ¢ is the mapping function. Here, there are two optimization problems : given k, minimize w 

or given w, minimize k. 

1.2.6 Matrix partitioning 

Another problem is matrix partitioning (see [23]). Given a m x n matrix with zeros and ones, try 

to partition the columns of this matrix such that any two columns in the same group do not have a 

nonzero at the same row position. This can be treated both with graphs and with hypergraphs. 

1.3 The important parameters 

It is important to define the main parameters properly, since we will do a lot of simulations with 

several combinations between them. 

1.3.1 The size of the graph: N, 

This is the number of vertices of the graph. Our work will focus on two types of graphs: large graphs, 

N, = 1000, and small graphs, N, € {20,30,40,50}. We notice that the size of the graph is an 

important parameter because some algorithms can only be applied to relatively small graphs. Large 

graphs are required for the statistical physics part. 

1.3.2 The mixture coefficient: a 

As it was previously defined, a represents the parameter that will decide whether we deal with graphs 

or hypergraphs. a will take the following values {0, 0.25, 0.5, 0.75, 1}, so as to depict the interval [0, 1] 

the best we can. If we note N., the number of 2 body-edges, N., the number of 3 body-edges and N. 

the total number of edges, we have the following relation: 

Ne = (1—a@) x Neg +a x Nes. (1.1) 

We also define K as the number of vertices an edge is connected to and then K € {2,3}. It is 

12
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convenient to introduce Kayy as the mean of all the K. Hence, from Equation (1.1), we have: 

Kavyg = 2x(1l—a)+3xa (1.2) 

= 2+a. 

So far, studies have been mainly on graphs with a equal to zero, with two and three colours [40, 18], 

and with a equal to one, with two colours [12]. 

1.3.3 The connectivity: 

This is a crucial parameter. One can easily understand that for a sparsely connected graph and many 

colours, colouring is straightforward. On the contrary, with a high connectivity and few colours, the 

graph will be surely uncolourable. Graph colouring is a very old and difficult problem belonging to 

the category of NP-hard problems [22, 29]. It seems unlikely that a deterministic polynomial time 

algorithm will be found, especially in the area of the parameter space where it is very hard to find a 

solution, around the critical connectivity, A. 

Actually, the critical connectivity represents the limit, called the q-COL/UNCOL transition, be- 

tween two kinds of graphs. Beyond this limit, graphs are uncolourable with a probability tending 

to one as the size of the graph goes to infinity and below this limit, graphs are colourable with a 

probability tending to one as the size of the graph goes to infinity. This is a point of contact between 

computer science and graph theory. 

Moreover, [4] showed that there is a connectivity, Aq, close to the critical connectivity, Ag < Ac, 

defining a clustering phase for A € [Aq, Ac] in which ground states spontaneously divide into an expo- 

nential number of clusters. Indeed, far below Aq the solutions form one large cluster and a small step 

from one solution will still provide a solution, whereas for values of \ € [a,c], the solutions form 

several small clusters and then it is very difficult to go from one cluster to another. In this region, 

current, complete and stochastic algorithms are known to fail already for moderate system sizes. We 

will try to determine Aq using the phase diagrams. 

The best lower bound for A, found so far for the 3-COL/UNCOL transition on graphs with two 

body edges is 4.03 [1], the best upper bound is 4.99 [28], and whereas numerical results predict a 

threshold of about 4.7 [16], the best value theoretically predicted is 4.69 [36] and is believed to be 

exact. The clustering transition is, in this case, close to 4.42 [4]. 

Defined as the average number of edges per vertex, \ is then the key parameter in defining the 

13
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probability of an edge connecting K’ vertices : 

A ' Ny-1 , with Npe/y = ; (1.3) 
Npe/w K-1 
  P (vig )-+ +5 Vi) = 

where N;e/y represents the number of possible edges per vertex. 

In this thesis, we focus on sparse graphs. A sparse graph has a low connectivity with respect to 

the total number of possible edges, i.e. P. <1. 

Given these three parameters, the total number of edges is calculated from the fundamental rela- 

tion: 

Ax Ny = Kavg x Ne, (1.4) 

and we get: 

ANy 
pag (te) 

This will be very useful in the forthcoming calculations. 

1.4 Existing methods 

The naive approach to solve this problem is to test. all the possibilities. Of course, since the complexity 

grows exponentially with the size of the graph, it soon becomes intractable. This technique, known as 

exact enumeration or implicit enumeration [9, 15, 31], even with tricks to avoid unnecessary counting 

cannot be applied to very large graphs. Nevertheless, it is the only algorithm which can state with 

absolute certainty whether a graph is colourable or not. Therefore we will use it to perform some tests 

on small graphs. 

A compromise between running time and quality of the solution, has been found with non- 

deterministic methods, based on heuristics. One can divide these algorithms into two groups, de- 

pending on how they are initialized: 

Algorithms starting from a full initial randomized colouring, such as tabu search [24] and simu- 

lated annealing [14, 26]. They consist of a big loop inside of which a random vertex is picked 

to change its colour, then if the number of unsatisfied edges is improved, the vertex will keep 

its new colour, otherwise, the colour will be accepted with a certain probability. The main 

difference between these two algorithms is the way the new vertex is chosen, 

Algorithms starting from a partial colouring of the graph, also called successive augmentation. 

Then at each step of these algorithms, few vertices are coloured, until complete colouring of 

14



CHAPTER 1. INTRODUCTION 

the graph is achieved. Among these algorithms, are belief propagation [40, 5] and survey 

propagation [6, 5, 4]. 

Other heuristics, based on Brown’s implicit enumeration algorithm [9], have been implemented by 

Brelaz [7] and by Matula [34], among the most efficient, to find the chromatic number of a graph. 

A major part of these algorithms has been tested on dense graphs, i.e. a vertex is, on average, 

connected to more than half of all the remaining vertices, whose size vary between 200 and 1000 

vertices, to find the chromatic number of the graph. Actually, there is a group of graphs, called 

Leighton graphs [32], for which the chromatic number can be very well approximated by calculations. 

Furthermore, issues related to finding an appropriate neighbourhood structure for colouring graphs 

are described in [35]. 

1.5  Message-passing technique 

Iterative message passing algorithms have found applications in a wide range of data detection prob- 

lems because they can provide near optimal performance and significant complexity reduction. The 

variables and the constraints are arranged into a belief network (also known as a Bayesian network) 

and the probabilities are iteratively updated by message-passing along the edges. The specific algo- 

rithm we will study, is adapted from the sum-product algorithm and was first used by Pearl [37]. 

Message-passing techniques rely on neighbourhood influences to find a correct assignment of states 

to the variables given the constraints, like the satisfiability problem [39] or the decoding problem for 

error correcting codes [20], where it has been successfully applied. 

Here, the initial graph is transformed into an undirected bipartite graph (see Figure 1.2). The 

vertex set is composed of the original edges and vertices, and the links are the connections between 

these original edges and vertices. Through these links, vertices and edges communicate. The message 

sent by an edge e to a vertex v will represent a warning message saying to the vertex that it should 

not take the colour jz, denoted 7/,,. On the other side, messages sent by a vertex v to an edge e is 

interpreted as the probability that the vertex takes the colour y in the absence of e, denoted 7_,.- 

Note that for each vertex and each edge connected to this vertex, yea nt_,- = 1. We will later give 

the probabilistic interpretation of these quantities. 

Note that the magnetisation of a vertex v for a colour 1, i.e. the probability that a vertex will 

opt for the colour jz, can be calculated from these messages. 

15
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Figure 1.2: A bipartite graph representation of the graph of Figure 1.1. (1) represents 4. and (2) represents 

Nes 

1.6 Goals of the project 

Now that all the basic definitions have been introduced, the aims of this project can be underlined. 

First, we will study the analogy between statistical physics and Belief Propagation on large random 

graphs and then determine bounds for the dynamical connectivity, \u(@), @ € {0, 0.25, 0.5, 0.75, 1}. 

Then using an exact enumeration algorithm, called backtrack algorithm, we will find bounds for the 

critical connectivity, \-(a), a € {0,0.25,0.5,0.75, 1}. Finally, we will compare these two algorithms 

on small graphs. 

A study of the parallelization methods on a cluster of computers will be an important part, since 

it is a novel technique. The goal is to exploit the power of the ‘divide and conquer’ principle. 

An interesting work to continue, is the comparison between Belief Propagation and Survey Prop- 

agation for a mixture of 2- and 3-body interaction graphs, since these are two new algorithms using 

message-passing techniques. 

16



Chapter 2 

Pre-requisites 

2.1 The implementation 

All the programs have been written in the C language, since the structure is quite simplified, using 

the Numerical Recipes implementation of vectors, matrices and tensors [38]. Actually, this structure 

is used for data storage, as the calculations require fast access to this data in order to perform a lot 

of simple operations such as additions, subtractions, multiplications and divisions. That way, a lot of 

time can be saved and we can take advantage of the main power of the C language : its speed to do 

basic calculations. 

It should be noted that the belief propagation algorithm was already implemented by Fabre in [18] 

in the C++ language. The object implementation slows down the program so much that the coding 

flexibility is outweighed. This has reinforced the motivation for choosing the C language. 

Before coding the main algorithm, it is necessary to code several tools. 

2.2 Random graph generator 

The study of graph colouring will require many graphs on which to perform the simulations. These 

graphs of course must be randomly generated given three variables: the total number of vertices Ny, 

the average number of vertices per edge Kayg and the connectivity 1. The average number of vertices 

per edge, Kavg, is given by : 

Kavg =2% (1-a)+3xa, Kavg € [2,3], K € {2,3}. 

17
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It is obvious that Kayg is not always an integer, but this will not affect the results. The probability, 

P., of an edge connecting K given vertices is : 

Need 
with Npe/y = a z (2.1) 

Koon 
Pe(v1,.-+, 0k) =   

A 

Npe/v’ 

To give an interpretation of the variables used, let us note precisely that Npe/y is the number of 

possible edges per vertex. One could easily generate a graph by spanning all the K-tuples and accept 

the creation of the edge with a probability P,, but its computational cost is of order ONE). 

The best method to generate the graph is to fix the final number of edges to Ne = fon such that. 

the final connectivity comes very close to the desired one. Then for each edge, a number between 

Kavg and Kavg + 1 will be randomly chosen, so that the rounding to an integer will give either 2 or 

3 and will keep the proportional coefficient a constant. Finally, two or three different vertices will be 

chosen randomly and thus define the new edge, on the condition that it does not already exist. This 

algorithm is O(N,). 

To validate this procedure, we can test the distribution of the number of edges per vertex (ne/y) 

and compare it with its theoretical value. As the size of the system goes to infinity (Ny > oo), the 

graph should become Poissonian, i.e. the random variable n-/, becomes Poisson distributed, since it 

follows a binomial rule, b(k; Npe/ys Pe(v1y+-+5Uk)): 

N, 

    

WkEN, P(e =k) = Pel?) Beton.) Pe(oy sun” (28) 
k 

Nye/v he Npe/u-k a RH 03) k Npe/v Npe/v 

lim P(nejy =k) = Mo ken (2.4) gee” Gonae Re 
In Figure 2.1, on the left, one can observe the efficiency of the graph generator. 

2.3. Random colourable graph generator 

Despite the fact that beyond the critical connectivity, Ac, it is very rare to find a graph which is 

colourable, we can nevertheless generate colourable graphs. We can achieve that by grouping the ver- 

tices in q blocks and allowing the creation of an edge only between different blocks, i.e. no connection 

18
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inside a block. It will be useful to test the strengths and weaknesses of the algorithms on that kind 

of graphs. 

Again, the validation tests provide good results (see Figure 2.1, on the right). 

0.2 0.2     

0.15 0.15 

        

  

  
  

  

0.1 01 

0.05 [* N 0.05 

~ 0 
40 50 60 70 80 90 0 10 20 30 40 50 60 70 80 90 
lambda lambda 

Figure 2.1: Validation tests: random graph generator on the left, random colourable graph generator on the 

right. Sample of 30 graphs with N,, = 1000 for (a, d) € {(0, 4); (0.25, 6); (0.5, 10); (0.75, 15); (1,30)}. 

2.4 Pruning 

Since the graph has to be coloured with q colours, the vertices having less than q neighbours can be 

ignored during the colouring process. Indeed, they will be colourable at the end, depending on their 

remaining neighbours’ colours. The pruning process is recursively applied to the rest of the vertices 

linked to the pruned vertex. 

To reduce the size of the graph, we prune the vertices that: have less than q neighbours. A neighbour, 

here, means the number of edges connected to the vertex and not the number of vertices because we 

also deal with hypergraphs. Actually, this operation, which is of course reversible, allows a significant 

reduction of the size of the graph for small connectivities. Up to a certain connectivity, depending on 

a, the graph is almost always prunable, so that it is not necessary to run any other colouring algorithm. 

In the end, when the graph is coloured, we can colour the pruned vertices in the reverse order of 

their pruning. See Figure 2.2 for an example of this tool. 

The advantage of running this process first, is a gain in terms of reduction of complexity, hence 

in speed, and a gain of accuracy, because these pruned vertices will not disturb the message-passing 

19
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Step 2 Step 1 

os 

TS 

Figure 2.2: With 3 colours, we can eliminate vertex 1 and then vertex 3. After the colouring process, imagine 

that vertex 2 has colour cj and that vertices 4, 5 and 6 have the same colour c;. Then vertex 3 will take the 

colour cz and vertex 1 will take the colour c). 

algorithm by sending useless messages to their neighbourhood. 

2.5 Sequential fixing 

This function concerns the belief propagation algorithm only. 

When convergence of the message-passing technique is reached, one has to assign to each vertex 

that colour that has the highest magnetisation in order to get the final colouring. 

However, for graphs or parts of the graph where the connectivity is low or locally low, the area 

is underconstrained. The consequence is that no vertex will opt for one colour but for all the colours 

indifferently. This is the so-called paramagnetic state. All (or a part of the vertices) have the same 

probability (1/q) to choose any colour, and thus the problem arises of assigning the proper colour to a 

node. One must note that the paramagnetic state is always a stable solution of the Belief Propagation 

equations below Aq. 

To avoid the paramagnetic state, we perform sequential fixing. It consists in repeating the following 
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two steps: 

1. run the algorithm with a fixed number of iterations (if convergence is reached before, skip the 

remaining iterations and go to next step), 

2. fix all the vertices whose magnetisation is above a given threshold, 

while there are unfixed vertices remaining. Thus the paramagnetic state is avoided and the final 

colouring may be extracted properly. 

An important issue is to consider the value of the threshold. If it is too low, the vertices will be 

fixed too early and then this will lead to poor performance, whereas if it is too high, too few vertices 

will be fixed at each iteration, increasing the computational cost significantly without giving much 

better results. 

From [18], the threshold has been empirically found to be optimal at 0.8, for a = 0, providing a 

very good compromise. Even for a > 0, it remains a very good choice. We have to keep in mind that 

a threshold of 0.8 means that a vertex has to be 80% sure before it will take the given colour. 

2.6 Parallelization 

2.6.1 Description of the problem 

In May, we received in our department twenty-five two-processors computers, the so-called cluster of 

computers. This ensemble of computers is integrated by an interconnection network and is operating 

within a single administrative domain. There is one master computer, using two processors, driving 

the forty-eight others. The main characteristics of this configuration are that all the processors are 

independent and that there is no shared memory, hence the need to make them communicate efficiently. 

In our study, we parallelized the test procedures but not the colouring algorithm in itself. Since 

there is a huge amount of tests to run, parallelization is a time saver. 

Actually, as seen in Section 1.3, there are three parameters to vary. For each combination, we 

have to generate many different graphs (25, 150 or 1000 graphs for example) and to run the colouring 

algorithm for each graph. Depending on the combination, applying the algorithm on the sample test 

can take few minutes up to one week. 
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2.6.2 What is existing? 

The main way of using the cluster so far is called embarrassingly parallel. This consists in sending 

several independent jobs to the cluster. The master machine will then manage the queue and send 

the first job to the first free machine and so on. Here there is no communication between the jobs. 

But this is not optimized at all for the kind of jobs we want to do. 

Another implementation has been done, called TACO, but this relies on shell scripts, which is not 

as fast as C code. 

That is why we need to find a way such that we do not loose that much time. 

2.6.3 What is new? 

We used the MPI [25] package within the C code. 

‘The idea is to define a master node (or processor) which manage the samples and sends to each of 

the free nodes one single graph to be coloured at the time. An implementation of this algorithm can 

be found in Appendix B. 

Unlike the embarrassingly parallel method which takes a parameter combination and performs a 

whole sample on one node, this way of processing allows us to cut the sample into its smallest entity, 

a graph. Then the sharing out of the jobs is much more balanced among the nodes and thus efficient. 

In this way, all the processors are used close to a hundred percent of the time. An example is 

shown in Figures 2.3 and 2.4. As long as one node is busy, all the others will also be blocked, even if 

they are not doing anything. Thus, the efficiency of well distributing the jobs is obvious. 

Since data transfer between the master and the slave machines is time-consuming, the results of 

each colouring will be written directly in a log file identified by the number of the slave machine rather 

than being sent back to the master processor. This will require the creation of a parser program to 

sort and treat all the collected data. 

The results were good and allowed to perform tests on a larger sample, which will be especially 

useful for the exact enumeration algorithm. 
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Figure 2.3: In the embarrassingly parallel configuration, the fastest samples have to wait for the slowest. In 

our case, the longest sample can take up to three weeks. 
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Figure 2.4: In the new configuration, the wastage of time is reduced to a minimum. Parameters are the same 

as the previous graph. 
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Chapter 3 

Belief propagation on large graphs 

Like many algorithms that must deal with complicated global functions of many variables, belief 

propagation exploits the manner in which the given functions factorise into a product of local functions, 

on approximation, each of which depends on only a subset of these variables. We now show the origin 

of belief propagation. 

3.1 A probabilistic approach: the Sum-Product Algorithm 

Let us consider a bi-partite graph like in Figure 3.1, built with variables and function nodes. 

QQ@® © 
LARK 

AS Be eCe Des Er 

Figure 3.1: Here, a square, called a function node, represents a function of the variables to which it is connected 

to. The figures represent the variables: {x1,..., 5}. 

To each function node, e, is associated its set of variables, denoted X-. Moreover, we suppose 

that all the variables are defined on the same set A, which could be {1,...,q}- We defined then a 

constraint function, Z, for each function node, e: 

2.(Xe) =o ( I sn) : 
teA \aiEXe 

Z. represents the state of the function node e: satisfied, zero, or not, one. The goal of the algorithm 
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is to solve: 

min )> Ze(Xe) 
e 

That is to say, we want to find the variables assignment such that the maximum number of function 

nodes are satisfied. 

If x is a variable, its neighbours belong to n(z), the set of function nodes in which z is implied. 

Knowing that 72_,, is the message sent by a variable to a function node, we then write the equations: 

z 
— 

P(x = a| {Zs} sen(2)\e) 
P(Z|z = a)P(z =a) 

P(Z) 

= Me=9 TT Piale=a), (4) 
( ) fen(a)\e 

a 
Nae 

by applying Bayes’ rule and then making the assumption that all the {Zy}sen(z)\e, denoted Z for 

clarity, are independent. This assumption comes from the fact that the graph is locally considered 

like a tree. 

Meanwhile, 72_,,, being the message sent by a function node to a variable, 

Noe = P(Z|e=a,2Z) 

an 
= Sy, P(Ze, {y}yex.\z |t = 4, Z) 

{u}vexe\s 

=) Sy PZle=4,),2)P 012) 
{u}vexe\= 

= YS P(Z|2=0,y,2) ( Il Pw =») ; (3.2) 
{u}vexe\e yeXe\r 

by applying the sum-rule, the product-rule and making the assumption that the {y},cx,\z, denoted 

y for clarity, are independent, with the same approximation as above with the {Z;}sen(z)\e- By 

identifying the messages as their probabilities in Equations (3.1) and (3.2), we get: 

Pe=H< 
thse = 7 Ties (3.3) 

fen(2)\e 

ise, = 1 D5 riaie=n9.2)( Il rx). (3.4) 
{u}vexe\e yeXe\r 

Similar approaches can be found in [30] and [33]. 
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3.2 An application: the graph colouring algorithm 

To apply these update rules to our problem, we need to clarify a few things. In the case of graph 

colouring, one has to replace the definition set of the variables by the set of available colours, here, 

{1,...,q}. Let us remind here that the constraint to satisfy is that not all the vertices connected to 

the same edge have the same colour. Actually, an edge will send to one of its vertices, say v, given 

a colour, j4, the probability that this edge is unsatisfied if v takes this colour ju. This situation can 

occur only if all the other vertices except v have this colour, which means that there is only one 

configuration of the variables for which the factor in the sum is not 0. Hence, we eliminate the sum 

over all the possible configurations in (3.4). Consequently, the message sent by a vertex to one of its 

edge, say e, given a colour p, will be the product of the probabilities that it will take the colour 4, 

i.e. the product over the other edges of one minus the probability that the other edge will forbid this 

vertex to take this colour ju. Since for a vertex and one of its edges, the sum over all the colours of the 

outgoing messages is one, we need to normalize each one of these probabilities. For numerical reasons, 

we add a A factor to the messages sent by an edge. A = 1—e7? where # = 20 represents the inverse 

temperature of the system, hence, this factor is very close to 1. According to these transformations, 

one finally obtains the following formulae: 

    

eg SA | ete (3.5) 
wer(e)\v 

wis Tyec(uy\e(4 = 1+») (36) 
pee Diae1 Typee(uyye(t - nts») 

These are the formulae used in the belief propagation algorithm. One can find an implementation 

of this algorithm in Appendix A. These messages will also be called cavity magnetisations. 

3.3 The cavity rule 

‘As it can be noticed, all the messages sent to a neighbour (whether it is an edge or a vertex) always 

take into account only the messages received from all its neighbour except from the one which it is 

sending the message to. That is called the cavity rule. 

Apart from the formulae, there is another reason for this. It is due to the fact that message- 

passing has been first used for directed graphs tree-like and that colouring deals with undirected ones 

containing loops. 

In a directed graph, from the messages it received from its parents, a vertex computes those to 
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send to its children. But in undirected graphs, it sends to its neighbour a message directly related 

to the one it received from the same neighbour. In other words, a vertex chooses a state not only 

regarding to what its neighbours say but also from the state it previously opted for. 

To avoid this short and disturbing feedback, the idea is to create a cavity around the vertex we 

send a message to, when we compute the message. However, the independence between the messages 

a vertex sends and the state it opted for before is still not total because two vertices can be second 

or third neighbours. But as the average length of loops grows with the graph size, it is reasonable to 

think that this feedback can be neglected for large enough graphs. 

3.4 A brief description of statistical physics 

The fact that there is a growing success in the application of statistical physics techniques to com- 

putational complexity problems drives to the perception that these techniques could be accordingly 

used in a wide range of computational complexity tasks, one of which is the graph colouring problem. 

In [40], van Mourik and Saad map the graph colouring, with p-colours, onto the anti-ferromagnetic 

p-spin Potts model [41]. There, the replica symmetric approximation is used to obtain physical 

quantities from which important questions about the colourability of a graph can be answered. 

The statistical physics approach is based on two main steps. The first is the introduction of a 

Hamiltonian or cost-function and the second is the calculation of the typical free energy in the large 

system limit. By employing thermo-dynamic relations, the calculation of the free energy provides the 

typical ground state energy, which in turn gives the opportunity to predict the graph’s colourability’. 

A non-zero ground state energy indicates that, under the given conditions, random graphs are typically 

not colourable. 

Another aspect of the ground state energy, apart from just determining the colourability of a graph, 

is that it reveals the typical minimal fraction of unsatisfied edges when the graph is non-colourable. 

On the other hand, the ground state (residual) entropy provides information on the number of different 

colouring schemes that share the minimum number of unsatisfied edges. 

The free energy turns out to be a functional of the distribution of the cavity magnetisations. 

By analogy with equations (3.5) and (3.6), the meaning of mf_,, and n}_,, in the formulae above 

are the same. Then the free energy is extremized with respect to the distributions of these cavity 

1A graph would be colourable if its free energy is zero. 
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magnetisations in order to obtain the physical free energy. This extremization process gives the update 

rules for the cavity magnetisations. The details of this calculation are beyond the scope of this thesis. 

Replacing, in the Replica Symmetric Approximation, the integrals over the distribution 7(ij,4) and 

i:(ife+v) by sums over the corresponding microscopic cavity magnetisations, we obtain the equations 

found with the mathematical approach. 

From [40], we obtain the Replica Symmetric free energy per edge, Fe: 

= 

i ve[tp) 
Fe= 55 (\. SE hii Gs -e.-6,) ; (3.7) 

where : 

Gy i Y DY bs (:- D. Wate) 
vEV e€e(v) ve[lp] 

G@ = Zimx (1-2 Mall ren) 
ecE HE [Lp] ver(e) 

Gs = Slog ( Seve [ee a) ; 
veVv weflp] — e€e(e) 

with E and V are the set of edges and vertices respectively, @ the inverse temperature, A = 1 — eF 

the previous factor, v(e) the set of vertices of edge e and e(v) the set of edges of vertex v. 

Note the presence of f,,, the actual fraction of vertices of colour 1, and tn the corresponding 

chemical potential, for the constrained fraction of vertices. These can be useful in forcing the use of 

a colour rather than another, but although implemented, it has not been used (we take Vp, fi =0)5 

Then the ground state energy per edge and the entropy per vertex are: 

1 ef eet Tloevte) Thre 
Eye = lim — > eet 3.8 

Se pee Ne S41 AYE Tvev(e) Me oe 
‘ Ne 

Sov = jim, Bay, (Boe —Fe). (3.9) 

In principle 6 should be infinite but, for numerical reasons, # will take the value 20. 

If we consider, that we have a mixture of 1 — a edges linked to 2 vertices and a edges linked to 3 

vertices, the formulae for the paramagnetic state are : 

eF eF 
Foca = (1-0) iw * 'pknert oA" 

epee 
Fe 2° log(p) — (1 - a) log(p“min—* — A) — alog(p*mss—! — 4)) :    
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The details of this calculation can be found in Appendix E. 

The study of the paramagnetic state is important in finding Aq. The paramagnetic state is an 

obvious solution to the Replica Symmetric iterative equations. For small average connectivities, it is 

the only one. The appearance of a nontrivial solution coincides with a clustering transition of ground 

states into an exponentially large number of extensively separated clusters [4]. In spin-glass theory, 

this transition is called dynamical. As soon as the paramagnetic state is not the only stable solution, 

we are above dq. 

3.5 Results 

To validate the implementation of belief propagation, we have plotted the behaviour of these formulae 

in Figures 3.2 and 3.3. 
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Figure 3.2: Ny = 1000, q = 3 and a = 0. Left: the ground state energy Eo(A) remains 0 until \ ~ 5.1, 

whereas the paramagnetic ground state always predicts 0. Right : the ground state entropy So(A) coincides 

with its paramagnetic value Sp,pm up to \~ 4. 

For a = 0, one can note the agreement with [40]. The limit of \ above which the ground state 

energy becomes positive corresponds to an upper bound of the critical connectivity, since Ep,, is a 

lower bound for the true ground state energy and even when Eo equals zero, it does not guarantee 

colourability. One can then summarize them in Table 3.1. 

‘An issue appears here: the accuracy of Kavg of a graph and its consequences on 4. Actually, the 

graph generation will create a graph whose Kay comes close to its theoretical value but due to the 

approximation while calculating the number of edges, there is a small difference. This is true only for 

a different from 0 and 1. Since N,,Ne and Kavg will stay fixed, the parameter which will undergo 
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Figure 3.3: The graphs here have the same behaviour as for a = 0. The graphs are sorted in the increasing 

order of a € {0.25,0.5,0.75,1}. Nv =1000,q=3. 4
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Qa Aup 

0 5.1 
0.25 | 7.1 
0.5 | 10.4 
0.75 | 17 

1 33,         
Table 3.1: Upper bound of A, for each a. 

the approximations is \. Hence the less than perfect match between the paramagnetic entropy and 

the entropy is expected, as it can be seen for a equals to 0 and 1 in Figures 3.2 and 3.3. 

However, comparing these with known results ([40, 18]) for a equal to zero validates results ob- 

tained by the belief propagation algorithm. 

Another type of statistics that can be used is the distribution of the messages sent by the vertices. 

Depending on the value of the connectivity with respect to the critical value, this distribution takes 

different shapes (see Figure 3.4). Those shapes are similar for all the values of a with adapted 

connectivities. 

3.6 The paramagnetic state 

An interesting task is to plot the phase diagrams (A,7) for different values of a. The goals of this 

operation is firstly to categorize the phase transition, by focusing on points at which derivatives diverge 

and secondly to predict in which state the system will be given the two parameters. 

All the transitions are second order in the distribution of the cavity magnetisations. This means 

that the probability distribution goes continuously from a single peak at 1/3, below the transition 

point, Ag, to a probability distribution still containing this peak but lower and with probabilities 

spread at the base of the peak just after the transition point, A > Aq. In Figure 3.4, for a = 0.5 and 

= 8.1, we see something continuously appearing at. the base of the peak, hence the second order 

transition. 

The main information phase diagram can give with relation to graph colouring is the lower bound 

of Ac, Le. the dynamical connectivity Ag. As explained previously in Section 3.4, as soon as the 

paramagnetic state is not the only stable solution, we are above \g. At the transition point, we have 

to suddenly increase the temperature to help the system to converge to the paramagnetic state, which 
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Figure 3.4: Ny = 1000, a = 0.5 and q = 3. On the upper part: the stationary distribution for \ = 8.1 

(Aa S A) on the left and \ = 8.7 (Aa < \ < Ac)on the right. The absence of peaks near mv ~ 0, 1 indicates 

that Eo(A) = 0. On the lower part: the stationary distribution for \ = 9.9 (= Ac) on the left and A = 12 

(> Ac) on the right. Note the peak at mv = 0.5 and the peaks and non-trivial distribution at z= 0 and x ~ 1, 

indicating that many vertices are forced (not) to take a specific colour, and that Eo(A) > 0. 
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Figure 3.5: Ny = 1000, q= 3 and a = 0. The line separates the paramagnetic state (above the line) from the 

non-paramagnetic state (below the line). 
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Figure 3.6: N, = 1000 and q = 3. The line separates the paramagnetic state (above the line) from the 

non-paramagnetic state (below the line). 
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means, therefore, that the paramagnetic state is in competition with other solutions. The big jump 

of the temperature at this point explains the spontaneous division into an exponentially large number 

of clusters, i.e. the compleaity times the size of the graph (see [4]). 

  

  

  

a Aa 
0 4 

0.25 | 5.5 
0.5 8 
0.75 | 12.5 
ih 21.4       

Table 3.2: Estimation of Aq for each a. 

3.7 Time averaging 

A major drawback of Belief Propagation is that convergence is not always reached. In fact it almost 

never converges for large graphs and > 4, hence the need for a catalyst, time averaging. 

3.7.1 Reasons for non convergence 

Generally, a colouring of a graph is not unique. Let us suppose that a solution is found, called C1. 

All the permutations among the colours, for example replacing ¢; by cj; and vice versa, also gives a 

new and different colouring which is still a solution. This is illustrated in the previous section when 

the ground state entropy is positive. 

Let us now assume we have a large graph. Since the initialization of the messages is done randomly, 

it is unlikely that this allocation is close to the solution for the whole graph. Actually, it may happen 

that in one part of the graph, Belief Propagation will tend to converge to a solution, Cj, and in the 

other parts it may converges to different colourings, {C;,...,Cn}. Among these other colourings, 

some might be compatible with C; and some may not. As for connectivities close to the critical 

connectivity, the graph is a single cluster and then all these parts are linked. Each of these parts will 

try to convince the others to opt for its colouring and they might all settle for the same one. However, 

the larger the graph, the more chances there are that this process continues indefinitely, hence the 

non convergence. 

34



CHAPTER 3. BELIEF PROPAGATION ON LARGE GRAPHS 

3.7.2. Time averaging as a solution 

Time averaging is a very powerful tool used in a wide variety of problems, like noise control, non-linear 

oscillations or stability analysis. 

This tool is employed after few iterations of Belief Propagation when convergence is not reached. 

Basically, it averages the magnetisation of each vertex over a number of supervised iterations (a time 

window). Then the vertices are fixed with respect to the average magnetisation instead of the final 

magnetisation. There is an implementation of this algorithm in Appendix A.1.2. 

By averaging the magnetisations over a time window, this algorithm undergoes less of the vari- 

ations due to non convergence and can find the parts of the graph which have settled for a unique 

colouring. 

The length of the time window is crucial since it has great influence on the performance of the 

algorithm: a too narrow window is more influenced by short oscillations providing poor results, while a 

too broad a window results in much higher computational time without a significant gain in accuracy. 

From [18], this value is fixed to a value of 30 iterations, which seems to be a good compromise. 

3.8 Results 

Most of the tests will be performed around the critical connectivity, to measure the efficiency of the 

time averaging on large random graphs. Three quantities are evaluated: the average percentage of 

unsatisfied edges per graph, the percentage of perfect colouring and the average running time of the 

algorithm. 

Globally, we note that the behaviour of the graphs are similar for all the values of a (see Figures 

3.7, 3.8 and 3.9). For example, for a = 0.5 and \ = 10, the average number of unsatisfied edges is 

slightly lower than 0.6, which means that, on average, 24 edges among 4000 are not satisfied. Hence, 

the very good efficiency of Belief Propagation. 

An interesting point is to study the q-COL/UNCOL transition. From the graph representing the 

average number of unsatisfied edges, it is not very clear to see where the transition takes place, since 
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the curve is quite smooth. This is due to the fact that even if the graph is not colourable, the belief 

propagation algorithm finds the optimal solution. Thus, we require the use of the second quantity. 

Let us recall that below the transition, one can find solution with a probability tending to one as the 

size of the graph goes to infinity and that above the transition, this probability goes to zero. The 

percentage of perfect colouring can be viewed as this probability. The connectivity for which this 

percentage becomes zero should be close to the critical connectivity. However, for a > 0.25, this 

critical connectivity has not been studied nor stated yet. This is why we dealt with bounds so far. 

Eyen so, the values reported in Table 3.3 are compatible with the intervals presented earlier in this 
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Figure 3.7: Performance of Belief Propagation with time averaging on random graphs. Ny = 1000, q = 3 and 

a =0, data averaged over 150 graphs for each connectivity. 

  

  

  

| Aces 
0 4.6 

0.25 | 6.4 
0.5 | 9.4 
0.75 | 14.7 

1 25.6       
Table 3.3: Estimated values of A. for each a. 

As we can see, despite the fact that around the critical connectivity, or the assumed critical con- 

nectivity, the problem is known to be NP-hard [22, 29], the computational time does not increase 

exponentially and actually, stays quite constant. This is due to the low computational cost of the 

message-passing techniques. 

Tests have been performed on random colourable graphs and, as we expected, provide very good 
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Figure 3.8: Performance of Belief propagation with time averaging on random graphs. Ny = 1000, q = 3 and 

a € {0.25, 0.5, 0.75, 1}. Data averaged over 150 graphs for each connectivity.
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results, except for a = 1. In that case, it seems that the algorithm behaves with random colourable 

graphs as it does with random graphs, since the results are very similar (see Figures 3.10 and 3.11). 

The computational time is less than for the random graphs, except again for the case where a = 1. 

It seems that for a tending to one, the performance of Belief Propagation decreases significantly. 

Indeed, tests performed on small graphs show that, for a = 1, the percentage of perfect colourings 

starts at quite high values for a system size of 30 vertices and decreases quickly to go to zero for 

graphs of 500 vertices, passing through medium values at 50 vertices. 

Note the high value of the standard deviation. This is due to the fact that there are very few values 

other than zero and the fact that the average number of unsatisfied edges can only take predefined 

  
  

values. 
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Figure 3.10: Performance of Belief Propagation with time averaging on random colourable graphs. Ny = 1000, 

q=3 and a=, data averaged over 200 graphs for each connectivity. 
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Chapter 4 

Exact enumeration on small graphs 

4.1 Backtrack algorithm 

4.1.1 Aims 

In order to find the critical connectivity in the cases where a € {0.25,0.5, 0.75, 1}, exact enumeration 

is the only algorithm which can state with certainty whether a graph is colourable or not. Basi- 

cally, this algorithm will enumerate all the possible colourings for a given graph. Since, in general, 

the number of possible colourings examined grows exponentially with the size of the system, we are 

  

limited by the accessible system sizes (i.e. Ny ~ O(50)) and may expect considerable finite size effects. 

The idea is to plot the probability that a graph is colourable with respect to the connectivity. To 

do so, for a given sample of 10° graphs, we calculate the percentage of perfect colourings. From [27], 

we have two important pieces of information: 

1. for a given connectivity 1, if the percentage of perfect colouring is better, respectively worse, 

for a larger system size, that means that A; < Ac, respectively A1 > Ac. 

2. the convergence time, as a function of the connectivity, diverges around the critical connectivity. 

The second point can also be justified by the fact that around the critical connectivity, there are but 

very few solutions, hence the long time needed to find a colouring. 
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CHAPTER 4. EXACT ENUMERATION ON SMALL GRAPHS 

4.1.2 Some catalysts for exact enumeration 

To reduce the time of execution, it is helpful to use a few catalysts. 

As with Belief Propagation, it may be useful to prune the graph. Even if it will not prune more 

than three or four vertices for high connectivities, it will still save time. 

A second tool is early stopping, implemented by [40]: one starts colouring the remaining vertices, 

keeping track of the remaining available colours per vertex for all the uncoloured vertices. One then 

stops exploring the search tree as soon as a good colouring is reached, since the goal here is to know 

the colourability of the graph. Otherwise, when the number of available colours for a vertex becomes 

zero, the colouring so far will lead to a contradiction later on, hence the abandoning of this branch of 

the search tree. One then backtracks to the point where a colouring was still possible. 

These methods greatly reduce the actual number of colourings to explore, however, remaining 

exponential in the system size, thus greatly limiting the accessible system size. Furthermore, since 

we stop as soon as we encounter a contradiction, we have no information on the minimum number 

of unsatisfied edges (i.e. the ground state energy) or the number of schemes that yield the minimum 

number of unsatisfied edges (i.e. the residual entropy). 

4.1.3 Results 

Due to the lack of time for the project, the system size is chosen between 30 and 50, since it is better 

to do more simulations of small graphs rather than few simulations on larger graphs. 
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Figure 4.1: Performance of Exact enumeration on random graphs. Ny € {20,30, 40,50}, q = 3 and a = 0, 

data computed over 10* graphs for each connectivity. 
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Unfortunately, it seems that the number of graphs is not enough to make up for the finite size 

effects. However, it is possible to determine boundaries for the critical connectivities (see Table 4.1). 

  

  

a Xto_| Aup 

0 4.5 | 48 
0.25 | 6.1 | 6.7 
0.5 | 9.3 | 9.8 
0.75 | 14 | 14.5 

1 26.5 | 27         
  

Table 4.1: Estimated values of A. for each a with exact enumeration. 

4.2 Belief propagation versus exact enumeration 

By modifying the exact enumeration algorithm, it is possible to compare with Belief Propagation. Of 

course, Belief Propagation cannot perform better than exact enumeration, but it will give an idea on 

how efficient Belief Propagation is on small graphs. 

For clarity of reading, we show here the results obtained for Ny = 30, since the other simulations 

are similar. Appendix F provides the results for N, equal to 20 and 40. 

Concerning the percentage of unsatisfied edges, it seems that the distance between Belief Prop- 

agation and Exact Enumeration curves is a constant with respect to A, cq. Furthermore, it seems 

that this constant is decreasing while a is increasing. Note that the standard deviations are generally 

larger for the Belief Propagation algorithm than for exact enumeration. 

Concerning the percentage of perfect colourings, after the upper bound found previously for the 

critical connectivity, the two algorithms behave very similarly. 

44



CHAPTER 4. EXACT ENUMERATION ON SMALL GRAPHS 
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Figure 4.3: Performance of Belief Propagation on random graphs compared with Exact Enumeration. Ny = 30, 

=3 and a = 0, data computed over 10° graphs for each connectivity. 
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Chapter 5 

Conclusion 

5.1 Achievements 

In this research period, we extended the implementation of a recent algorithm to a new area: the 

area of hypergraphs. Different types of hypergraphs have been studied: some with three body-edges 

and some with a mixture of two and three body-edges. Statistical physics has been tested on these 

kinds of graphs. It has shown good results and we managed to predict boundaries for the critical 

connectivities (see Chapter 3). But we also noticed that for three body-edges graphs, we probably 

reached a limit in the Belief Propagation efficiency. 

Its comparison with a deterministic algorithm, which is also something new, reinforced the idea 

that this algorithm, based on a heuristic method, is trustworthy (see Chapter 4). This result is of 

great importance since this algorithm is fast and independent of the connectivity of the graph. 

The last contribution is the parallelization of the test procedures which is a huge source of time 

saving (see Chapter 2). Other tools have been adapted as random graph generators or graph pruning. 

Unfortunately, due to the lack of time for this project, the dense graphs study has not been 

achieved. Nevertheless, dealing with dense graphs should highlight that Belief Propagation is an 

approximate algorithm. When we derived the equations, we made the assumption that the graph was 

locally cycle-free, which is true for sparse graphs. If we consider a graph whose density is 0.5, which 

means that a vertex will be on average linked to half of the remaining vertices, it is very probable to 
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find a loop after two neighbours and then the approximation as above may break down. 

5.2 Further work 

Exact enumeration is time-consuming. Besides, due to the finite size effects, the results were not clear 

enough to state with a reasonable certainty what the values of the critical connectivity are. Hence 

there is a need for more simulations on larger systems. 

Due to a problem of implementation, Survey Propagation has not been tested. However, the equa- 

tions have been constructed, see Appendix A.3. It would be very interesting to compare these two 

similar algorithms since they are novel and use similar technique. 

Since these two algorithms rely on message-passing technique, they are suitable for parallelization. 

It would allow us to use larger systems (Ny ~ 10°). 

It could be interesting to add constraints on the colours, that is to force one colour to be taken 

with the higher priority, by changing the chemical potential of the colours. An application to that is 

the maximal independent set of a graph. One could also have a different set of available colours for 

each vertex. 

As long as the graph colouring is not solved, there is still ongoing research to do in this area. 
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Appendix A 

Pseudo-code of Belief Propagation 

A.1 Message-passing technique 

Tensors mv and me denote the messages sent from a vertex to an edge and those from an edge to a 

vertex. The functions and reserved words start with a capital letter whereas the variables are written 

in small letters. 

A.1.1_ Iterate simply 

vol is the variation of the values of the messages, always positive. When it is too low, this means 

that the algorithm converges. 

function Iterate(nmax){ 

For k = 1 to nmax Do 

items = list(vertices,edges) 

While (items is not Empty) Do 

Pick a random element el in items 

If (el is a vertex) vol += UpdateVertex(el) 

Else UpdateEdge(el) 

Remove el from items 

EndWhile 

If (vol is too low) Break 

EndFor 

} 
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A.1.2 Iterate and calculate the magnetisation 

This algorithm is basically similar to the previous one. The difference is the use of the time averaging. 

mag is the magnetisation matrix filled with zeros at the beginning and nv is the number of vertices. 

The magnetisation function is the same as the update of a vertex without the cavity rule. 

function Calculate (nmax){ 

Initialize (mag) 

For k = 1 to nmax Do 

items = list (vertices,edges) 

While (items is not Empty) Do 

Pick a random element el in items 

If (el is a vertex) vol += UpdateVertex(el) 

Else UpdateEdge(el) 

Remove el from items 

EndWhile 

For j = 1 to nv Do 

For mu = 1 to number_colours Do 

mag [nv] [mu] += magnetisation(nv,mu) 

EndFor 

EndFor 

If (vol is too low) Break 

EndFor 

For j = 1 to nv Do 

For mu = 1 to number_colours Do 

mag[nv] [mu] /= k 

EndFor 

EndFor 

} 

A.1.3 Fix 

This algorithm takes threshold as argument. 

function Fix(threshold){ 
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magmax = 0 

kmax = 1 

is_fixed = 0 

For k = 1 to nv Do 

For mu = 1 to number_colours Do 

If (mag(k] [mu] > threshold) 

Then 

Fix(k) 

is_fixed = 1 

EndThen 

Else 

If (magmax < mag[k] [mu]) 

Then 

magmax = mag[k] [mu] 

kmax = k 

EndThen 

EndElse 

EndFor 

EndFor 

If (is_fixed = 0) Fix(kmax) 

+ 

A.1.4 Iterate and fix 

This algorithm works for given maximum number of free iteration nmax, maximum number of iterations 

with calculation nealc, given the fixing threshold. 

While (it remains unfixed vertices) Do 

Iterate(nmax) 

Calculate(ncalc) 

Fix(threshold) 

EndWhile 
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A.2 Belief propagation updates 

A.2.1 Vertex update 

function UpdateVertex(v){ 

vol = 0 

For all edges e connected to v 

norm = 0 

tp = mv[v] Ce] [1] 

For mu = 1 to number_colours Do 

mv[v] [e] [mu] = exp(f_colours[mu]) 

For all edges f connected to v apart from e Do 

mv[v] [e] [mu] *= 1 - me[f] [v] [ma] 

EndFor 

norm += mv[v] [e] [mu] 

EndFor 

vol += abs( tp - mv[v][e] [1]/norm ) 

For mu = 1 to number_colours Do 

mv[v] Ce] [mu] /= norm 

EndFor 

EndFor 

} 

A.2.2 Edge update 

function UpdateEdge(e){ 

For all vertices v connected to e Do 

For mu = 1 to number_colours Do 

me[e] [v] [mu] = delta 

For all vertices u connected to e apart from v Do 

me[e] [v] [mu] *= mv[u] Ce] [mu] 

EndFor 

EndFor 

EndFor 
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A.3 Survey propagation 

A.4_ Presentation 

Survey Propagation was developed by Braunstein, Mézard and Zecchina for solving the satisfiability 

problem [6] and adapted soon after to graph colouring (4, 5]. 

To help Belief Propagation to converge in the hard parameter region, we used time averaging. But, 

from the statistical point of view, Braustein et al. showed that the Replica Symmetric approximation 

is no longer valid in this region, and they have introduced the Survey Propagation algorithm based 

on the I-step Replica Symmetry Breaking for the exact ground state. It is beyond the scope of this 

thesis to go into details of this calculation, but it allows us to interpret the meaning of the Survey 

Propagation algorithm as follows. 

With Survey Propagation, one wants to explore all the perfect colourings, i.e. the colourings 

that have exactly 0 energy. That means that, in the end, there can be no contradictions, ie. no 

monochromatic edges. That is why, to avoid these contradictions, we require an extra state, the 

so-called joker state, denoted by a ’*’. Consequently, the interpretation of the cavity magnetisations 

is slightly modified. 

A.5 The formulae 

Now, ni_,- is the probability that vertex v is forced to take the colour pz in the absence of neighbouring 

edge e, i.e. ris the only colour left free for v, while 7}_,, is the probability that vertex v is not forced to 

take any specific colour ji in the absence of neighbouring edge e, i.e. at least two colours are available. 

In this way, all local contradictions are avoided, by throwing out all the configurations where there is 

a clash. 

Note that we deal here with the 3-colouring problem. 

From [18], we get the vertices updates: 

  

Th pentny\e(t — 9740) = Dogu Tpen()\e(Mfw + Nev) + [pen(v)\e Me (Aa) 

Ez penned = Me) — La Wyencwyye Fe + Nav) + [pen(v)\e M740 

Tite, =) l= DU ae (A.2) 
Z 

Ho es 
Nye = 
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To compute the messages sent by an edge to a vertex, one has to notice that an edge e will forbid 

a colour p to vertex v. From this principle, we found the new edges updates: 

ne = TI the (A.3) 
wen(e)\v 

ee l= eT (A4) 
r 

One can now check that, if a vertex 1; is forced to take a colour p and v2 is forced to take the 

same colour, and v;, v2 and vs are connected by an hyperedge, then j will be forbidden to vg. But 

if v; and v2 have different colours, then v3 will not be forced to take any colours and then will be in 

the joker state. 

The magnetisations can be deducted from Equations (A.1) and (A.2) by simply ignoring the cavity 

rule. 

A.6 The algorithm 

The principle of Survey Propagation is slightly different from Belief Propagation’. Basically, here, 

vertices and edges are updated until convergence. Then the magnetisations are calculated and the 

fixing can take place. The algorithm stops when no vertex can be fixed. Finally, only a part of the 

graph will be coloured, the rest being in the joker state. One has then to apply another colouring 

algorithm such as Belief Propagation or Simulated Annealing to finish the colouring. 

The update functions are similar to the ones for Belief Propagation. 
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Parallelization algorithm 

Note that this algorithm requires the package MPI. 

B.1 Master machine 

a = array of the states of all the other processors 

For k = 1 to (nb_processors-1) Do 

Reception_state_Non_Blocking(from processor k to send a signal in a[k]) 

EndFor 

While (jobs to be done) Do 

For k = 1 to (nb_processors-1) Do 

If(k sent a signal in alk]) Do 

jobs=jobs-1 

Send to processor k job to do 

Reception_state_Non_Blocking(from processor k to send a signal in a[k]) 

EndIf 

EndFor 

EndWhile 

For k = 1 to (nb_processors-1) Do 

Send to processor k job finished 
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EndFor 

B.2 Slave machine 

finished = 0; 

first_time = 1; 

While (not finished) Do 

If (not first_time) 

Then 

Reception_state_Blocking(from master processor to send job to be done) 

Do job 

EndThen 

Send to master processor signal in alk] 

first_time = 0 

EndWhile 

Send to master processor signal in alk] 

The signal sent by a slave processor to the master is an integer saying whether it is free or not. 

At the beginning, the master processor is waiting for the first free processor to send a signal saying 

that it is free. Then a job is sent to this processor and, since this processor is now busy, the master 

processor is waiting for this processor to be ready again to send it a job, and so on. Meanwhile, the 

master processor will permanently check for a free machine (by looping over all the slave processors 

while jobs remain), assigning a job to the first free processor encountered. The master processor is 

always either sending a job or checking for a free processor. 
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Backtrack algorithm 

C.1 Backtrack algorithm for perfect colourings 

For each vertex Do 

Initialize_available_colours 

EndFor 

perfect = 0 

ial 

Step : 

Take the first available colour for i 

Goto Test 

Test : 

If (colouring not perfect perfect so far) Goto Flip 

If (i == number_vertices) Goto Block 

i= itt 

Goto to Step 

Block : 

If (colouring is good)



APPENDIX C. BACKTRACK ALGORITHM 

Then 

perfect = 1 

Goto End 

EndThen 

Flip : 

If (i == 1) Goto End 

If (Exist available_colours for i) 

Then Do 

Take the next one 

Goto Test 

EndThen 

Else Do 

i=i-1 

Goto Flip 

EndElse 

End : 

If (perfect == 1) Print Perfect colouring found 

Else Printf No perfect colouring found 

C.2 Backtrack algorithm for optimal solutions 

This algorithm takes ref, a number of unsatisfied edges, as argument. If it is run alone, one should 

take a high value for ref. But to save time, Belief Propagation is applied first so as to minimize this 

argument. 

Step: 

Give the first colour to i 

Goto Test 
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Test : 

If (number of unsatisfied edges with the current colouring >= ref) Goto Flip 

If (i == number_vertices) Goto Block 

i= itt 

Goto to Step 

Block : 

nb_unsat = final number of unsatisfied edges 

If (nb_unsat == 0) Goto End 

ref = nb_unsat 

Goto Flip 

Flip : 

If (i == 1) Goto End 

If (Exist available_colours for i) 

Then Do 

Take the next one 

Goto Test 

EndThen 

Else Do 

i= i-t 

Goto Flip 

EndElse 

End : 

If (nb_unsat == 0) Print Perfect colouring found 

Else Print Best number of unsatisfied edges : ref 

C.3 Graphical diagram of the algorithm 

The two algorithms described above can be visualized using the diagram in Figure C.1 
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Figure C.1: The backtrack states diagram. Note that the dashed arrow is present only in the second version 

of this algorithm. 
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Statistical physics notations 

First, the Hamiltonian or the cost function, representing the microscopic energy given a colouring @ 

is defined by: 

HO = Yo 2(&), (D.1) 
een. 

where Z, is the function defined in Section 3.1 and é, is the restriction of ¢ to the variables which are 

the arguments of Z. Then we define the partition sum, Z, 8 being the inverse temperature: 

2 => exp(-6H(0). (D.2) 
é@ 

We can now write the probability of a colouring @ to be chosen, using Boltzmann’s Law: 

_ exp(=bH@) EHO), (2) (D.3) 

Now, let us define the average value of a physical quantity Q, depending on the colouring, over the 

ensemble of all possible colourings: 

(Q)e = Yo Are. (D4) 

Then the expression of the internal energy, E, comes immediately: 

H(@) exp(—BH(E EB=(H(O)e= y ese ee) (D.5) 

The definition of the free energy is: 

1 
= —  log(Z). D6 3 og(Z) (D.6) 

Using the relations of thermodynamic: F = E — TS, we get the internal energy and the entropy: 

_ OBF EB = Fp (D.7) 

S = B(E-F). (D.8) 
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Energy calculations 

Let us recall that : 

Le z 
Fe= BN (\. YS fefst+ Gi - Go -«) 

#e[Lp] 

where : 

Gi = DED; los (:- a reat) 
veV e€e(v) ve[lp] 

GQ = Eme( 1-8 See re) 
ecE Help] vev(e) 

Gs = > log ( yy & TT a- re) 
vev we[lp] — e€e(e) 

with E and V are the set of edges and vertices respectively, 2 the inverse temperature, A = 1 —e, 

v(e) the set of vertices of edge e and e(v) the set of edges of vertex v. 

Note the presence of f,,, the actual fraction of vertices of colour ji, and His the corresponding 

chemical potential, for the constrained fraction of vertices. Then the ground state energy per edge 

and the entropy per vertex are : 

1 = ev? Dh vente Ne 

  

Eye = lim — >> — ert (B1 
Oe gaoo No Be 1 aa [pen e) hore ) 

N. 
Sov = By (Bove — Fe) (E.2) 

; 

Note also that it is convenient to consider the energy per edge (Eo,¢) and the entropy per vertex 

(So,v) so that Eo,¢ is the fraction of unsatisfied edges (i.e. 0 < Eo,e < 1) and So is the entropy per 

degree of freedom (i.e. 0 < So,» < log(p)), the number of different colouring schemes that share the 
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minimum number of unsatisfied edges. 

In the case where Kavy = 0, kP(K =k), and knowing that in the paramagnetic state, we have : 

Vue[l,p], veVv, ec#, 

a5 
Me a 

A 
Mow = Deer 

then 

B, PUK =k) eat o,eypm = Sh) eto 
k ce 

A 
Gi = NAD) P(K =k) log((1 - 55) 

k 

A 
G2 = Nd >P(K =k)log(1— oe) 

k 

   A 
II (Se 

veV e€e(v) 
Gs = SOD I PUK = k)log ( 

= Nylog(p) + NyAS> P(K = k) log( — 
k 

  

y= 5 (Beit — A= Hove togip) — So PUK = b) log(yh - 4») ; 
If we consider we have a mixture of 1 — a edges linked to Kin and a@ edges linked to Kmaz, then 

Kavg = (1—@) * Kmin + @* Kmaz and the quantities defined above become : 

  

e8 

Eoeen =O 0) ewer ft phaat 

Fe = 1 (Mes —A— hae top) — (1 — a og(pnet — A) ~ alog(ph=~ — d)) 
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Appendix F 

Additional simulations 

Percentage of perfect colourings alpha=0 Average number of unsatisfied edges alpha=0 
  

BP 
BT -     

    

  

  

4 42 44 46 48 5 4 
lambda 

Figure F.1: Performance of Exact enumeration on random graphs compared with Belief Propagation. Ny = 20, 

  

q=3 and a =0, data computed over 10° graphs for each connectivity. 
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Figure F.2: Performance of exact enumeration on random graphs compared with Belief Propagation. Ny = 20, 

q=3and a € {0.25, 0.5, 0.75, 1}. Data computed Bee a0" graphs for each connectivity.
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Percentage of perfect colourings alpha=0 ‘Average number of unsatisfied edges alpha=0 
    

BP. BP. 
BT - BT       

  

  

  

                  
48 5 

lambda lambda 

Figure F.3: Performance of Exact enumeration on random graphs compared with Belief Propagation. Ny = 40, 

q=3 and a=0, data computed over 10° graphs for each connectivity. 
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Figure F.4: Performance of exact enumeration on random graphs compared with Belief Propagation. Ny = 40, 

q=3 and a€ {0.25, 0.5, 0.75, 1}. Data computed over, ao graphs for each connectivity. 
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